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Preface

Manifolds are the mathematical generalizations of curves and surfaces to arbitrary
numbers of dimensions. This book is an introduction to the topological properties of
manifolds at the beginning graduate level. It contains the essential topological ideas
that are needed for the further study of manifolds, particularly in the context of
differential geometry, algebraic topology, and related fields. Its guiding philosophy
is to develop these ideas rigorously but economically, with minimal prerequisites
and plenty of geometric intuition. Here at the University of Washington, for exam-
ple, this text is used for the first third of a year-long course on the geometry and
topology of manifolds; the remaining two-thirds of the course focuses on smooth
manifolds using the tools of differential geometry.

There are many superb texts on general and algebraic topology available. Why
add another one to the catalog? The answer lies in my particular vision of graduate
education: it is my (admittedly biased) belief that every serious student of mathe-
matics needs to be intimately familiar with the basics of manifold theory, in the same
way that most students come to know the integers, the real numbers, vector spaces,
functions of one real or complex variable, groups, rings, and fields. Manifolds play
a role in nearly every major branch of mathematics (as I illustrate in Chapter 1),
and specialists in many fields find themselves using concepts and terminology from
topology and manifold theory on a daily basis. Manifolds are thus part of the basic
vocabulary of mathematics, and need to be part of basic graduate education. The
first steps must be topological, and are embodied in this book; in most cases, they
should be complemented by material on smooth manifolds, vector fields, differen-
tial forms, and the like, as developed, for example, in [Lee02], which is designed
to be a sequel to this book. (After all, few of the really interesting applications of
manifold theory are possible without using tools from calculus.)

Of course, it is not realistic to expect all graduate students to take full-year
courses in general topology, algebraic topology, and differential geometry. Thus,
although this book touches on a generous portion of the material that is typically
included in much longer courses, the coverage is selective and relatively concise, so
that most of the book can be covered in a single quarter or semester, leaving time
in a year-long course for further study in whatever direction best suits the instructor
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vi Preface

and the students. At UW, we follow it with a two-quarter sequence on smooth mani-
fold theory based on [Lee02]; but it could equally well lead into a full-blown course
on algebraic topology.

It is easy to describe what this book is not. It is not a course on general topology—
many of the topics that are standard in such a course are ignored here, such as
metrization theorems, the Tychonoff theorem for infinite product spaces, a compre-
hensive treatment of separation axioms, and function spaces. Nor is it a course in
algebraic topology—although I treat the fundamental group in detail, there is barely
a mention of the higher homotopy groups, and the treatment of homology theory
is extremely brief, meant mainly to give the flavor of the theory and to lay some
groundwork for the later introduction of de Rham cohomology. It certainly is not a
comprehensive course on topological manifolds, which would have to include such
topics as PL structures and maps, transversality, surgery, Morse theory, intersection
theory, cobordism, bundles, characteristic classes, and low-dimensional geometric
topology. (Perhaps a more accurate title for the book would have been Introduction
to Topology with an Emphasis on Manifolds.) Finally, it is not intended as a refer-
ence book, because few of the results are presented in their most general or most
complete forms.

Perhaps the best way to summarize what this book is would be to say that it rep-
resents, to a good approximation, my conception of the ideal amount of topological
knowledge that should be possessed by beginning graduate students who are plan-
ning to go on to study smooth manifolds and differential geometry. Experienced
mathematicians will probably observe that my choices of material and approach
have been influenced by the fact that I am a differential geometer by training and
predilection, not a topologist. Thus I give special emphasis to topics that will be of
importance later in the study of smooth manifolds, such as paracompactness, group
actions, and degree theory. But despite my prejudices, I have tried to make the book
useful as a precursor to algebraic topology courses as well, and it could easily serve
as a prerequisite to a more extensive course in homology and homotopy theory.

A textbook writer always has to decide how much detail to spell out, and how
much to leave to the reader. It can be a delicate balance. When you dip into this
book, you will quickly see that my inclination, especially in the early chapters, is
toward writing more detail rather than less. This might not appeal to every reader,
but I have chosen this path for a reason. In my experience, most beginning graduate
students appreciate seeing many proofs written out in careful detail, so that they
can get a clear idea of what goes into a complete proof and what lies behind many
of the common “hand-waving” and “standard-argument” moves. There is plenty
of opportunity for students to fill in details for themselves—in the exercises and
problems—and the proofs in the text tend to become a little more streamlined as the
book progresses.

When details are left for the student to fill in, whether as formal exercises or sim-
ply as arguments that are not carried out in complete detail in the text, I often try to
give some indication about how elaborate the omitted details are. If I characterize
some omitted detail as “obvious” or as an “easy exercise,” you should take that as
an indication that the proof, once you see how to do it, should require only a few
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steps and use only techniques that are probably familiar from other similar proofs,
so if you find yourself constructing a long and involved argument you are probably
missing something. On the other hand, if I label an omitted argument “straightfor-
ward,” it might not be short, but it should be possible to carry it out using familiar
techniques without requiring new ideas or tricky arguments. In any case, please do
not fall into the trap of thinking that just because I declare something to be easy,
you should see instantly why it is true; in fact, nothing is easy or obvious when you
are first learning a subject. Reading mathematics is not a spectator sport, and if you
really want to understand the subject you will have to get involved by filling in some
details for yourself.

Prerequisites

The prerequisite for studying this book is, briefly stated, a solid undergraduate de-
gree in mathematics; but this probably deserves some elaboration.

Traditionally, “general topology” has been seen as a separate subject from “al-
gebraic topology,” and most courses in the latter begin with the assumption that the
students have already completed a course in the former. However, the sad fact is
that for a variety of reasons, many undergraduate mathematics majors in the United
States never take a course in general topology. For that reason I have written this
book without assuming that the reader has had any exposure to topological spaces.

On the other hand, I do assume several essential prerequisites that are, or should
be, included in the background of most mathematics majors.

The most basic prerequisite is a thorough grounding in advanced calculus and
elementary linear algebra. Since there are hundreds of books that treat these subjects
well, I simply assume familiarity with them, and remind the reader of important facts
when necessary. I also assume that the reader is familiar with the terminology and
rules of ordinary logic.

The other prerequisites are basic set theory such as what one would encounter
in any rigorous undergraduate analysis or algebra course; real analysis at the level
of Rudin’s Principles of Mathematical Analysis [Rud76] or Apostol’s Mathematical
Analysis [Apo74], including, in particular, an acquaintance with metric spaces and
their continuous functions; and group theory at the level of Hungerford’s Abstract
Algebra: An Introduction [Hun97] or Herstein’s Abstract Algebra [Her96].

Because it is vitally important that the reader be comfortable with this prerequi-
site material, in three appendices at the end of the book I have collected a summary
of the main points that are used throughout the book, together with a representative
collection of exercises. Students can use the exercises to test their knowledge, or to
brush up on any aspects of the subject on which they feel their knowledge is shaky.
Instructors may wish to assign the appendices as independent reading, and to assign
some of the exercises early in the course to help students evaluate their readiness
for the material in the main body of the book, and to make sure that everyone starts
with the same background. Of course, if you have not studied this material before,
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you cannot hope to learn it from scratch here; but the appendices and their exercises
can serve as a reminder of important concepts you may have forgotten, as a way
to standardize our notation and terminology, and as a source of references to books
where you can look up more of the details to refresh your memory.

Organization

The book is divided into thirteen chapters, which can be grouped into an introduc-
tion and five major substantive sections.

The introduction (Chapter 1) is meant to whet the student’s appetite and create a
“big picture” into which the many details can later fit.

The first major section, Chapters 2 through 4, is a brief and highly selective
introduction to the ideas of general topology: topological spaces; their subspaces,
products, disjoint unions, and quotients; and connectedness and compactness. Of
course, manifolds are the main examples and are emphasized throughout. These
chapters emphasize the ways in which topological spaces differ from the more fa-
miliar Euclidean and metric spaces, and carefully develop the machinery that will be
needed later, such as quotient maps, local path connectedness, and locally compact
Hausdorff spaces.

The second major section, comprising Chapters 5 and 6, explores in detail some
of the main examples that motivate the rest of the theory. Chapter 5 introduces cell
complexes, which are spaces built up from pieces homeomorphic to Euclidean balls.
The focus is CW complexes, which are by far the most important type of cell com-
plexes; besides being a handy tool for analyzing topological spaces and building
new ones, they play a central role in algebraic topology, so any effort invested in
understanding their topological properties will pay off in the long run. The first ap-
plication of the technology is to prove a classification theorem for 1-dimensional
manifolds. At the end of the chapter, I briefly introduce simplicial complexes, view-
ing them as a special class of CW complexes in which all the topology is encoded in
combinatorial information. Chapter 6 is devoted to a detailed study of 2-manifolds.
After exploring the basic examples of surfaces—the sphere, the torus, the projec-
tive plane, and their connected sums—I give a proof of the classification theorem
for compact surfaces, essentially following the treatment in [Mas77]. The proof is
complete except for the triangulation theorem for surfaces, which I state without
proof.

The third major section, Chapters 7 through 10, is the core of the book. In it, I
give a fairly complete and traditional treatment of the fundamental group. Chapter
7 introduces the definitions and proves the topological and homotopy invariance of
the fundamental group. At the end of the chapter I insert a brief introduction to cate-
gory theory. Categories are not used in a central way anywhere in the book, but it is
natural to introduce them after having proved the topological invariance of the fun-
damental group, and it is useful for students to begin thinking in categorical terms
early. Chapter 8 gives a detailed proof that the fundamental group of the circle is in-
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finite cyclic. Because the circle is the precursor and motivation for the entire theory
of covering spaces, I introduce some of the terminology of the latter subject—evenly
covered neighborhoods, local sections, lifting—in the special case of the circle, and
the proofs here are phrased in such a way that they will apply verbatim to the more
general theorems about covering spaces in Chapter 11. Chapter 9 is a brief digres-
sion into group theory. Although a basic acquaintance with group theory is an essen-
tial prerequisite, most undergraduate algebra courses do not treat free products, free
groups, presentations of groups, or free abelian groups, so I develop these subjects
from scratch. (The material on free abelian groups is included primarily for use in
the treatment of homology in Chapter 13, but some of the results play a role also in
classifying the coverings of the torus in Chapter 12.) The last chapter of this section
gives the statement and proof of the Seifert–Van Kampen theorem, which expresses
the fundamental group of a space in terms of the fundamental groups of appropriate
subsets, and describes several applications of the theorem including computation of
the fundamental groups of graphs, CW complexes, and surfaces.

The fourth major section consists of two chapters on covering spaces. Chap-
ter 11 defines covering spaces, develops properties of the monodromy action, and
introduces homomorphisms and isomorphisms of covering spaces and the univer-
sal covering space. Much of the early development goes rapidly here, because it
is parallel to what was done earlier in the concrete case of the circle. Chapter 12
explores the relationship between group actions and covering maps, and uses it to
prove the classification theorem for coverings: there is a one-to-one correspondence
between isomorphism classes of coverings ofX and conjugacy classes of subgroups
of the fundamental group of X . This is then specialized to proper covering space
actions on manifolds, which are the ones that produce quotient spaces that are also
manifolds. These ideas are applied to a number of important examples, including
classifying coverings of the torus and the lens spaces, and proving that surfaces of
higher genus are covered by the hyperbolic disk.

The fifth major section of the book consists of one chapter only, Chapter 13, on
homology theory. In order to cover some of the most important applications of ho-
mology to manifolds in a reasonable time, I have chosen a “low-tech” approach to
the subject. I focus mainly on singular homology because it is the most straightfor-
ward generalization of the fundamental group. After defining the homology groups,
I prove a few essential properties, including homotopy invariance and the Mayer–
Vietoris theorem, with a minimum of homological machinery. Then I introduce just
enough about the homology of CW complexes to prove the topological invariance
of the Euler characteristic. The last section of the chapter is a brief introduction to
cohomology, mainly with field coefficients, to serve as background for a treatment
of de Rham theory in a later course. In keeping with the overall philosophy of fo-
cusing only on what is necessary for a basic understanding of manifolds, I do not
even mention relative homology, homology with arbitrary coefficients, simplicial
homology, or the axioms for a homology theory.

Although this book grew out of notes designed for a one-quarter graduate course,
there is clearly too much material here to cover adequately in ten weeks. It should
be possible to cover all or most of it in a semester with well-prepared students.
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The book could even be used for a full-year course, allowing the instructor to adopt
a much more leisurely pace, to work out some of the problems in class, and to
supplement the book with other material.

Each instructor will have his or her own ideas about what to leave out in order to
fit the material into a short course. At the University of Washington, we typically do
not cover simplicial complexes, homology, or some of the more involved examples
of covering maps. Others may wish to leave out some or all of the material on
covering spaces, or the classification of surfaces. With students who have had a solid
topology course, the first four chapters could be skipped or assigned as independent
reading.

Exercises and Problems

As is the case with any new mathematical material, and perhaps even more than
usual with material like this that is so different from the mathematics most students
have seen as undergraduates, it is impossible to learn the subject without getting
one’s hands dirty and working out a large number of examples and problems. I have
tried to give the reader ample opportunity to do so throughout the book. In every
chapter, and especially in the early ones, there are questions labeled as exercises
woven into the text. Do not ignore them; without their solutions, the text is incom-
plete. The reader should take each exercise as a signal to stop reading, pull out a
pencil and paper, and work out the answer before proceeding further. The exercises
are usually relatively easy, and typically involve proving minor results or working
out examples that are essential to the flow of the exposition. Some require tech-
niques that the student probably already knows from prior courses; others ask the
student to practice techniques or apply results that have recently been introduced
in the text. A few are straightforward but rather long arguments that are more en-
lightening to work through on one’s own than to read. In the later chapters, fewer
things are singled out as exercises, but there are still plenty of omitted details in the
text that the student should work out before going on; it is my hope that by the time
the student reaches the last few chapters he or she will have developed the habit of
stopping and working through most of the details that are not spelled out without
having to be told.

At the end of each chapter is a selection of questions labeled as problems. These
are, for the most part, harder, longer, and/or deeper than the exercises, and give the
student a chance to grapple with more significant issues. The results of a number of
the problems are used later in the text. There are more problems than most students
could do in a quarter or a semester, so the instructor will want to decide which ones
are most germane and assign those as homework.

You will notice that there are no solutions to any of the exercises or problems
in the back of the book. This is by design: in my experience, if written solutions to
problems are available, then most students (even the most conscientious ones) tend
to be irresistibly tempted to look at the solutions as soon as they get stuck. But it
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is exactly at that stage of being stuck that the deepest learning occurs. It is all too
easy for students to read someone else’s solution and immediately think “Oh, now
I understand that,” when in fact they do not understand it nearly as well as they
would have if they had struggled through it for themselves. A much more effective
strategy for getting unstuck is to talk the problem over with an instructor or a fellow
student. Getting suggestions from other people and turning them into an argument
of your own are much more useful than reading someone else’s complete and pol-
ished proof. If you are studying the book on your own, and cannot find any nearby
kindred spirits to discuss the problems with, try looking for Internet sites that foster
discussions among people studying mathematics, such as math.stackexchange.com.

About the Second Edition

Although the basic structure of the book has changed little since the first edition, I
have rewritten, rearranged, and (hopefully) improved the text in thousands of small
ways and a few large ones; there is hardly a page that has not been touched in
one way or another. In some places, I have streamlined arguments and eliminated
unnecessary verbiage; in others, I have expanded arguments that were insufficiently
clear in the original.

The change that is most noticeable is in Chapter 5: I have eliminated most of the
material on simplicial complexes, and replaced it with an introduction to CW com-
plexes. I have come to believe that, totally apart from their central role in homotopy
theory, CW complexes are wonderful tools for constructing and analyzing topolog-
ical spaces in general and manifolds in particular, due to their extreme flexibility
and the ease of doing explicit computations with them. Besides, they have the added
virtue of giving an early introduction to one of the most important tools of algebraic
topology. This change has ramifications throughout the rest of the book, especially
in Chapter 10, where the computation of fundamental groups of surfaces is stream-
lined by considering them as special cases of CW complexes, and in Chapter 13,
where the exposition of simplicial homology has been replaced by a much simpler
treatment of homology properties of CW complexes.

Apart from the addition of CW complexes, the main substantive changes are
expanded treatments of manifolds with boundary, local compactness, group actions,
and proper maps; and a new section on paracompactness. I have also reworked the
treatment of covering maps in Chapters 11 and 12 in order to use the monodromy
action to simplify and unify the classification of coverings (I am indebted to Steve
Mitchell for suggesting this). And, of course, I have corrected all the errors in the
first edition that I know about. I hope that all of the changes will make the book
more useful for future topologists and geometers alike.

There are also a few typographical improvements in this edition. Most important,
official definitions of mathematical terms are now typeset in bold italics; this reflects
the fact that they are just as important as the theorems and proofs and need to be easy
to find, but they fit better into the flow of paragraphs rather than being called out with
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special headings. In addition, the exercises in the text are now indicated more clearly
with a special symbol (I), and numbered consecutively with the theorems to make
them easier to find. There also is a new notation index just before the subject index.

Although I have tried hard to find and eradicate mistakes in this edition, sad
experience teaches that there will probably be plenty of errors left in the final version
of the book. For the sake of future readers, I hope every reader will take the time
to keep notes of any mistakes or passages that are awkward or unclear, and let me
know about them as soon as it is convenient for you. I will keep an up-to-date list of
corrections on my website, whose address is listed below.
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Chapter 1

Introduction

A course on manifolds differs from most other introductory graduate mathematics
courses in that the subject matter is often completely unfamiliar. Most beginning
graduate students have had undergraduate courses in algebra and analysis, so that
graduate courses in those areas are continuations of subjects they have already be-
gun to study. But it is possible to get through an entire undergraduate mathematics
education, at least in the United States, without ever hearing the word “manifold.”

One reason for this anomaly is that even the definition of manifolds involves
rather a large number of technical details. For example, in this book the formal def-
inition does not come until the end of Chapter 2. Since it is disconcerting to embark
on such an adventure without even knowing what it is about, we devote this intro-
ductory chapter to a nonrigorous definition of manifolds, an informal exploration of
some examples, and a consideration of where and why they arise in various branches
of mathematics.

What Are Manifolds?

Let us begin by describing informally how one should think about manifolds. The
underlying idea is that manifolds are like curves and surfaces, except, perhaps, that
they might be of higher dimension. Every manifold comes with a specific nonneg-
ative integer called its dimension, which is, roughly speaking, the number of inde-
pendent numbers (or “parameters”) needed to specify a point. The prototype of an
n-dimensional manifold is n-dimensional Euclidean space Rn, in which each point
literally is an n-tuple of real numbers.

An n-dimensional manifold is an object modeled locally on Rn; this means that
it takes exactly n numbers to specify a point, at least if we do not stray too far from
a given starting point. A physicist would say that an n-dimensional manifold is an
object with n degrees of freedom.

Manifolds of dimension 1 are just lines and curves. The simplest example is
the real line; other examples are provided by familiar plane curves such as circles,
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Fig. 1.1: Plane curves. Fig. 1.2: Space curve.

parabolas, or the graph of any continuous function of the form y D f .x/ (Fig. 1.1).
Still other familiar 1-dimensional manifolds are space curves, which are often de-
scribed parametrically by equations such as .x;y;z/ D .f .t/;g.t/;h.t// for some
continuous functions f;g;h (Fig. 1.2).

In each of these examples, a point can be unambiguously specified by a single
real number. For example, a point on the real line is a real number. We might identify
a point on the circle by its angle, a point on a graph by its x-coordinate, and a point
on a parametrized curve by its parameter t . Note that although a parameter value
determines a point, different parameter values may correspond to the same point, as
in the case of angles on the circle. But in every case, as long as we stay close to some
initial point, there is a one-to-one correspondence between nearby real numbers and
nearby points on the line or curve.

Manifolds of dimension 2 are surfaces. The most common examples are planes
and spheres. (When mathematicians speak of a sphere, we invariably mean a spheri-
cal surface, not a solid ball. The familiar unit sphere in R3 is 2-dimensional, whereas
the solid ball is 3-dimensional.) Other familiar surfaces include cylinders, ellipsoids,
paraboloids, hyperboloids, and the torus, which can be visualized as a doughnut-
shaped surface in R3 obtained by revolving a circle around the z-axis (Fig. 1.3).

In these cases two coordinates are needed to determine a point. For example,
on a plane we typically use Cartesian or polar coordinates; on a sphere we might
use latitude and longitude; and on a torus we might use two angles. As in the 1-
dimensional case, the correspondence between points and pairs of numbers is in
general only local.
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Fig. 1.3: Doughnut surface.

The only higher-dimensional manifold that we can easily visualize is Euclidean
3-space (or parts of it). But it is not hard to construct subsets of higher-dimensional
Euclidean spaces that might reasonably be called manifolds. First, any open subset
of Rn is an n-manifold for obvious reasons. More interesting examples are obtained
by using one or more equations to “cut out” lower-dimensional subsets. For exam-
ple, the set of points .x1;x2;x3;x4/ in R4 satisfying the equation

.x1/
2C .x2/

2C .x3/
2C .x4/

2 D 1 (1.1)

is called the (unit) 3-sphere. It is a 3-dimensional manifold because in a neigh-
borhood of any given point it takes exactly three coordinates to specify a nearby
point: starting at, say, the “north pole” .0;0;0;1/, we can solve equation (1.1) for x 4,
and then each nearby point is uniquely determined by choosing appropriate (small)
.x1;x2;x3/ coordinates and setting x4 D .1� .x1/2� .x2/2� .x3/2/1=2. Near other
points, we may need to solve for different variables, but in each case three coordi-
nates suffice.

The key feature of these examples is that an n-dimensional manifold “looks like”
Rn locally. To make sense of the intuitive notion of “looks like,” we say that two
subsets of Euclidean spaces U � Rk , V � Rn are topologically equivalent or home-
omorphic (from the Greek for “similar form”) if there exists a one-to-one corre-
spondence ' W U ! V such that both ' and its inverse are continuous maps. (Such
a correspondence is called a homeomorphism.) Let us say that a subset M of some
Euclidean space Rk is locally Euclidean of dimension n if every point of M has a
neighborhood in M that is topologically equivalent to a ball in R n.

Now we can give a provisional definition of manifolds. We can think of an n-
dimensional manifold (n-manifold for short) as a subset of some Euclidean space
Rk that is locally Euclidean of dimension n. Later, after we have developed more
machinery, we will give a considerably more general definition; but this one will get
us started.
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Fig. 1.4: Deforming a doughnut into a coffee cup.

Why Study Manifolds?

What follows is an incomplete survey of some of the fields of mathematics in which
manifolds play an important role. This is not an overview of what we will be dis-
cussing in this book; to treat all of these topics adequately would take at least a
dozen books of this size. Rather, think of this section as a glimpse at the vista that
awaits you once you’ve learned to handle the basic tools of the trade.

Topology

Roughly speaking, topology is the branch of mathematics that is concerned with
properties of sets that are unchanged by “continuous deformations.” Somewhat more
accurately, a topological property is one that is preserved by homeomorphisms.

The subject in its modern form was invented near the end of the nineteenth cen-
tury by the French mathematician Henri Poincaré, as an outgrowth of his attempts
to classify geometric objects that appear in analysis. In a seminal 1895 paper titled
Analysis Situs (the old name for topology, Latin for “analysis of position”) and a
series of five companion papers published over the next decade, Poincaré laid out
the main problems of topology and introduced an astonishing array of new ideas for
solving them. As you read this book, you will see that his name is written all over
the subject. In the intervening century, topology has taken on the role of providing
the foundations for just about every branch of mathematics that has any use for a
concept of “space.” (An excellent historical account of the first six decades of the
subject can be found in [Die89].)

Here is a simple but telling example of the kind of problem that topological tools
are needed to solve. Consider two surfaces in space: a sphere and a cube. It should
not be hard to convince yourself that the cube can be continuously deformed into
the sphere without tearing or collapsing it. It is not much harder to come up with
an explicit formula for a homeomorphism between them (as we will do in Chapter
2). Similarly, with a little more work, you should be able to see how the surface of
a doughnut can be continuously deformed into the surface of a one-handled coffee
cup, by stretching out one half of the doughnut to become the cup, and shrinking
the other half to become the handle (Fig. 1.4). Once you decide on an explicit set
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Fig. 1.5: Turning a sphere inside out (with a crease).

of equations to define a “coffee-cup surface” in R3, you could in principle come
up with a set of formulas to describe a homeomorphism between it and a torus.
On the other hand, a little reflection will probably convince you that there is no
homeomorphism from a sphere to a torus: any such map would have to tear open a
“hole” in the sphere, and thus could not be continuous.

It is usually relatively straightforward (though not always easy!) to prove that two
manifolds are topologically equivalent once you have convinced yourself intuitively
that they are: just write down an explicit homeomorphism between them. What is
much harder is to prove that two manifolds are not homeomorphic—even when it
seems “obvious” that they are not as in the case of a sphere and a torus—because
you would need to show that no one, no matter how clever, could find such a map.

History abounds with examples of operations that mathematicians long believed
to be impossible, only to be proved wrong. Here is an example from topology. Imag-
ine a spherical surface colored white on the outside and gray on the inside, and imag-
ine that it can move freely in space, including passing freely through itself. Under
these conditions you could turn the sphere inside out by continuously deforming it,
so that the gray side ends up facing out, but it seems obvious that in so doing you
would have to introduce a crease somewhere. (It is possible to give precise math-
ematical definitions of what we mean by “continuously deforming” and “creases,”
but you do not need to know them to get the general idea.) The simplest way to
proceed would be to push the northern hemisphere down and the southern hemi-
sphere up, allowing them to pass through each other, until the two hemispheres had
switched places (Fig. 1.5); but this would introduce a crease along the equator. The
topologist Stephen Smale stunned the mathematical community in 1958 [Sma58]
when he proved it was possible to turn the sphere inside out without introducing
any creases. Several ways to do this are beautifully illustrated in video recordings
[Max77, LMM95, SFL98].

The usual way to prove that two manifolds are not topologically equivalent is by
finding topological invariants: properties (which could be numbers or other mathe-
matical objects such as groups, matrices, polynomials, or vector spaces) that are pre-
served by homeomorphisms. If two manifolds have different invariants, they cannot
be homeomorphic.

It is evident from the examples above that geometric properties such as circum-
ference and area are not topological invariants, because they are not generally pre-
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served by homeomorphisms. Intuitively, the property that distinguishes a sphere
from a torus is the fact that the latter has a “hole,” while the former does not. But it
turns out that giving a precise definition of what is meant by a hole takes rather a lot
of work.

One invariant that is commonly used to detect holes in a manifold is called the
fundamental group of the manifold, which is a group (in the algebraic sense) at-
tached to each manifold in such a way that homeomorphic manifolds have isomor-
phic fundamental groups. Different elements of the fundamental group represent in-
equivalent ways that a “loop,” or continuous closed path, can be drawn in the man-
ifold, with two loops considered equivalent if one can be continuously deformed
into the other while remaining in the manifold. The number of such inequivalent
loops—in some sense, the “size” of the fundamental group—is one measure of the
number of holes possessed by the manifold. A manifold in which every loop can
be continuously shrunk to a single point has the trivial (one-element) group as its
fundamental group; such a manifold is said to be simply connected. For example,
a sphere is simply connected, but a torus is not. We will prove this rigorously in
Chapter 8; but you can probably convince yourself intuitively that this is the case
if you imagine stretching a rubber band around part of each surface and seeing if
it can shrink itself to a point. On the sphere, no matter where you place the rubber
band initially, it can always shrink down to a single point while remaining on the
surface. But on the surface of a doughnut, there are at least two places to place the
rubber band so that it cannot be shrunk to a point without leaving the surface (one
goes around the hole in the middle of the doughnut, and the other goes around the
part that would be solid if it were a real doughnut).

The study of the fundamental group occupies a major portion of this book. It
is the starting point for algebraic topology, which is the subject that studies topo-
logical properties of manifolds (or other geometric objects) by attaching algebraic
structures such as groups and rings to them in a topologically invariant way.

One of the most important problems of topology is the search for a classification
of manifolds up to topological equivalence. Ideally, for each dimensionn, one would
like to produce a list of n-dimensional manifolds, and a theorem that says every
n-dimensional manifold is homeomorphic to exactly one on the list. The theorem
would be even better if it came with a list of computable topological invariants that
could be used to decide where on the list any given manifold belongs. To make the
problem more tractable, it is common to restrict attention to compact manifolds,
which can be thought of as those that are homeomorphic to closed and bounded
subsets of some Euclidean space.

Precisely such a classification theorem is known for 2-manifolds. The first part
of the theorem says that every compact 2-manifold is homeomorphic to one of the
following: a sphere, or a doughnut surface with n � 1 holes, or a connected sum of
n � 1 projective planes. The second part says that no two manifolds on this list are
homeomorphic to each other. We will define these terms and prove the first part of
the theorem in Chapter 6, and in Chapter 10 we will use the technology provided by
the fundamental group to prove the second part.
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For higher-dimensional manifolds, the situation is much more complicated. The
most delicate classification problem is that for compact 3-manifolds. It was already
known to Poincaré that the 3-sphere is simply connected (we will prove this in
Chapter 7), a property that distinguished it from all other examples of compact 3-
manifolds known in his time. In the last of his five companion papers to Analysis
Situs, Poincaré asked if it were possible to find a compact 3-manifold that is simply
connected and yet not homeomorphic to the 3-sphere. Nobody ever found one, and
the conjecture that every simply connected compact 3-manifold is homeomorphic to
the 3-sphere became known as the Poincaré conjecture. For a long time, topologists
thought of this as the simplest first step in a potential classification of 3-manifolds,
but it resisted proof for a century, even as analogous conjectures were made and
proved in higher dimensions (for 5-manifolds and higher by Stephen Smale in 1961
[Sma61], and for 4-manifolds by Michael Freedman in 1982 [Fre82]).

The intractability of the original 3-dimensional Poincaré conjecture led to its
being acknowledged as the most important topological problem of the twentieth
century, and many strategies were introduced for proving it. Surprisingly, the strat-
egy that eventually succeeded involved techniques from differential geometry and
partial differential equations, not just from topology. These techniques require far
more groundwork than we are able to cover in this book, so we are not able to treat
them here. But because of the significance of the Poincaré conjecture in the general
theory of topological manifolds, it is worth saying a little more about its solution.

A major leap forward in our understanding of 3-manifolds occurred in the 1970s,
when William Thurston formulated a much more powerful conjecture, now known
as the Thurston geometrization conjecture. Thurston conjectured that every compact
3-manifold has a “geometric decomposition,” meaning that it can be cut along cer-
tain surfaces into finitely many pieces, each of which admits one of eight highly uni-
form (but mostly non-Euclidean) geometric structures. Since the manifolds with ge-
ometric structures are much better understood, the geometrization conjecture gives
a nearly complete classification of 3-manifolds (but not yet complete, because there
are still open questions about how many manifolds with certain non-Euclidean ge-
ometric structures exist). In particular, since the only compact, simply connected
3-manifold with a geometric decomposition is the 3-sphere, the geometrization con-
jecture implies the Poincaré conjecture.

The most important advance came in the 1980s, when Richard Hamilton intro-
duced a tool called the Ricci flow for proving the existence of geometric decompo-
sitions. This is a partial differential equation that starts with an arbitrary geometric
structure on a manifold and forces it to evolve in a way that tends to make its ge-
ometry increasingly uniform as time progresses, except in certain places where the
curvature grows without bound. Hamilton proposed to use the places where the cur-
vature becomes very large during the flow as a guide to where to cut the manifold,
and then try to prove that the flow approaches one of the eight uniform geometries
on each of the remaining pieces after the cuts are made. Hamilton made significant
progress in implementing his program, but the technical details were formidable,
requiring deep insights from topology, geometry, and partial differential equations.
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In 2003, Russian mathematician Grigori Perelman figured out how to overcome
the remaining technical obstacles in Hamilton’s program, and completed the proof
of the geometrization conjecture and thus the Poincaré conjecture. Thus the greatest
challenge of twentieth century topology has been solved, paving the way for a much
deeper understanding of 3-manifolds. Perelman’s proof of the Poincaré conjecture
is described in detail in the book [MT07].

In dimensions 4 and higher, there is no hope for a complete classification: it was
proved in 1958 by A. A. Markov that there is no algorithm for classifying manifolds
of dimension greater than 3 (see [Sti93]). Nonetheless, there is much that can be said
using sophisticated combinations of techniques from algebraic topology, differen-
tial geometry, partial differential equations, and algebraic geometry, and spectacular
progress was made in the last half of the twentieth century in understanding the va-
riety of manifolds that exist. The topology of 4-manifolds, in particular, is currently
a highly active field of research.

Vector Analysis

One place where you have already seen some examples of manifolds is in elemen-
tary vector analysis: the study of vector fields, line integrals, surface integrals, and
vector operators such as the divergence, gradient, and curl. A line integral is, in
essence, an integral over a 1-manifold, and a surface integral is an integral over a
2-manifold. The tools and theorems of vector analysis lie at the heart of the classical
Maxwell theory of electromagnetism, for example.

Even in elementary treatments of vector analysis, topological properties play a
role. You probably learned that if a vector field is the gradient of a function on some
open domain in R3, then its curl is identically zero. For certain domains, such as
rectangular solids, the converse is true: every vector field whose curl is identically
zero is the gradient of a function. But there are some domains for which this is not
the case. For example, if r D p

x2Cy2 denotes the distance from the z-axis, the
vector field whose component functions are .�y=r 2;x=r2;0/ is defined everywhere
in the domain D consisting of R3 with the z-axis removed, and has zero curl. It
would be the gradient of the polar angle function � D tan �1.y=x/, except that there
is no way to define the angle function continuously on all of D.

The question of whether every curl-free vector field is a gradient can be rephrased
in such a way that it makes sense on a manifold of any dimension, provided the
manifold is sufficiently “smooth” that one can take derivatives. The answer to the
question, surprisingly, turns out to be a purely topological one. If the manifold is
simply connected, the answer is yes, but in general simple connectivity is not nec-
essary. The precise criterion that works for manifolds in all dimensions involves the
concept of homology (or rather, its closely related cousin cohomology), which is an
alternative way of measuring “holes” in a manifold. We give a brief introduction to
homology and cohomology in Chapter 13 of this book; a more thorough treatment
of the relationship between gradients and topology can be found in [Lee02].
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Geometry

The principal objects of study in Euclidean plane geometry, as you encountered
it in secondary school, are figures constructed from portions of lines, circles, and
other curves—in other words, 1-manifolds. Similarly, solid geometry is concerned
with figures made from portions of planes, spheres, and other 2-manifolds. The
properties that are of interest are those that are invariant under rigid motions. These
include simple properties such as lengths, angles, areas, and volumes, as well as
more sophisticated properties derived from them such as curvature. The curvature of
a curve or surface is a quantitative measure of how it bends and in what directions;
for example, a positively curved surface is “bowl-shaped,” whereas a negatively
curved one is “saddle-shaped.”

Geometric theorems involving curves and surfaces range from the trivial to the
very deep. A typical theorem you have undoubtedly seen before is the angle-sum
theorem: the sum of the interior angles of any Euclidean triangle is � radians. This
seemingly trivial result has profound generalizations to the study of curved surfaces,
where angles may add up to more or less than � depending on the curvature of the
surface. The high point of surface theory is the Gauss–Bonnet theorem: for a closed,
bounded surface in R3, this theorem expresses the relationship between the total
curvature (i.e., the integral of curvature with respect to area) and the number of holes
the surface has. If the surface is topologically equivalent to an n-holed doughnut
surface, the theorem says that the total curvature is exactly equal to 4� � 4�n. In
the case nD 1 this implies that no matter how a one-holed doughnut surface is bent
or stretched, the regions of positive and negative curvature will always precisely
cancel each other out so that the total curvature is zero.

The introduction of manifolds has allowed the study of geometry to be carried
into higher dimensions. The appropriate setting for studying geometric properties
in arbitrary dimensions is that of Riemannian manifolds, which are manifolds on
which there is a rule for measuring distances and angles, subject to certain natu-
ral restrictions to ensure that these quantities behave analogously to their Euclidean
counterparts. The properties of interest are those that are invariant under isome-
tries, or distance-preserving homeomorphisms. For example, one can study the re-
lationship between the curvature of an n-dimensional Riemannian manifold (a local
property) and its global topological type. A typical theorem is that a complete Rie-
mannian n-manifold whose curvature is everywhere larger than some fixed positive
number must be compact and have a finite fundamental group (not too many holes).
The search for such relationships is one of the principal activities in Riemannian
geometry, a thriving field of contemporary research. See Chapter 1 of [Lee97] for
an informal introduction to the subject.
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Algebra

One of the most important objects studied in abstract algebra is the general linear
group GL.n;R/, which is the group of n�n invertible real matrices, with matrix
multiplication as the group operation. As a set, it can be identified with a subset of
n2-dimensional Euclidean space, simply by stringing all the matrix entries out in a
row. Since a matrix is invertible if and only if its determinant is nonzero, GL.n;R/
is an open subset of Rn2

, and is therefore an n2-dimensional manifold. Similarly,
the complex general linear group GL.n;C/ is the group of n�n invertible complex
matrices; it is a 2n2-manifold, because we can identify Cn2

with R2n
2
.

A Lie group is a group (in the algebraic sense) that is also a manifold, together
with some technical conditions to ensure that the group structure and the manifold
structure are compatible with each other. They play central roles in differential ge-
ometry, representation theory, and mathematical physics, among many other fields.
The most important Lie groups are subgroups of the real and complex general lin-
ear groups. Some commonly encountered examples are the special linear group
SL.n;R/ � GL.n;R/, consisting of matrices with determinant 1; the orthogonal
group O.n/ � GL.n;R/, consisting of matrices whose columns are orthonormal;
the special orthogonal group SO.n/ D O.n/\ SL.n;R/; and their complex ana-
logues, the complex special linear group SL.n;C/ � GL.n;C/, the unitary group
U.n/� GL.n;C/, and the special unitary group SU.n/D U.n/\SL.n;C/.

It is important to understand the topological structure of a Lie group and how its
topological structure relates to its algebraic structure. For example, it can be shown
that SO.2/ is topologically equivalent to a circle, SU.2/ is topologically equivalent
to the 3-sphere, and any connected abelian Lie group is topologically equivalent to a
Cartesian product of circles and lines. Lie groups provide a rich source of examples
of manifolds in all dimensions.

Complex Analysis

Complex analysis is the study of holomorphic (i.e., complex analytic) functions. If
f is any complex-valued function of a complex variable, its graph is a subset of
C2 D C � C, namely f.z;w/ W w D f .z/g. More generally, the graph of a holo-
morphic function of n complex variables is a subset of C n� C D CnC1. Because
the set C of complex numbers is naturally identified with R2, and therefore the n-
dimensional complex Euclidean space Cn can be identified with R2n, we can con-
sider graphs of holomorphic functions as manifolds, just as we do for real-valued
functions.

Some holomorphic functions are naturally “multiple-valued.” A typical example
is the complex square root. Except for zero, every complex number has two distinct
square roots. But unlike the case of positive real numbers, where we can always
unambiguously choose the positive square root to denote by the symbol

p
x, it is
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u

x

u2 D x

Fig. 1.6: Graph of the two branches of the real square root.

not possible to define a global continuous square root function on the complex plane.
To see why, write z in polar coordinates as z D re i� D r.cos�C i sin�/. Then the
two square roots of z can be written

p
r ei�=2 and

p
r ei.�=2C�/. As � increases from

0 to 2� , the first square root goes from the positive real axis through the upper half-
plane to the negative real axis, while the second goes from the negative real axis
through the lower half-plane to the positive real axis. Thus whichever continuous
square root function we start with on the positive real axis, we are forced to choose
the other after having made one circuit around the origin.

Even though a “two-valued function” is properly considered as a relation and
not really a function at all, we can make sense of the graph of such a relation in
an unambiguous way. To warm up with a simpler example, consider the two-valued
square root “function” on the nonnegative real axis. Its graph is defined to be the
set of pairs .x;u/ 2 R � R such that u D ˙p

x, or equivalently u2 D x. This is a
parabola opening in the positive x direction (Fig. 1.6), which we can think of as the
two “branches” of the square root.

Similarly, the graph of the two-valued complex square root “function” is the set
of pairs .z;w/ 2 C2 such that w2 D z. Over each small disk U � C that does not
contain 0, this graph has two branches or “sheets,” corresponding to the two possible
continuous choices of square root function on U (Fig. 1.7). If you start on one sheet
above the positive real axis and pass once around the origin in the counterclockwise
direction, you end up on the other sheet. Going around once more brings you back
to the first sheet.

It turns out that this graph in C2 is a 2-dimensional manifold, of a special type
called a Riemann surface: this is essentially a 2-manifold on which there is some
way to define holomorphic functions. Riemann surfaces are of great importance in
complex analysis, because any holomorphic function gives rise to a Riemann surface
by a procedure analogous to the one we sketched above. The surface we constructed
turns out to be topologically equivalent to a plane, but more complicated functions
can give rise to more complicated surfaces. For example, the two-valued “function”
f .z/ D ˙p

z3� z yields a Riemann surface that is homeomorphic to a plane with
one “handle” attached.
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Fig. 1.7: Two branches of the complex square root.

One of the fundamental tasks of complex analysis is to understand the topological
type (number of “holes” or “handles”) of the Riemann surface of a given function,
and how it relates to the analytic properties of the function.

Algebraic Geometry

Algebraic geometers study the geometric and topological properties of solution sets
to systems of polynomial equations. Many of the basic questions of algebraic geom-
etry can be posed very naturally in the elementary context of plane curves defined by
polynomial equations. For example: How many intersection points can one expect
between two plane curves defined by polynomials of degrees k and l? (Not more
than kl , but sometimes fewer.) How many disconnected “pieces” does the solution
set to a particular polynomial equation have (Fig. 1.8)? Does a plane curve have any
self-crossings (Fig. 1.9) or “cusps” (points where the tangent vector does not vary
continuously—Fig. 1.10)?

But the real power of algebraic geometry becomes evident only when one focuses
on polynomials with coefficients in an algebraically closed field (one in which ev-
ery polynomial decomposes into a product of linear factors), because polynomial
equations always have the expected number of solutions (counted with multiplicity)
in that case. The most extensively studied case is the complex field; in this context
the solution set to a system of complex polynomials in n variables is a certain ge-
ometric object in Cn called an algebraic variety, which (except for a small subset
where there might be self-crossings or more complicated kinds of behavior) is a
manifold. The subject becomes even more interesting if one enlarges C n by adding
“ideal points at infinity” where parallel lines or asymptotic curves can be thought of
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Fig. 1.8: A plane curve with disconnected pieces.

Fig. 1.9: A self-crossing. Fig. 1.10: A cusp.

as meeting; the resulting set is called complex projective space, and is an extremely
important manifold in its own right.

The properties of interest are those that are invariant under projective transfor-
mations (the natural changes of coordinates on projective space). One can ask such
questions as these: Is a given variety a manifold, or does it have singular points
(points where it fails to be a manifold)? If it is a manifold, what is its topological
type? If it is not a manifold, what is the topological structure of its singular set,
and how does that set change when one varies the coefficients of the polynomials
slightly? If two varieties are homeomorphic, are they equivalent under a projective
transformation? How many times and in what way do two or more varieties inter-
sect?

Algebraic geometry has contributed a prodigious supply of examples of man-
ifolds. In particular, much of the recent progress in understanding 4-dimensional
manifolds has been driven by the wealth of examples that arise as algebraic vari-
eties.
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Computer Graphics

The job of a computer graphics program is to generate realistic images of 3-
dimensional objects, for such applications as movies, simulators, industrial design,
and computer games. The surfaces of the objects being modeled are usually repre-
sented as 2-dimensional manifolds.

A surface for which a simple equation is known—a sphere, for example—is easy
to model on a computer. But there is no single equation that describes the surface of
an airplane or a dinosaur. Thus computer graphics designers typically create models
of surfaces by specifying multiple coordinate patches, each of which represents a
small region homeomorphic to a subset of R2. Such regions can be described by
simple polynomial functions, called splines, and the program can ensure that the
various splines fit together to create an appropriate global surface. Analyzing the
tangent plane at each point of a surface is important for understanding how light
reflects and scatters from the surface; and analyzing the curvature is important to
ensure that adjacent splines fit together smoothly without visible “seams.” If it is
necessary to create a model of an already existing surface rather than one being de-
signed from scratch, then it is necessary for the program to find an efficient way to
subdivide the surface into small pieces, usually triangles, which can then be repre-
sented by splines.

Computer graphics programmers, designers, and researchers make use of many
of the tools of manifold theory: coordinate charts, parametrizations, triangulations,
and curvature, to name just a few.

Classical Mechanics

Classical mechanics is the study of systems that obey Newton’s laws of motion. The
positions of all the objects in the system at any given time can be described by a
set of numbers, or coordinates; typically, these are not independent of each other
but instead must satisfy some relations. The relations can usually be interpreted as
defining a manifold in some Euclidean space.

For example, consider a rigid body moving through space under the influence of
gravity. If we choose three noncollinear pointsP ,Q, andR on the body (Fig. 1.11),
the position of the body is completely specified once we know the coordinates of
these three points, which correspond to a point in R9. However, the positions of the
three points cannot all be specified arbitrarily: because the body is rigid, they are
subject to the constraint that the distances between pairs of points are fixed. Thus,
to position the body in space, we can arbitrarily specify the coordinates of P (three
parameters), and then we can specify the position of Q by giving, say, its latitude
and longitude on the sphere of radius dPQ, the fixed distance between P and Q
(two more parameters). Finally, having determined the position of the two points P
and Q, the only remaining freedom is to rotate R around the line PQ; so we can
specify the position of R by giving the angle � that the plane PQR makes with
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Fig. 1.11: A rigid body in space.

some reference plane (one more parameter). Thus the set of possible positions of
the body is a certain 6-dimensional manifoldM � R9.

Newton’s second law of motion expresses the acceleration of the object—that
is, the second derivatives of the coordinates of P , Q, R—in terms of the force of
gravity, which is a certain function of the object’s position. This can be interpreted as
a system of second-order ordinary differential equations for the position coordinates,
whose solutions are all the possible paths the rigid body can take on the manifold
M .

The study of classical mechanics can thus be interpreted as the study of ordinary
differential equations on manifolds, a subject known as smooth dynamical systems.
A wealth of interesting questions arise in this subject: How do solutions behave over
the long term? Are there any equilibrium points or periodic trajectories? If so, are
they stable; that is, do nearby trajectories stay nearby? A good understanding of
manifolds is necessary to fully answer these questions.

General Relativity

Manifolds play a decisive role in Einstein’s general theory of relativity, which de-
scribes the interactions among matter, energy, and gravitational forces. The central
assertion of the theory is that spacetime (the collection of all points in space at all
times in the history of the universe) can be modeled by a 4-dimensional manifold
that carries a certain kind of geometric structure called a Lorentz metric; and this
metric satisfies a system of partial differential equations called the Einstein field
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equations. Gravitational effects are then interpreted as manifestations of the curva-
ture of the Lorentz metric.

In order to describe the global structure of the universe, its history, and its pos-
sible futures, it is important to understand first of all which 4-manifolds can carry
Lorentz metrics, and for each such manifold how the topology of the manifold in-
fluences the properties of the metric. There are especially interesting relationships
between the local geometry of spacetime (as reflected in the local distribution of
matter and energy) and the global topological structure of the universe; these rela-
tionships are similar to those described above for Riemannian manifolds, but are
more complicated because of the introduction of forces and motion into the picture.
In particular, if we assume that on a cosmic scale the universe looks approximately
the same at all points and in all directions (such a spacetime is said to be homo-
geneous and isotropic), then it turns out there is a critical value for the average
density of matter and energy in the universe: above this density, the universe closes
up on itself spatially and will collapse to a one-point singularity in a finite amount of
time (the “big crunch”); below it, the universe extends infinitely far in all directions
and will expand forever. Interestingly, physicists’ best current estimates place the
average density rather near the critical value, and they have so far been unable to
determine whether it is above or below it, so they do not know whether the universe
will go on existing forever or not.

String Theory

One of the most fundamental and perplexing challenges for modern physics is to
resolve the incompatibilities between quantum theory and general relativity. An ap-
proach that some physicists consider very promising is called string theory, in which
manifolds appear in several different starring roles.

One of the central tenets of string theory is that elementary particles should be
modeled as vibrating submicroscopic 1-dimensional objects, called “strings,” in-
stead of points. This approach promises to resolve many of the contradictions that
plagued previous attempts to unify gravity with the other forces of nature. But in
order to obtain a consistent string theory, it seems to be necessary to assume that
spacetime has more than four dimensions. We experience only four of them di-
rectly, because the dimensions beyond four are so tightly “curled up” that they are
not visible on a macroscopic scale, much as a long but microscopically narrow 2-
dimensional cylinder would appear to be 1-dimensional when viewed on a large
enough scale. The topological properties of the manifold that appears as the “cross-
section” of the curled-up dimensions have such a profound effect on the observable
dynamics of the resulting theory that it is possible to rule out most cross-sections a
priori.

Several different kinds of string theory have been constructed, but all of them
give consistent results only if the cross-section is a certain kind of 6-dimensional
manifold known as a Calabi–Yau manifold. More recently, evidence has been un-
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covered that all of these string theories are different limiting cases of a single un-
derlying theory, dubbed M-theory, in which the cross-section is a 7-manifold. These
developments in physics have stimulated profound advancements in the mathemat-
ical understanding of manifolds of dimensions 6 and 7, and Calabi–Yau manifolds
in particular.

Another role that manifolds play in string theory is in describing the history
of an elementary particle. As a string moves through spacetime, it traces out a 2-
dimensional manifold called its world sheet. Physical phenomena arise from the
interactions among these different topological and geometric structures: the world
sheet, the 6- or 7-dimensional cross-section, and the macroscopic 4-dimensional
spacetime that we see.

It is still too early to predict whether string theory will turn out to be a useful
description of the physical world. But it has already established a lasting place for
itself in mathematics.

Manifolds are used in many more areas of mathematics than the ones listed here,
but this brief survey should be enough to show you that manifolds have a rich as-
sortment of applications. It is time to get to work.





Chapter 2

Topological Spaces

In this chapter we begin our study in earnest. The first order of business is to build
up enough machinery to give a proper definition of manifolds. The chief problem
with the provisional definition given in Chapter 1 is that it depends on having an
“ambient Euclidean space” in which our n-manifold lives. This introduces a great
deal of extraneous structure that is irrelevant to our purposes. Instead, we would like
to view a manifold as a mathematical object in its own right, not as a subset of some
larger space. The key concept that makes this possible is that of a topological space,
which is the main topic of this chapter.

We begin by defining topological spaces, motivated by the open subset criterion
for continuity in metric spaces. After the definition we introduce some of the im-
portant elementary notions associated with topological spaces such as closures, in-
teriors, exteriors, convergence, continuity, and homeomorphisms, and then explore
how to construct topologies from bases. At the end of the chapter we give the official
definition of a manifold as a topological space with special properties.

Before you delve into this chapter, it would be a good idea to read quickly through
the first two appendices to this book if you have not already done so. Much of the
background material that is prerequisite for reading the first six chapters of this book
is collected there.

Topologies

One of the most useful tools in analysis is the concept of a metric space. (See Ap-
pendix B for a brief review of metric space theory.) The most important examples,
of course, are (subsets of) Euclidean spaces with the Euclidean metric, but many
others, such as function spaces, arise frequently in analysis.

Our goal in this book is to study manifolds and those of their properties that are
preserved by homeomorphisms (continuous maps with continuous inverses). To ac-
complish this, we could choose to view our manifolds as metric spaces. However,
a metric still contains extraneous information. A homeomorphism between metric
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spaces need not preserve distances (just think of the obvious homeomorphism be-
tween two spheres of different radii). So we will push the process of abstraction a
step further, and come up with a kind of “space” without distances in which contin-
uous functions still make sense.

The key idea behind the definition of this new kind of space is the open subset
criterion for continuity (Theorem B.16, which you should review now). It shows
that continuous functions between metric spaces can be detected knowing only the
open subsets of both spaces. Motivated by this observation, we make the following
definition. If X is a set, a topology on X is a collection T of subsets ofX satisfying
the following properties:

(i) X and ¿ are elements of T .
(ii) T is closed under finite intersections: if U1; : : : ;Un are elements of T , then

their intersection U1\ � � �\Un is an element of T .
(iii) T is closed under arbitrary unions: if .U˛/˛2A is any (finite or infinite) family

of elements of T , then their union
S
˛2AU˛ is an element of T .

A pair .X;T / consisting of a set X together with a topology T on X is called a
topological space. Since we rarely have occasion to discuss any other type of space
in this book, we sometimes follow the common practice of calling a topological
space simply a space. As is typical in mathematics when discussing a set endowed
with a particular kind of structure, if a particular choice of topology is understood
from the context, we usually omit it from the notation and simply say “X is a topo-
logical space” or “X is a space.” Once X is endowed with a specific topology, the
elements of X are usually called its points, and the sets that make up the topology
are called the open subsets of X , or just open sets if both X and its topology are
understood. With this terminology, the three defining properties of a topology can
be rephrased as follows:

� X and ¿ are open subsets of X .
� Any intersection of finitely many open subsets of X is an open subset of X .
� Any union of arbitrarily many open subsets of X is an open subset of X .

In this form, you will recognize these as the properties of open subsets of a metric
space enumerated in Proposition B.5.

Aside from the simplicity of the open subset criterion for continuity, the other
reason for choosing open subsets as the primary objects in the definition of a topo-
logical space is that they give us a qualitative way to detect “nearness” to a point
without necessarily having a quantitative measure of nearness as we would in a met-
ric space. IfX is a topological space and p 2X , a neighborhood of p is just an open
subset of X containing p. More generally, if K � X , a neighborhood of the sub-
set K is an open subset containingK . (In some books, the word “neighborhood” is
used in the more general sense of a subset containing an open subset containingp or
K; but for us neighborhoods are always open subsets.) We think of something being
true “near p” if it is true in some (or every, depending on the context) neighborhood
of p.

Here are some simple examples of topological spaces.
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(a) Discrete topology (b) Trivial topology (c) ff1g;f1;2g;f1;2;3g;¿g

11 1

22 2 333

Fig. 2.1: Topologies on f1;2;3g.

Example 2.1 (Simple Topologies).

(a) Let X be any set whatsoever, and let T D P .X/ (the power set of X , which is
the set of all subsets ofX ), so every subset ofX is open. (See Fig. 2.1(a).) This
is called the discrete topology on X , and .X;T / is called a discrete space.

(b) Let Y be any set, and let T D fY;¿g (Fig. 2.1(b)). This is called the trivial
topology on Y .

(c) LetZ be the set f1;2;3g, and declare the open subsets to be f1g, f1;2g, f1;2;3g,
and the empty set (Fig. 2.1(c)). //

I Exercise 2.2. Verify that each of the preceding examples is in fact a topology.

Example 2.3 (The Metric Topology). Let .M;d/ be any metric space, and let T be
the collection of all subsets of M that are open in the metric space sense. It follows
from Proposition B.5 that this is a topology, called the metric topology on M , or
the topology generated by d . //

Metric spaces provide a rich source of examples of topological spaces. In fact, a
large percentage of the topological spaces we need to consider are actually subsets
of Euclidean spaces; since every such subset is a metric space in its own right (with
the restriction of the Euclidean metric), it automatically inherits a metric topology.
We call this the Euclidean topology, and unless we specify otherwise, subsets of
Rn are always considered as topological spaces with this topology. Thus our intu-
ition regarding topological spaces relies heavily on our understanding of subsets of
Euclidean space.

Here are some standard subsets of Euclidean spaces that we will use throughout
the book. Unless otherwise specified, each of these is considered as a topological
space with the Euclidean (metric) topology.

� The unit interval is the subset I � R defined by

I D Œ0;1�D fx 2 R W 0� x � 1g:
� For any nonnegative integer n, the (open) unit ball of dimension n is the subset

Bn � Rn consisting of all vectors of length strictly less than 1:
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Bn D fx 2 Rn W jxj< 1g :
In the case nD 2, we sometimes call B2 the (open) unit disk.

� The closed unit ball of dimension n is the subset xBn � Rn consisting of vectors
of length at most 1:

xBn D fx 2 Rn W jxj � 1g :
We sometimes call xB2 the closed unit disk.

� The (unit) circle is the subset S1 � R2 consisting of unit vectors in the plane:

S1 D ˚
x 2 R2 W jxj D 1

�
:

It is often useful to identify the plane R2 with the set C of complex numbers
by the correspondence .x;y/ $ xC iy, and think of the circle as the set of
complex numbers with unit modulus:

S1 D fz 2 C W jzj D 1g:
We will use whichever representation is most convenient for the problem at
hand.

� The (unit) n-sphere is the subset Sn � RnC1 consisting of unit vectors in
RnC1:

Sn D ˚
x 2 RnC1 W jxj D 1

�
:

Even though most of the topological spaces we consider are (subsets of) metric
spaces with their metric topologies, it is important to recognize that not every topol-
ogy can be defined by a metric. A topological space X is said to be metrizable if its
topology happens to be the metric topology generated by some metric on X . Some
spaces that are not metrizable are described in Example 2.36 and Problem 3-9.

If X is metrizable, the metric that generates its topology is not uniquely deter-
mined, because many different metrics can give rise to the same topology (meaning
that the same sets are open with respect to both metrics). The next exercise describes
a necessary and sufficient criterion for two metrics to generate the same topology,
and some examples of such pairs of metrics.

I Exercise 2.4.

(a) Suppose M is a set and d;d0 are two different metrics on M . Prove that d and d0

generate the same topology on M if and only if the following condition is satisfied:
for every x 2M and every r > 0, there exist positive numbers r1 and r2 such that
B

.d 0/
r1

.x/�B.d/
r .x/ and B.d/

r2
.x/�B

.d 0/
r .x/.

(b) Let .M;d/ be a metric space, let c be a positive real number, and define a new metric
d 0 onM by d 0.x;y/D c �d.x;y/. Prove that d and d 0 generate the same topology
onM .

(c) Define a metric d0 on Rn by d 0.x;y/D maxfjx1 �y1j; : : :; jxn �ynjg. Show that
the Euclidean metric and d0 generate the same topology on Rn. [Hint: see Exercise
B.1.]

(d) LetX be any set, and let d be the discrete metric on X (see Example B.3(c)). Show
that d generates the discrete topology.
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(e) Show that the discrete metric and the Euclidean metric generate the same topology on
the set Z of integers.

Another important class of examples of topological spaces is obtained by taking
open subsets of other spaces. If X is a topological space and Y is any open subset
of X , then we can define a topology on Y just by declaring the open subsets of Y
to be those open subsets of X that are contained in Y . The next exercise shows that
this actually defines a topology on Y . (In the next chapter, we will see how to put a
topology on any subset of a topological space.)

I Exercise 2.5. Suppose X is a topological space and Y is an open subset of X . Show
that the collection of all open subsets of X that are contained in Y is a topology on Y .

I Exercise 2.6. Let X be a set, and suppose fT˛g˛2A is a collection of topologies on
X . Show that the intersection T DT

˛2A T˛ is a topology onX . (The open subsets in this
topology are exactly those subsets of X that are open in each of the topologies T̨ .)

Closed Subsets

Because of the importance of neighborhoods in understanding “nearness” and conti-
nuity in a topological space, the definition of a topological space takes open subsets
as the primary objects. But there is a complementary notion that is almost as impor-
tant.

IfX is a topological space, a subset F �X is said to be a closed subset of X if its
complement X XF is an open subset. If X and its topology are understood, closed
subsets of X are often just called closed sets. From the definition of topological
spaces, several properties follow immediately:

� X and ¿ are closed subsets of X .
� Any union of finitely many closed subsets of X is a closed subset of X .
� Any intersection of arbitrarily many closed subsets of X is a closed subset of
X .

A topology on a set X can be defined by describing the collection of closed subsets,
as long as they satisfy these three properties; the open subsets are then just those
sets whose complements are closed.

Here are some examples of closed subsets of familiar topological spaces.

Example 2.7 (Closed Subsets).

(a) Any closed interval Œa;b� � R is a closed subset of R, as are the half-infinite
closed intervals Œa;1/ and .�1;b�.

(b) Every closed ball in a metric space is a closed subset (Exercise B.8(a)).
(c) Every subset of a discrete space is closed.
(d) In the three-point space f1;2;3g with the topology of Example 2.1(c), the

closed subsets are ¿, f3g, f2;3g, and f1;2;3g. //
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It is important to be aware that just as in metric spaces, “closed” is not synony-
mous with “not open”—subsets can be both open and closed, or neither open nor
closed. For example, in any topological space X , the sets X and ¿ are both open
and closed subsets of X . On the other hand, the half-open interval Œ0;1/ is neither
open nor closed in R.

Suppose X is a topological space and A is any subset of X . We define several
related subsets as follows. The closure of A in X , denoted by xA, is the set

xAD
\

fB �X W B 	 A and B is closed in Xg:

The interior of A, denoted by IntA, is

IntAD
[

fC � X W C � A and C is open in Xg:

It follows immediately from the properties of open and closed subsets that xA is
closed and IntA is open. To put it succinctly, xA is “the smallest closed subset con-
taining A,” and IntA is “the largest open subset contained in A.”

We also define the exterior of A, denoted by ExtA, as

ExtADX X xA;
and the boundary of A, denoted by @A, as

@ADX X .IntA[ ExtA/:

It follows from the definitions that for any subset A � X , the whole space X is
equal to the disjoint union of IntA, ExtA, and @A. The set A always contains all of
its interior points and none of its exterior points, and may contain all, some, or none
of its boundary points.

For many purposes, it is useful to have alternative characterizations of open and
closed subsets, and of the interior, exterior, closure, and boundary of a given subset.
The following proposition gives such characterizations. Some of these are probably
familiar to you from your study of Euclidean and metric spaces. See Fig. 2.2 for
illustrations of some of these characterizations.

Proposition 2.8. Let X be a topological space and let A�X be any subset.

(a) A point is in IntA if and only if it has a neighborhood contained in A.
(b) A point is in ExtA if and only if it has a neighborhood contained in X XA.
(c) A point is in @A if and only if every neighborhood of it contains both a point of

A and a point of X XA.
(d) A point is in xA if and only if every neighborhood of it contains a point of A.
(e) xADA[@AD IntA[@A.
(f ) IntA and ExtA are open in X , while xA and @A are closed in X .
(g) The following are equivalent:

� A is open in X .
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ExtA
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Fig. 2.2: Interior, exterior, and boundary points.

� AD IntA.
� A contains none of its boundary points.
� Every point of A has a neighborhood contained in A.

(h) The following are equivalent:

� A is closed in X .
� AD xA.
� A contains all of its boundary points.
� Every point of X XA has a neighborhood contained in X XA.

I Exercise 2.9. Prove Proposition 2.8.

Given a topological space X and a set A � X , we say that a point p 2 X is a
limit point of A if every neighborhood of p contains a point of A other than p
(which itself might or might not be in A). Limit points are also sometimes called
accumulation points or cluster points. A point p 2 A is called an isolated point of
A if p has a neighborhood U in X such that U \AD fpg. Thus every point of A
is either a limit point or an isolated point, but not both. For example, if X D R and
AD .0;1/, then every point in Œ0;1� is a limit point ofA. If we let B D f1=ng1

nD1 �
R, then 0 is the only limit point of B , and every point of B is isolated.

I Exercise 2.10. Show that a subset of a topological space is closed if and only if it
contains all of its limit points.

A subset A of a topological space X is said to be dense in X if xADX .

I Exercise 2.11. Show that a subset A�X is dense if and only if every nonempty open
subset ofX contains a point of A.
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Convergence and Continuity

The primary reason topological spaces were invented was that they provide the most
general setting for studying the notions of convergence and continuity. For this rea-
son, it is appropriate to introduce these concepts next. We begin with convergence.

The definition of what it means for a sequence of points in a metric space to
converge to a point p (see Appendix B) is really just a fancy way of saying that as
we go far enough out in the sequence, the points of the sequence become “arbitrarily
close” to p.

In topological spaces, we use neighborhoods to encode the notion of “arbitrarily
close.” Thus, if X is a topological space, .xi /1iD1 is a sequence of points in X , and
x 2X , we say that the sequence converges to x, and x is the limit of the sequence,
if for every neighborhoodU of x there existsN 2 N such that x i 2U for all i �N .
Symbolically, this is denoted by either xi ! x or limi!1 xi D x.

I Exercise 2.12. Show that in a metric space, this topological definition of convergence
is equivalent to the metric space definition.

I Exercise 2.13. Let X be a discrete topological space. Show that the only convergent
sequences in X are the ones that are eventually constant, that is, sequences .xi/ such that
xi D x for all but finitely many i .

I Exercise 2.14. Suppose X is a topological space, A is a subset of X , and .xi/ is a
sequence of points inA that converges to a point x 2X . Show that x 2 xA.

Next we address the most important topological concept of all: continuity. If X
and Y are topological spaces, a map f W X ! Y is said to be continuous if for every
open subset U � Y , its preimage f �1.U / is open in X .

The open subset criterion for continuity in metric spaces (Theorem B.16) says
precisely that a map between metric spaces is continuous in this sense if and only
if it is continuous in the usual "–ı sense. Therefore, all of the maps that you know
from analysis to be continuous are also continuous as maps of topological spaces.
Examples include polynomial functions from R to R, linear maps from Rn to Rk ,
and, more generally, every map from a subset of Rn to Rk whose component func-
tions are continuous in the ordinary sense, such as polynomial, exponential, rational,
logarithmic, absolute value, and trigonometric functions (where they are defined),
and functions built up from these by composition.

Continuity can be detected by closed subsets as well as open ones.

Proposition 2.15. A map between topological spaces is continuous if and only if the
preimage of every closed subset is closed.

I Exercise 2.16. Prove Proposition 2.15.

The next proposition gives some elementary but important properties of contin-
uous maps. The ease with which properties like this can be proved is one of the
virtues of defining continuity in terms of open subsets.
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Fig. 2.3: Local criterion for continuity.

Proposition 2.17. Let X , Y , andZ be topological spaces.

(a) Every constant map f W X ! Y is continuous.
(b) The identity map IdX W X !X is continuous.
(c) If f W X ! Y is continuous, so is the restriction of f to any open subset of X .
(d) If f W X ! Y and g W Y !Z are both continuous, then so is their composition

g ıf W X !Z.

Proof. We prove (d) and leave the other parts as exercises. Suppose U is an open
subset of Z; we have to show that .g ı f /�1.U / is an open subset of X . By ele-
mentary set-theoretic considerations, .g ıf /�1.U /D f �1.g�1.U //. Applying the
definition of continuity to g, we see that g�1.U / is an open subset of Y ; and then
doing the same for f shows that f �1.g�1.U // is an open subset of X . ut

I Exercise 2.18. Prove parts (a)–(c) of Proposition 2.17.

In metric spaces, one usually first defines what it means for a map to be continu-
ous at a point (see Appendix B), and then a continuous map is one that is continuous
at every point. In topological spaces, continuity at a point is not such a useful con-
cept. However, it is an important fact that continuity is a “local” property, in the
sense that a map is continuous if and only if it is continuous in a neighborhood of
every point. The precise statement is given in the following important proposition.

Proposition 2.19 (Local Criterion for Continuity). A map f W X ! Y between
topological spaces is continuous if and only if each point of X has a neighborhood
on which (the restriction of ) f is continuous.

Proof. If f is continuous, we may simply take each neighborhood to be X itself.
Conversely, suppose f is continuous in a neighborhood of each point, and letU � Y

be any open subset; we have to show that f �1.U / is open. Any point x 2 f �1.U /
has a neighborhood Vx on which f is continuous (Fig. 2.3). Continuity of f jVx

implies, in particular, that
�
f jVx

��1
.U / is an open subset of Vx , and is therefore

also an open subset of X . Unwinding the definitions, we see that�
f jVx

��1
.U /D fx 2 Vx W f .x/ 2 U g D f �1.U /\Vx;
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so .f jVx
/�1.U / is a neighborhood of x contained in f �1.U /. By Proposition

2.8(g), this implies that f �1.U / is an open subset of X . ut
If X and Y are topological spaces, a homeomorphism from X to Y is a bi-

jective map ' W X ! Y such that both ' and '�1 are continuous. If there exists a
homeomorphism between X and Y , we say that X and Y are homeomorphic or
topologically equivalent. Sometimes this is abbreviatedX 
 Y .

I Exercise 2.20. Show that “homeomorphic” is an equivalence relation on the class of
all topological spaces.

The homeomorphism relation is the most fundamental relation in topology. In
fact, as we mentioned in Chapter 1, topological properties are exactly those that are
preserved by homeomorphisms. The next exercise shows, roughly speaking, that the
topology is precisely the information preserved by homeomorphisms, and justifies
the choice of topological spaces as the right setting for studying properties preserved
by homeomorphisms. What this means in practice is that any property that can be
defined purely in terms of open subsets will automatically be a topological property.

I Exercise 2.21. Let .X1;T1/ and .X2;T2/ be topological spaces and letf W X1 !X2

be a bijective map. Show thatf is a homeomorphism if and only iff.T1/D T2 in the sense
that U 2 T1 if and only if f.U/ 2 T2.

I Exercise 2.22. Suppose f W X ! Y is a homeomorphism and U � X is an open
subset. Show that f.U/ is open in Y and the restriction f jU is a homeomorphism from
U to f.U/.

It is also sometimes useful to compare different topologies on the same set. Given
two topologies T1 and T2 on a set X , we say that T1 is finer than T2 if T1 	 T2, and
coarser than T2 if T1 � T2. The terminology is meant to suggest the picture of a
subset that is open in a coarser topology being further subdivided into smaller open
subsets in a finer topology.

I Exercise 2.23. Let T1 and T2 be topologies on the same set X . Show that the identity
map of X is continuous as a map from .X;T1/ to .X;T2/ if and only if T1 is finer than
T2, and is a homeomorphism if and only if T1 D T2.

Here are a few explicit examples of homeomorphisms that you should keep in
mind.

Example 2.24. Any open ball in Rn is homeomorphic to any other open ball; the
homeomorphism can easily be constructed as a composition of translations x 7!
xC x0 and dilations x 7! cx. Similarly, all spheres in Rn are homeomorphic to
each other. These examples illustrate that “size” is not a topological property. //

Example 2.25. Let Bn � Rn be the unit ball, and define a map F W Bn ! Rn by

F.x/D x

1� jxj :
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Fig. 2.4: Deforming a cube into a sphere.

Direct computation shows that the map G W Rn ! Bn defined by

G.y/D y

1Cjyj
is an inverse for F . Thus F is bijective, and since F and F �1 DG are both contin-
uous, F is a homeomorphism. It follows that Rn is homeomorphic to Bn, and thus
“boundedness” is not a topological property. //

Example 2.26. Another illustrative example is the homeomorphism between the
surface of a sphere and the surface of a cube alluded to in Chapter 1. Let S 2 be
the unit sphere in R3, and set C D ˚

.x;y;z/ W maxfjxj; jyj; jzjg D 1
�
, which is the

cubical surface of side 2 centered at the origin. Let ' W C ! S 2 be the map that
projects each point of C radially inward to the sphere (Fig. 2.4). More precisely,
given a point p 2 C , '.p/ is the unit vector in the direction of p. Thus ' is given
by the formula

'.x;y;z/ D .x;y;z/p
x2Cy2C z2

;

which is continuous on C by the usual arguments of elementary analysis (notice
that the denominator is always nonzero on C ). The next exercise shows that ' is
a homeomorphism. This example demonstrates that “corners” are not topological
properties. //

I Exercise 2.27. Show that the map ' W C ! S2 is a homeomorphism by showing that
its inverse can be written

'�1.x;y;z/D .x;y;z/

maxfjxj; jyj; jzjg :

In the definition of a homeomorphism, it is important to note that although the
assumption that ' is bijective guarantees that the inverse map '�1 exists for set-
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a

Fig. 2.5: A map that is continuous and bijective but not a homeomorphism.

theoretic reasons, continuity of '�1 is not automatic. The next exercise gives an
example of a continuous bijection whose inverse is not continuous.

I Exercise 2.28. LetX be the half-open interval Œ0;1/� R, and let S1 be the unit circle
in C (both with their Euclidean metric topologies, as usual). Define a map a W X ! S1 by
a.s/D e2�is D cos2�sC i sin2�s (Fig. 2.5). Show that a is continuous and bijective
but not a homeomorphism.

A map f W X ! Y (continuous or not) is said to be an open map if it takes open
subsets of X to open subsets of Y ; in other words, if for every open subset U �X ,
the image set f .U / is open in Y . It is said to be a closed map if it takes closed
subsets of X to closed subsets of Y . A map can have any of the properties “open,”
“closed,” or “continuous” independently of whether it has the others (see Problem
2-5).

I Exercise 2.29. Suppose f W X ! Y is a bijective continuous map. Show that the fol-
lowing are equivalent:

(a) f is a homeomorphism.
(b) f is open.
(c) f is closed.

Proposition 2.30. SupposeX and Y are topological spaces, and f W X ! Y is any
map.

(a) f is continuous if and only if f
� xA�� f .A/ for all A�X .

(b) f is closed if and only if f
� xA�	 f .A/ for all A� X .

(c) f is continuous if and only if f �1.IntB/� Intf �1.B/ for all B � Y .
(d) f is open if and only if f �1.IntB/	 Intf �1.B/ for all B � Y .

Proof. Problem 2-6. ut
There is a generalization of homeomorphisms that is often useful. We say that

a map f W X ! Y between topological spaces is a local homeomorphism if every
point x 2X has a neighborhoodU �X such that f .U / is an open subset of Y and
f jU W U ! f .U / is a homeomorphism.
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Proposition 2.31 (Properties of Local Homeomorphisms).

(a) Every homeomorphism is a local homeomorphism.
(b) Every local homeomorphism is continuous and open.
(c) Every bijective local homeomorphism is a homeomorphism.

I Exercise 2.32. Prove Proposition 2.31.

Hausdorff Spaces

The definition of topological spaces is wonderfully flexible, and can be used to
describe a rich assortment of concepts of “space.” However, without further quali-
fication, arbitrary topological spaces are far too general for most purposes, because
they include some spaces whose behavior contradicts many of our basic spatial in-
tuitions.

For example, in the spaces we are most familiar with, such as Euclidean spaces
and metric spaces, a one-point set fpg is always closed, because around every point
other than p there is a ball that does not include p. More generally, two points in
a metric space always have disjoint neighborhoods. However, these properties do
not always hold in topological spaces. Consider the set f1;2;3g with the topology
of Example 2.1(c). In this space, 1 and 2 do not have disjoint neighborhoods, be-
cause every open subset that contains 2 also contains 1. Moreover, the set f1g is
not closed, because its complement is not open. And if that does not seem strange
enough, consider the constant sequence .2;2;2; : : : /: it follows from the definition
of convergence that this sequence converges both to 2 and to 3!

I Exercise 2.33. Let Y be a topological space with the trivial topology. Show that every
sequence in Y converges to every point of Y .

The problem with these examples is that there are too few open subsets, so neigh-
borhoods do not have the same intuitive meaning they have in metric spaces. In our
study of manifolds, we want to rule out such “pathological” spaces, so we make the
following definition. A topological space X is said to be a Hausdorff space if given
any pair of distinct points p1;p2 2 X , there exist neighborhoods U1 of p1 and U2
of p2 with U1\U2 D ¿. This property is often summarized by saying “points can
be separated by open subsets.”

Example 2.34 (Hausdorff Spaces).

� Every metric space is Hausdorff: if p1 and p2 are distinct, let r D d.p1;p2/;
then the open balls of radius r=2 around p1 and p2 are disjoint by the triangle
inequality.

� Every discrete space is Hausdorff, because fp1g and fp2g are disjoint open
subsets when p1 ¤ p2.
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� Every open subset of a Hausdorff space is Hausdorff: if V � X is open in the
Hausdorff space X , and p1;p2 are distinct points in V , then in X there are
open subsets U1;U2 separating p1 and p2, and the sets U1\V and U2\V are
open in V , disjoint, and contain p1 and p2, respectively. //

I Exercise 2.35. Suppose X is a topological space, and for every p 2X there exists a
continuous function f W X ! R such that f�1.0/D fpg. Show thatX is Hausdorff.

Example 2.36 (Non-Hausdorff Spaces). The trivial topology on any set containing
more than one element is not Hausdorff, nor is the topology on f1;2;3g described
in Example 2.1(c). Because every metric space is Hausdorff, it follows that these
spaces are not metrizable. //

These non-Hausdorff examples are obviously contrived, and have little relevance
to our study of manifolds. But Problem 3-16 describes a space that would be a
manifold except for the fact that it fails to be Hausdorff.

Hausdorff spaces have many of the properties that we expect of metric spaces,
such as those expressed in the following proposition.

Proposition 2.37. Let X be a Hausdorff space.

(a) Every finite subset of X is closed.
(b) If a sequence .pi / in X converges to a limit p 2X , the limit is unique.

Proof. For part (a), consider first a set fp0g containing only one point. Given p ¤
p0, the Hausdorff property says that there exist disjoint neighborhoods U of p and
V of p0. In particular, U is a neighborhood of p contained in X X fp 0g, so fp0g is
closed by Proposition 2.8(h). It follows that finite subsets are closed, because they
are finite unions of one-point sets.

To prove that limits are unique, suppose on the contrary that a sequence .p i / has
two distinct limits p and p0. By the Hausdorff property, there exist disjoint neigh-
borhoodsU of p and U 0 of p0. By definition of convergence, there exist N;N 0 2 N
such that i � N implies pi 2 U and i � N 0 implies pi 2 U 0. But since U and U 0
are disjoint, this is a contradiction when i � maxfN;N 0g. ut

I Exercise 2.38. Show that the only Hausdorff topology on a finite set is the discrete
topology.

Another important property of Hausdorff spaces is expressed in the following
proposition.

Proposition 2.39. Suppose X is a Hausdorff space and A � X . If p 2 X is a limit
point of A, then every neighborhood of p contains infinitely many points of A.

Proof. See Problem 2-7. ut
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Bases and Countability

In metric spaces, not all open subsets are created equal. Among open subsets, the
open balls are the most fundamental (being defined directly in terms of the metric),
and all other open subsets are defined in terms of those. As a consequence, most
definitions and proofs in metric space theory tend to focus on the open balls rather
than arbitrary open subsets. For example, the definition of limit points in the context
of metric spaces is usually phrased this way: if A is a subset of the metric space M ,
a point x is a limit point ofA if every open ball around x contains a point ofA other
than x.

Most topological spaces do not come naturally equipped with any “special” open
subsets analogous to open balls in a metric space. Nevertheless, in many specific
situations, it is useful to single out a collection of certain open subsets, such that all
other open subsets are unions of the selected ones.

LetX be a topological space. A collection B of subsets ofX is called a basis for
the topology of X (plural: bases) if the following two conditions hold:

(i) Every element of B is an open subset of X .
(ii) Every open subset of X is the union of some collection of elements of B.

(It is important to observe that the empty set is the union of the “empty collection”
of elements of B.) If the topology on X is understood, sometimes we will just say
that B is a basis for X .

I Exercise 2.40. Suppose X is a topological space, and B is a basis for its topology.
Show that a subset U �X is open if and only if it satisfies the following condition:

for each p 2U , there exists B 2 B such that p 2B �U . (2.1)

If a subset U � X satisfies (2.1), we say that it satisfies the basis criterion with
respect to B.

Example 2.41 (Bases for Some Familiar Topologies).

� Let M be a metric space. Every open ball in M is an open subset by Exercise
B.8(a), and every open subset is a union of open balls by Exercise B.8(b). Thus
the collection of all open balls in M is a basis for the metric topology.

� IfX is any set with the discrete topology, the collection of all singleton subsets
of X is a basis for its topology.

� If X is a set with the trivial topology, the one-element collection B D fXg is a
basis for its topology. //

I Exercise 2.42. Show that each of the following collections Bi is a basis for the Eu-
clidean topology on Rn.

(a) B1 D fCs.x/ W x 2 Rn and s > 0g, where Cs.x/ is the open cube of side length s

centered at x:

Cs.x/D fy D .y1; : : :;yn/ W jxi �yi j< s=2; i D 1; : : :;ng:
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(b) B2 D fBr .x/ W r is rational and x has rational coordinatesg.

When we have a basis for a topology on Y , it is sufficient (and often much eas-
ier) to check continuity of maps into Y using only basis subsets, as the following
proposition shows.

Proposition 2.43. Let X and Y be topological spaces and let B be a basis for Y . A
map f W X ! Y is continuous if and only if for every basis subset B 2 B, the subset
f �1.B/ is open in X .

Proof. One direction is easy: if f is continuous, the preimage of every open subset,
and thus certainly every basis subset, is open. Conversely, suppose f �1.B/ is open
for every B 2 B. Let U � Y be open, and let x 2 f �1.U /. Because U satisfies the
basis criterion with respect to B, there is a basis set B such that f .x/ 2B �U . This
implies that x 2 f �1.B/� f �1.U /, which means that x has a neighborhood con-
tained in f �1.U /. Since this is true for every x 2 f �1.U /, it follows that f �1.U /
is open. ut

Defining a Topology from a Basis

Now suppose we start with a set X that is not yet endowed with a topology. It is
often convenient to define a topology on X by starting with some distinguished
open subsets, and then defining all the other open subsets as unions of these. This
is exactly how open subsets of a metric space are defined: first, the open balls are
defined in terms of the metric, and then general open subsets are defined in terms of
the open balls. In other words, we started with a basis, and used that to define the
topology.

Not every collection of sets can be a basis for a topology. The next proposition
gives necessary and sufficient conditions for a collection of subsets of X to be a
basis for some topology on X .

Proposition 2.44. Let X be a set, and suppose B is a collection of subsets of X .
Then B is a basis for some topology onX if and only if it satisfies the following two
conditions:

(i)
S
B2BB DX .

(ii) If B1;B2 2 B and x 2 B1 \B2, there exists an element B3 2 B such that
x 2 B3 � B1\B2.

If so, there is a unique topology on X for which B is a basis, called the topology
generated by B.

Proof. If B is a basis for some topology, the proof that it satisfies (i) and (ii) is left
as an easy exercise. Conversely, suppose that B satisfies (i) and (ii), and let T be
the collection of all unions of elements of B.
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Fig. 2.6: Proof that U1 \U2 2 T .

First, we need to show that T satisfies the three defining properties of a topology.
Condition (i) implies that X 2 T , and the empty set is also in T , being the union
of the empty collection of elements of B. A union of elements of T is a union of
unions of elements of B, and therefore is itself a union of elements of B; thus T is
closed under arbitrary unions.

To show that T is closed under finite intersections, suppose first that U1;U2 2 T .
Then, for any x 2U1\U2, the definition of T implies that there exist basis elements
B1;B2 2 B such that x 2 B1 � U1 and x 2 B2 � U2 (Fig. 2.6). But then the fact
that B satisfies condition (ii) guarantees that there exists B3 2 B such that x 2B3 �
B1\B2 � U1\U2. Because U1\U2 is the union of all such sets B3 as x varies,
it is an element of T . This shows that T is closed under pairwise intersections, and
closure under finite intersections follows easily by induction. This completes the
proof that T is a topology.

To see that B is a basis for T , just note that every element of B is in T (being
a union of one element of B), and every element of T is a union of elements of B

by definition. By definition of a basis for a topology, it is clear that T is the only
topology for which B is a basis. ut

I Exercise 2.45. Complete the proof of the preceding proposition by showing that every
basis satisfies (i) and (ii).

Countability Properties

Whereas the Hausdorff property ensures that a topological space has “enough” open
subsets to conform to our spatial intuition, for many purposes (including the study
of manifolds), it is useful to restrict attention to spaces that do not have “too many”
open subsets. It would be too restrictive to ask for countably many open subsets,
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because even R has uncountably many. But it turns out that just the right balance is
struck by requiring the existence of a basis that is countable.

There are actually several countability properties that are useful. We begin with
the weakest one. If X is a topological space and p 2 X , a collection Bp of neigh-
borhoods of p is called a neighborhood basis for X at p if every neighborhood of
p contains someB 2 Bp. We say thatX is first countable if there exists a countable
neighborhood basis at each point.

Example 2.46. IfX is a metric space and p 2X , the set of ballsBr .p/with rational
radii is easily seen to be a neighborhood basis at p, so every metric space is first
countable. //

For some purposes it is useful to have a neighborhood basis satisfying the fol-
lowing stronger property. IfX is a topological space and p 2X , a sequence .U i /1iD1
of neighborhoods of p is called a nested neighborhood basis at p if U iC1 � Ui for
each i , and every neighborhood of p contains U i for some i .

Lemma 2.47 (Nested Neighborhood Basis Lemma). Let X be a first countable
space. For every p 2X , there exists a nested neighborhood basis at p.

Proof. If there is a finite neighborhood basis fV1; : : : ;Vkg at p, just let Ui D V1 \
� � �\Vk for all i . Otherwise, there is a countably infinite neighborhood basis, which
we may write as fVig1

iD1. Setting Ui D V1\ � � �\Vi for each i does the trick. ut
The most important feature of first countable spaces is that they are the spaces

in which sequences are sufficient to detect most topological properties. The next
lemma makes this precise. If .xi /1iD1 is a sequence of points in a topological space
X and A � X , we say that the sequence is eventually in A if xi 2 A for all but
finitely many values of i .

Lemma 2.48 (Sequence Lemma). Suppose X is a first countable space, A is any
subset of X , and x is any point of X .

(a) x 2 xA if and only if x is a limit of a sequence of points in A.
(b) x 2 IntA if and only if every sequence in X converging to x is eventually in A.
(c) A is closed in X if and only if A contains every limit of every convergent

sequence of points in A.
(d) A is open in X if and only if every sequence in X converging to a point of A is

eventually in A.

Proof. Problem 2-14. ut
Virtually all of the spaces we work with in this book turn out to be first countable,

so one has to work rather hard to come up with a space that is not. Problem 3-9 gives
an example of such a space.

For our study of manifolds, we are mostly interested in a much stronger count-
ability property. A topological space is said to be second countable if it admits a
countable basis for its topology.
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Example 2.49. Every Euclidean space is second countable, because as Exercise
2.42(b) shows, it has a countable basis. //

The next theorem describes some important consequences of second countability.
If X is any topological space, a collection U of subsets of X is said to be a cover of
X , or to cover X , if every point ofX is in at least one of the sets of U. It is called an
open cover if each of the sets in U is open, and a closed cover if each set is closed.
Given any cover U, a subcover of U is a subcollection U 0 � U that still covers X .

Theorem 2.50 (Properties of Second Countable Spaces). Suppose X is a second
countable space.

(a) X is first countable.
(b) X contains a countable dense subset.
(c) Every open cover of X has a countable subcover.

Proof. Let B be a countable basis for X . To prove (a), just note that for any p 2X ,
the elements of B that contain p form a countable neighborhood basis at p.

The proof of (b) is left as an exercise.
To prove (c), let U be an arbitrary open cover of X . Define a subset B 0 � B by

declaring that B 2 B 0 if and only if B is entirely contained in some element of U.
Because any subset of a countable set is countable, B 0 is a countable set.

Now, for each element B 2 B 0, choose an element UB 2 U such that B � UB
(this is possible by the way we defined B 0). The collection U0 D fUB W B 2 B0g is
a countable subset of U; the proposition will be proved if we can show that it still
covers X .

If x 2 X is arbitrary, then x 2 U0 for some open subset U0 2 U. By the basis
criterion, there is some B 2 B such that x 2B �U0. This means, in particular, that
B 2 B0, and therefore there is a set UB 2 U0 such that x 2B �UB . This shows that
U0 is a cover and completes the proof of (c). ut

I Exercise 2.51. Prove part (b) of the preceding theorem.

A topological space X is said to be separable if it contains a countable dense
subset, and to be a Lindelöf space if every open cover ofX has a countable subcover.
We have now seen four different countability properties that a topological space
might have: first and second countability, separability, and the Lindelöf property.
Theorem 2.50 can be summarized by saying that every second countable space is
first countable, separable, and Lindelöf. None of these implications is reversible,
however, and none of the three weaker countability properties implies any of the
others, as Problem 2-18 shows. (In fact, even the assumption of all three weaker
properties is not sufficient to imply second countability, as [Mun00, Example 3, p.
192] shows.) For metric spaces, however, things are simpler: every metric space is
first countable (Example 2.46), and Problem 2-20 shows that second countability,
separability, and the Lindelöf property are all equivalent for metric spaces.

Most “reasonable” spaces are second countable. For example, Exercise 2.49
shows that Rn is second countable. Moreover, any open subset U of a second count-
able space X is second countable: starting with a countable basis for X , just throw
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away all the basis sets that are not contained in U ; then it is easy to check that the
remaining basis sets form a countable basis for the topology of U .

Manifolds

We are almost ready to give the official definition of manifolds. We need just one
more preliminary definition, which captures in a precise way the intuitive idea that a
manifold should look “locally” like Euclidean space. A topological spaceM is said
to be locally Euclidean of dimension n if every point of M has a neighborhood in
M that is homeomorphic to an open subset of Rn.

For some purposes, it is useful to be more specific about the kind of open subset
we use to characterize locally Euclidean spaces. The next lemma shows that we
could have replaced “open subset” by open ball or by R n itself.

Lemma 2.52. A topological space M is locally Euclidean of dimension n if and
only if either of the following properties holds:

(a) Every point of M has a neighborhood homeomorphic to an open ball in R n.
(b) Every point of M has a neighborhood homeomorphic to R n.

Proof. It is immediate that any space with property (a) or (b) is locally Euclidean of
dimension n. Conversely, suppose M is locally Euclidean of dimension n. Because
any open ball in Rn is homeomorphic to Rn itself (Example 2.25), properties (a)
and (b) are equivalent, so we need only prove (a).

Given a point p 2 M , let U be a neighborhood of p that admits a homeomor-
phism ' W U ! V , where V is an open subset of Rn. The fact that V is open in Rn

means that there is some open ball B around '.p/ that is contained in V , and then
Exercise 2.22 shows that '�1.B/ is a neighborhood of p homeomorphic to B . ut

SupposeM is locally Euclidean of dimension n. If U �M is an open subset that
is homeomorphic to an open subset of Rn, then U is called a coordinate domain,
and any homeomorphism ' from U to an open subset of R n is called a coordinate
map. The pair .U;'/ is called a coordinate chart (or just a chart) for M . A co-
ordinate domain that is homeomorphic to a ball in Rn is called a coordinate ball.
(When M has dimension 2, we sometimes use the term coordinate disk.) The pre-
ceding lemma shows that every point in a locally Euclidean space is contained in a
coordinate ball. If p 2M and U is a coordinate domain containing p, we say that
U is a coordinate neighborhood or Euclidean neighborhood of p.

The definition of locally Euclidean spaces makes sense even when n D 0. Be-
cause R0 is a single point, Lemma 2.52(b) implies that a space is locally Euclidean
of dimension 0 if and only if each point has a neighborhood homeomorphic to a
one-point space, or in other words if and only if the space is discrete.

We come now to the culmination of this chapter: the official definition of mani-
folds.
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An n-dimensional topological manifold is a second countable Hausdorff space
that is locally Euclidean of dimension n. Since the only manifolds we consider in
this book are topological manifolds, we usually call them simply n-dimensional
manifolds, or n-manifolds, or even just manifolds if the dimension is understood
or irrelevant. (The term “topological manifold” is usually used only to emphasize
that the kind of manifold under consideration is the kind we have defined here, in
contrast to other kinds of manifolds that can be defined, such as “smooth manifolds”
or “complex manifolds.” We do not treat any of these other kinds of manifolds in
this book.)

A shorthand notation that is in common use is to write “let M n be a manifold”
to mean “let M be a manifold of dimension n.” The superscript n is not part of
the name of the manifold, and is usually dropped after the first time the manifold
is introduced. One must be a bit careful to distinguish this notation from the n-fold
Cartesian productMn DM �� � ��M , but it is usually clear from the context which
is meant. We do not use this shorthand in this book, but you should be aware of it
because you will encounter it in your reading.

The most obvious example of an n-manifold is Rn itself. More generally, any
open subset of Rn—or in fact of any n-manifold—is again an n-manifold, as the
next proposition shows.

Proposition 2.53. Every open subset of an n-manifold is an n-manifold.

Proof. LetM be an n-manifold, and let V be an open subset ofM . Any p 2 V has a
neighborhood (inM ) that is homeomorphic to an open subset of R n; the intersection
of that neighborhood with V is still open, still homeomorphic to an open subset of
Rn, and is contained in V , so V is locally Euclidean of dimension n. We remarked
above that any open subset of a Hausdorff space is Hausdorff and any open subset
of a second countable space is second countable. Therefore V is an n-manifold. ut

I Exercise 2.54. Show that a topological space is a 0-manifold if and only if it is a count-
able discrete space.

In the next few chapters we will develop many examples of manifolds. But it is
also important to bear in mind some examples of spaces that are not manifolds. Two
simple examples are the union of the x-axis and the y-axis in R2, and the conical
surface in R3 defined by x2 Cy2 D z2, both with their Euclidean topologies (Fig.
2.7). In each case, the origin has no Euclidean neighborhood. We do not yet have
enough topological tools to prove this, but you will be asked to prove it in Chapter
4 (Problem 4-4).

Remarks on the Definition of Manifolds

There are several points that should be noted about the definition of manifolds.
The first remark is that the definition of a manifold requires that every manifold

have a specific, well-defined dimension. This rules out, for example, spaces such as
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Fig. 2.7: Some nonmanifolds.

a disjoint union of a line and a plane in R3, in which each point has a neighbor-
hood homeomorphic to some Euclidean space, but the dimensions would have to be
different for different points.

Actually, this raises a question whose answer might seem obvious, but which in
fact turns out to be quite subtle: Is the dimension of a manifold an intrinsic topo-
logical property? Or, to put it another way, is it possible for a topological space to
be simultaneously an n-manifold and a manifold of some other dimension? The an-
swer, as one would probably expect, is no; but it is surprisingly hard to prove. We
state the full theorem here for reference; but for now, we can only prove it in the
trivial 0-dimensional case.

Theorem 2.55 (Invariance of Dimension). Ifm¤ n, a nonempty topological space
cannot be both an m-manifold and an n-manifold.

Proof of the zero-dimensional case. Suppose M is a 0-manifold. Then M is a dis-
crete space, so every singleton in M is an open subset. But in an n-manifold for
n > 0, every nonempty open subset contains a coordinate ball, which is uncount-
able, so no singleton can be open. ut

The proof of invariance of dimension in the higher-dimensional cases requires
substantially more machinery, and will be treated in later chapters: the 1-dimensional
case in Problem 4-2, the 2-dimensional case in Problem 8-2, and the general case in
Problem 13-3.

This theorem is stated only for nonempty spaces because the empty set satisfies
the definition of an n-manifold for every n. For most purposes, the empty set is not
an interesting manifold. But in certain circumstances, it is important to allow empty
manifolds, so we simply agree that the empty set qualifies as a manifold of any
dimension.
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Our second remark is that students often wonder whether this definition allows
any new things to be considered manifolds that were not already allowed under the
provisional definition we gave in Chapter 1. Are there topological spaces that fit
the definition of topological manifolds, and are not realizable as locally Euclidean
subsets of Rk?

The answer, in fact, is no: we have not introduced any new manifolds, because it
can be proved that every topological n-manifold is in fact homeomorphic to some
subset of a Euclidean space. The proof of one special case (compact manifolds)
is fairly straightforward, and will be described in Chapter 4. But the proof of the
general case involves some rather intricate topological dimension theory that would
take us too far afield, so we do not treat it here. You can find a complete proof in
[Mun00].

Even though this abstract definition of a manifold as a topological space does not
enlarge the class of manifolds, it nonetheless makes life immeasurably easier for us,
because we can introduce new manifolds without having to exhibit them as subsets
of Euclidean spaces. In the chapters to come, there are many instances where this
freedom makes manifolds much easier to define.

Our final remark is that the definition of manifolds given here, although probably
the most commonly used one, is not employed by everyone. Some authors, for ex-
ample, require a manifold to be a locally Euclidean separable metric space instead
of a second countable Hausdorff space. (Recall that a space is said to be separa-
ble if it has a countable dense subset.) The following proposition shows that spaces
defined in this way are also manifolds in our sense.

Proposition 2.56. A separable metric space that is locally Euclidean of dimension
n is an n-manifold.

Proof. Every metric space is Hausdorff, and Problem 2-20 shows that a separable
metric space is second countable. ut

In fact, the converse to this proposition is true: every manifold is separable and
metrizable. Separability follows from Theorem 2.50, but metrizability is consider-
ably more difficult to prove. One way to prove it is by using the fact we mentioned
earlier, that every manifold is homeomorphic to a subset of some Euclidean space.
Another approach is via the Urysohn metrization theorem (see [Mun00], for exam-
ple). However, both approaches are beyond our scope; since we have no need for
this converse, we do not pursue it any further.

Other authors replace the requirement that manifolds be second countable with
some other property that has similar consequences. One popular such property is
called paracompactness; we will discuss it in Chapter 4 and show that it results in a
nearly equivalent definition of manifolds.

Another source of variability in the definition of manifolds is the fact that some
authors simply omit the Hausdorff condition or second countability or both from
their definitions. In such cases, one has to speak of a “Hausdorff manifold” or “sec-
ond countable manifold” or “paracompact manifold” whenever necessary. But vir-
tually all of the important examples of manifolds do in fact have these properties,
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Fig. 2.8: A manifold with boundary.

and most interesting theorems about manifolds require them, so very little would be
gained by working with a more general definition. In particular, the claim we made
above that every manifold is homeomorphic to a subset of a Euclidean space would
be false if we allowed manifolds that are not Hausdorff and second countable. The
Hausdorff and second countability hypotheses are not redundant: Problems 2-22,
3-16, and 4-6 describe some spaces that would be manifolds except for the failure
of the Hausdorff property or second countability. You will probably agree that these
are strange spaces that would not fit our intuitive idea of what a manifold should
look like.

Manifolds with Boundary

It is intuitively evident (though by no means easy to prove) that a closed ball in
Rn is not a manifold, because a point on its boundary does not have any Euclidean
neighborhood. Nonetheless, closed balls and many spaces like them have important
applications in the theory of manifolds. Thus it is useful to consider a class of spaces
that is somewhat broader than the class of manifolds, which allows for the existence
of some sort of “boundary.”

Near their boundaries, spaces in this new class are modeled on the closed n-
dimensional upper half-space Hn � Rn, defined by

Hn D f.x1; : : : ;xn/ 2 Rn W xn � 0g :
An n-dimensional manifold with boundary is a second countable Hausdorff space
in which every point has a neighborhood homeomorphic either to an open subset
of Rn, or to an open subset of Hn, considering Hn as a topological space with its
Euclidean topology (see Fig. 2.8). Note that, despite the terminology, a manifold
with boundary is not necessarily a manifold. (We will have more to say about this
below.)
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If M is an n-manifold with boundary, we define a coordinate chart for M to be
a pair .U;'/, where U �M is open and ' is a homeomorphism from U to an open
subset of either Rn or Hn. Just as in the case of manifolds, the set U is called a
coordinate domain, and ' is called a coordinate map.

We use the notation @Hn to denote the boundary of Hn, and IntHn to denote its
interior, considering Hn as a subset of Rn. For n > 0, this means

@Hn D f.x1; : : : ;xn/ W xn D 0g;
IntHn D f.x1; : : : ;xn/ W xn > 0g:

When n D 0, we have H0 D R0 D f0g, so IntH0 D H0 and @H0 D ¿. It follows
that 0-dimensional manifolds with boundary are no different from 0-manifolds.

When it is important to make the distinction, we say .U;'/ is an interior chart
if '.U / is an open subset of Rn (which includes the case in which '.U / is an open
subset of Hn that is contained in IntHn); and a boundary chart if '.U / is an open
subset of Hn with '.U /\@Hn ¤ ¿.

Example 2.57 (Manifolds with Boundary). The upper half-space Hn itself is an n-
manifold with boundary, with the identity map as a global coordinate map. Similarly,
any closed or half-open interval in R is a 1-manifold with boundary, for which charts
are easy to construct. Another important example is the closed unit ball xBn with the
Euclidean topology. It is not hard to see intuitively that xBn is an n-manifold with
boundary; you can probably construct appropriate charts yourself, or you can wait
until Chapter 3 where charts will be suggested in Problem 3-4. //

If M is an n-manifold with boundary, a point p 2M is called an interior point
of M if it is in the domain of an interior chart; and it is called a boundary point of
M if it is in the domain of a boundary chart that takes p to @Hn. The boundary of
M , denoted by @M , is the set of all its boundary points, and its interior, denoted
by IntM , is the set of all its interior points. Every point of M is either an interior
point or a boundary point: if p 2 M is in the domain of an interior chart, then it is
an interior point; on the other hand, if it is in the domain of a boundary chart, then it
is an interior point if its image lies in IntHn, and a boundary point if the image lies
in @Hn.

Note that these are new meanings for the terms boundary and interior, distinct
from their use earlier in this chapter in reference to subsets of topological spaces.
If M is a manifold with boundary, it might have nonempty boundary in this new
sense, irrespective of whether it has any boundary points as a subset of some other
topological space. Usually the distinction is clear from the context, but if necessary
we can always distinguish the two meanings by referring to the topological bound-
ary (for the original meaning) or the manifold boundary (for this new meaning) as
appropriate.

For example, as you will be asked to show in Problem 3-4, the disk xB2 is a mani-
fold with boundary, whose manifold boundary is the circle. Its topological boundary
as a subset of R2 happens to be the circle as well. However, if we think of xB2 as a
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topological space in its own right, then as a subset of itself, it has empty topolog-
ical boundary. And if we think of it as a subset of R3 (by identifying R2 with the
xy-plane), then its topological boundary is the entire disk!

Although the terminology regarding manifolds with boundary is well established,
it can be confusing, and there are some pitfalls that you will need to watch out
for. First of all, as mentioned above, a manifold with boundary is not necessar-
ily a manifold, because boundary points do not have locally Euclidean neighbor-
hoods (see Corollary 2.60 below). Moreover, a manifold with boundary might have
empty boundary: there is nothing in the definition that requires the boundary to be
a nonempty set. On the other hand, every n-manifold is automatically a manifold
with boundary, in which every point is an interior point.

Even though the term manifold with boundary encompasses manifolds as well,
in order to avoid any possibility of ambiguity, we sometimes use redundant terms
such as manifold without boundary to refer to a manifold in the sense in which we
defined it originally, and manifold with or without boundary to mean a manifold
with boundary, with emphasis on the possibility that its boundary might be empty.
The word manifold without further qualification always means a manifold without
boundary.

Proposition 2.58. If M is an n-dimensional manifold with boundary, then IntM is
an open subset of M , which is itself an n-dimensional manifold without boundary.

Proof. Problem 2-25. ut
There is a subtlety about these definitions that might not be immediately evident.

Although the interior and boundary of M are well-defined subsets whose union is
M , and it might seem intuitively rather obvious that they are disjoint from each
other, we have no way of proving at this stage that a point p 2M cannot be simul-
taneously a boundary point and an interior point, meaning that there is one interior
chart whose domain contains p, and another boundary chart that sends p to @H n.
After we have developed some more machinery, you will be able to prove the fol-
lowing theorem.

Theorem 2.59 (Invariance of the Boundary). If M is a manifold with boundary,
then a point of M cannot be both a boundary point and an interior point. Thus @M
and IntM are disjoint subsets whose union is M .

For the proof, see Problem 4-3 for the 1-dimensional case, Problem 8-3 for the
2-dimensional case, and Problem 13-4 for the general case. We will go ahead and
assume this result when convenient (always indicating when we do so), as well as
the following important corollary.

Corollary 2.60. If M is a nonempty n-dimensional manifold with boundary, then
@M is closed in M , and M is an n-manifold if and only if @M D ¿.

Proof. Because IntM is an open subset of M by Proposition 2.58, it follows from
Theorem 2.59 that @M DM X IntM is closed. IfM is a manifold, then every point
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is in the domain of an interior chart, so M D IntM , and it follows from Theorem
2.59 that @M D ¿. Conversely, if @M D ¿, then M D IntM , which is a manifold
by Proposition 2.58. ut

Problems

2-1. Let X be an infinite set.

(a) Show that

T1 D fU � X W U D ¿ or X XU is finiteg
is a topology on X , called the finite complement topology.

(b) Show that

T2 D fU �X W U D ¿ or X XU is countableg
is a topology on X , called the countable complement topology.

(c) Let p be an arbitrary point in X , and show that

T3 D fU �X W U D ¿ or p 2 U g
is a topology on X , called the particular point topology.

(d) Let p be an arbitrary point in X , and show that

T4 D fU � X W U DX or p … U g
is a topology on X , called the excluded point topology.

(e) Determine whether

T5 D fU � X W U DX or X XU is infiniteg
is a topology on X .

2-2. LetX D f1;2;3g. Give a list of topologies onX such that every topology on
X is homeomorphic to exactly one on your list.

2-3. Let X be a topological space and B be a subset of X . Prove the following
set equalities.

(a) X XB DX X IntB .
(b) Int.X XB/DX X xB .

2-4. LetX be a topological space and let A be a collection of subsets ofX . Prove
the following containments.

(a)
\
A2A

A�
\
A2A

xA.
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(b)
[
A2A

A	
[
A2A

xA.

(c) Int

�\
A2A

A

�
�
\
A2A

IntA.

(d) Int

�[
A2A

A

�
	
[
A2A

IntA.

When A is a finite collection, show that equality holds in (b) and (c), but not
necessarily in (a) or (d).

2-5. For each of the following properties, give an example consisting of two sub-
sets X;Y � R2, both considered as topological spaces with their Euclidean
topologies, together with a map f W X ! Y that has the indicated property.

(a) f is open but neither closed nor continuous.
(b) f is closed but neither open nor continuous.
(c) f is continuous but neither open nor closed.
(d) f is continuous and open but not closed.
(e) f is continuous and closed but not open.
(f) f is open and closed but not continuous.

2-6. Prove Proposition 2.30 (characterization of continuity, openness, and closed-
ness in terms of closures and interiors).

2-7. Prove Proposition 2.39 (in a Hausdorff space, every neighborhood of a limit
point contains infinitely many points of the set).

2-8. Let X be a Hausdorff space, let A � X , and let A 0 denote the set of limit
points of A. Show that A0 is closed in X .

2-9. SupposeD is a discrete space, T is a space with the trivial topology,H is a
Hausdorff space, and A is an arbitrary topological space.

(a) Show that every map fromD to A is continuous.
(b) Show that every map from A to T is continuous.
(c) Show that the only continuous maps from T to H are the constant

maps.

2-10. Suppose f;g W X ! Y are continuous maps and Y is Hausdorff. Show that
the set fx 2 X W f .x/ D g.x/g is closed in X . Give a counterexample if Y
is not Hausdorff.

2-11. Let f W X ! Y be a continuous map between topological spaces, and let B

be a basis for the topology of X . Let f .B/ denote the collection ff .B/ W
B 2 Bg of subsets of Y . Show that f .B/ is a basis for the topology of Y if
and only if f is surjective and open.

2-12. Suppose X is a set, and A � P .X/ is any collection of subsets of X . Let
T � P .X/ be the collection of subsets consisting of X , ¿, and all unions
of finite intersections of elements of A.
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(a) Show that T is a topology. (It is called the topology generated by A,
and A is called a subbasis for T .)

(b) Show that T is the coarsest topology for which all the sets in A are
open.

(c) Let Y be any topological space. Show that a map f W Y !X is contin-
uous if and only if f �1.U / is open in Y for every U 2 A.

2-13. LetX be a totally ordered set (see Appendix A). GiveX the order topology,
which is the topology generated by the subbasis consisting of all sets of the
following forms for a 2X :

.a;1/D fx 2X W x > ag;
.�1;a/D fx 2X W x < ag:

(a) Show that each set of the form .a;b/ is open in X and each set of the
form Œa;b� is closed (where .a;b/ and Œa;b� are defined just as in R).

(b) Show that X is Hausdorff.
(c) For any pair of points a;b 2 X with a < b, show that .a;b/ � Œa;b�.

Give an example to show that equality need not hold.
(d) Show that the order topology on R is the same as the Euclidean topol-

ogy.

2-14. Prove Lemma 2.48 (the sequence lemma).

2-15. Let X and Y be topological spaces.

(a) Suppose f W X ! Y is continuous and pn ! p in X . Show that
f .pn/! f .p/ in Y .

(b) Prove that if X is first countable, the converse is true: if f W X ! Y is
a map such that pn ! p in X implies f .pn/! f .p/ in Y , then f is
continuous.

2-16. Let X be a second countable topological space. Show that every collection
of disjoint open subsets of X is countable.

2-17. Let Z be the set of integers. Say that a subset U � Z is symmetric if it
satisfies the following condition:

for each n 2 Z, n 2 U if and only if �n 2 U .

Define a topology on Z by declaring a subset to be open if and only if it is
symmetric.

(a) Show that this is a topology.
(b) Show that it is second countable.
(c) LetA be the subset f�1;0;1;2g � Z, and determine the interior, bound-

ary, closure, and limit points of A.
(d) Is A open in Z? Is it closed?

2-18. This problem refers to the topologies defined in Problem 2-1.
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(a) Show that R with the particular point topology is first countable and
separable but not second countable or Lindelöf.

(b) Show that R with the excluded point topology is first countable and
Lindelöf but not second countable or separable.

(c) Show that R with the finite complement topology is separable and Lin-
delöf but not first or second countable.

2-19. Let X be a topological space and let U be an open cover of X .

(a) Suppose we are given a basis for each U 2 U (when considered as a
topological space in its own right). Show that the union of all those
bases is a basis for X .

(b) Show that if U is countable and each U 2 U is second countable, then
X is second countable.

2-20. Show that second countability, separability, and the Lindelöf property are all
equivalent for metric spaces.

2-21. Show that every locally Euclidean space is first countable.

2-22. For any fixed a;b;c 2 R, let Iabc be the subset of R2 defined by Iabc D
f.c;y/ W a < y < bg. Let B be the collection of all nonempty subsets of R2

of the form Iabc for a;b;c 2 R.

(a) Show that B is a basis for a topology on R2.
(b) Let X D R2 as a set, but with the topology generated by B. Determine

which (if either) of the identity maps X ! R2, R2 !X is continuous.
(c) Show that X is locally Euclidean (of what dimension?) and Hausdorff,

but not second countable.

2-23. Show that every manifold has a basis of coordinate balls.

2-24. SupposeX is locally Euclidean of dimension n, and f W X ! Y is a surjec-
tive local homeomorphism. Show that Y is also locally Euclidean of dimen-
sion n.

2-25. Prove Proposition 2.58 (the interior of a manifold with boundary is an open
subset and a manifold), without using the theorem on invariance of the
boundary.



Chapter 3

New Spaces from Old

In this chapter we introduce four standard ways of constructing new topological
spaces from given ones: subspaces, product spaces, disjoint union spaces, and quo-
tient spaces. We explore how various topological properties are affected by these
constructions, and we show how each topology is characterized by which maps it
makes continuous. At the end of the chapter we explore in some detail two specific
classes of constructions that lead naturally to quotient spaces: adjunction spaces and
group actions. Throughout the chapter we use these tools to build new examples of
manifolds.

Subspaces

We have seen a number of examples of topological spaces that are subsets of R n,
with the topology induced by the Euclidean metric. We have also seen that open
subsets of a topological space inherit a topology from the containing space. In this
section, we show that arbitrary subsets of topological spaces can also be viewed as
topological spaces in their own right.

Let X be a topological space, and let S �X be any subset. We define a topology
TS on S by

TS D fU � S W U D S \V for some open subset V � Xg:
In other words, the open subsets of TS are the intersections with S of the open
subsets of X (Fig. 3.1).

I Exercise 3.1. Prove that TS is a topology on S .

The topology TS is called the subspace topology (or sometimes the relative
topology) on S . A subset of a topological space X , considered as a topological
space with the subspace topology, is called a subspace of X . Henceforth, whenever

J.M. Lee, Introduction to Topological Manifolds, Graduate Texts in Mathematics 202,
DOI 10.1007/978-1-4419-7940-7_3, © Springer Science+Business Media, LLC 2011
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V

Fig. 3.1: An open subset of the subspace S .
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Fig. 3.2: Subspaces of R.

we mention a subset of a topological space, we always consider it as a topological
space with the subspace topology unless otherwise specified.

I Exercise 3.2. Suppose S is a subspace ofX . Prove that a subset B �S is closed in S
if and only if it is equal to the intersection of S with some closed subset of X .

I Exercise 3.3. Let M be a metric space, and let S �M be any subset. Show that the
subspace topology onS is the same as the metric topology obtained by restricting the metric
ofM to pairs of points in S .

You have probably also encountered the word “subspace” in the context of vec-
tor spaces, where only certain subsets (those that are closed under vector addition
and scalar multiplication) are subspaces. By contrast, in topology, there is no re-
striction on what kinds of subsets can be considered as subspaces: every subset of a
topological space is a subspace, as long as it is endowed with the subspace topology.

It is vital to be aware that openness and closedness are not properties of a set by
itself, but rather of a subset in relation to a particular topological space. If S is a
subspace of X , it is quite possible for a subset of S to be closed or open in S but
not in X , as the next example illustrates.

Example 3.4. Consider the subspaces S1 D Œ0;1�[ .2;3/ and S2 D f1=ng1
nD1 of R

(Fig. 3.2). Notice that the interval Œ0;1� is not an open subset of R. But it is an open
subset of S1, because Œ0;1� is the intersection with S1 of the open interval .�1;2/.
In S2, the one-point sets f1=ng are all open (why?), so the subspace topology on S 2
is discrete. //

For clarity, if S is a subspace of X , we sometimes say that a subset U � S is
relatively open or relatively closed in S , to emphasize that we mean open or closed
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in the subspace topology on S , not open or closed as a subset ofX . Similarly, if x is
a point in S , a neighborhood of x in S in the subspace topology is sometimes called
a relative neighborhood of x. The next proposition gives some conditions under
which there is a relationship between being (relatively) open in S and open in X .

Proposition 3.5. Suppose S is a subspace of the topological space X .

(a) If U � S � X , U is open in S , and S is open in X , then U is open in X . The
same is true with “closed” in place of “open.”

(b) If U is a subset of S that is either open or closed in X , then it is also open or
closed in S , respectively.

I Exercise 3.6. Prove the preceding proposition.

If X is a topological space and U � S � X , then there is a potential ambiguity
about what we mean when we speak of the “closure of U ,” because in general the
closure of U in S (with its subspace topology) need not be the same as its closure
in X . Similar remarks apply to the “interior of U .” In this situation, the notations xU
and IntU are always interpreted to mean the closure of U in X and the interior of
U in X , respectively.

I Exercise 3.7. Suppose X is a topological space and U � S �X .

(a) Show that the closure of U in S is equal to xU \S .
(b) Show that the interior of U in S contains IntU \S ; give an example to show that

they might not be equal.

The next property we will prove about the subspace topology is so fundamental
that, in a sense that we will explain later, it completely characterizes the subspace
topology among all the possible topologies on a subset. Recall that if S is a subset
of X , then �S W S ,!X denotes the inclusion map of S into X (see Appendix A).

Theorem 3.8 (Characteristic Property of the Subspace Topology). Suppose X
is a topological space and S � X is a subspace. For any topological space Y , a
map f W Y ! S is continuous if and only if the composite map �S ıf W Y ! X is
continuous:

X

Y
f
�

�S ıf �

S:

�S
[

�

Proof. Suppose first that �S ıf W Y ! X is continuous. If U is any open subset of
S , there is an open subset V �X such that U D S \V D ��1S .V /. Thus

f �1.U /D f �1.��1S .V //D .�S ıf /�1.V /;
which is open in Y by our continuity assumption. This proves that f is continuous.

Conversely, suppose that f is continuous. For any open subset V �X , we have
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.�S ıf /�1.V /D f �1 ���1S .V /�D f �1.S \V /;
which is open in Y because S \V is open in S , so �S ıf is continuous as well. ut

The characteristic property has a number of useful corollaries. The first is quite
simple, and in fact could be proved easily without reference to Theorem 3.8, but it
is useful to know that it follows directly from the characteristic property.

Corollary 3.9. If S is a subspace of the topological space X , the inclusion map
�S W S ,!X is continuous.

Proof. The following diagram commutes:

X

S
IdS

�

�S
�

S:

�S
[

�

Because the identity is always continuous, the characteristic property implies that
�S is also continuous. ut

One of the most common uses of the characteristic property is to show that the
continuity of a map is not affected by restricting or expanding its codomain, or by
restricting its domain. (Of course, the domain cannot be expanded without provid-
ing an extended definition of the map, which may or may not be continuous.) The
precise statements are given in the next corollary.

Corollary 3.10. Let X and Y be topological spaces, and suppose f W X ! Y is
continuous.

(a) RESTRICTING THE DOMAIN: The restriction of f to any subspace S � X is
continuous.

(b) RESTRICTING THE CODOMAIN: If T is a subspace of Y that contains f .X/,
then f W X ! T is continuous.

(c) EXPANDING THE CODOMAIN: If Y is a subspace of Z, then f W X ! Z is
continuous.

Proof. Part (a) follows from Corollary 3.9, because f jS D f ı �S . Part (b) follows
from the characteristic property applied to the subspace T of Y , and part (c) follows
by composing f with the inclusion Y ,!Z. ut
Proposition 3.11 (Other Properties of the Subspace Topology). Suppose S is a
subspace of the topological space X .

(a) If R � S is a subspace of S , then R is a subspace of X ; in other words, the
subspace topologies that R inherits from S and from X agree.
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Fig. 3.3: A subspace of a subspace.

(b) If B is a basis for the topology of X , then

BS D fB\S W B 2 Bg
is a basis for the topology of S .

(c) If .pi / is a sequence of points in S and p 2 S , then p i ! p in S if and only
pi ! p in X .

(d) Every subspace of a Hausdorff space is Hausdorff.
(e) Every subspace of a first countable space is first countable.
(f ) Every subspace of a second countable space is second countable.

Proof. For part (a), let U � R be any subset. Assume first that U is open in the
subspace topology that R inherits from S . This means U D R\V for some open
subset V � S (Fig. 3.3). The fact that V is open in S means that V D W \ S
for some open subset W � X . Thus U D .W \S/\R D W \R, which is open
in the subspace topology that R inherits from X . Conversely, if U is open in the
subspace topology inherited from X , then U DW \R for some open set W � X ;
it follows that U is the intersection with R of the set V DW \S , which is open in
the subspace topology of S , so U is also open in the subspace topology inherited
from S .

To prove (b), we first note that every element of BS is open in S by definition of
the subspace topology; thus we just have to show that every (relatively) open subset
of S satisfies the basis criterion with respect to BS . Let U be an open subset of S .
By definition, this means U D S \V for some open subset V �X (Fig. 3.4). Since
B is a basis forX , for every p 2U there is an element B 2 B such that p 2B � V .
It then follows that p 2 B\S � U with B \S 2 BS .

Parts (c)–(f) are left as an exercise. ut
I Exercise 3.12. Complete the proof of Proposition 3.11.



54 3 New Spaces from Old
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Fig. 3.4: A basis subset for a subspace.

Topological Embeddings

An injective continuous map that is a homeomorphism onto its image (in the
subspace topology) is called a topological embedding (or just an embedding). If
f W A! X is such a map, we can think of the image set f .A/ as a homeomorphic
copy of A inside X .

I Exercise 3.13. Let X be a topological space and let S be a subspace of X . Show that
the inclusion map S ,!X is a topological embedding.

Example 3.14. Let F W R ! R2 be the injective continuous map F.s/D .s;s2/. Its
image is the parabola P defined by the equation y D x 2. Considered as a map from
R to P , F is bijective, and it is continuous by Corollary 3.10(b). It is easy to check
that its inverse is given by �jP , where � W R2 ! R is the projection �.x;y/ D x;
since � is continuous, its restriction to P is continuous by Corollary 3.10(a). Thus
F is a topological embedding. //

Example 3.15. Let a W Œ0;1/ ! C be the map a.s/ D e2�is . In Exercise 2.28, you
showed that a is not a homeomorphism onto its image in the metric topology (which
is the same as the subspace topology by Exercise 3.3), so it is an example of a map
that is continuous and injective but not an embedding. However, the restriction of a
to any interval Œ0;b/ for 0 < b < 1 is an embedding, as is its restriction to .0;1/. //

As the preceding examples illustrate, a continuous injective map might or might
not be an embedding. It is not always easy to tell whether a given map is or is not an
embedding. The next proposition gives two sufficient (but not necessary) conditions
that are often more straightforward to check.

Proposition 3.16. A continuous injective map that is either open or closed is a topo-
logical embedding.

Proof. Suppose X and Y are topological spaces and f W X ! Y is a continuous
injective map. Note that f defines a bijective map from X to f .X/, which is con-
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tinuous by Corollary 3.10(b). To show that this map is a homeomorphism, it suffices
by Exercise 2.29 to show that f is open or closed as a map from X to f .X/.

Suppose f W X ! Y is an open map, and let A be an open subset of X . Then
f .A/ is open in Y , and it follows from Proposition 3.5(b) that f .A/ is also open in
f .X/. Thus f is open as a map from X to f .X/.

If f is closed, exactly the same argument works with “closed” substituted for
“open” throughout. ut

I Exercise 3.17. Give an example of a topological embedding that is neither an open
map nor a closed map.

Proposition 3.18. A surjective topological embedding is a homeomorphism.

I Exercise 3.19. Prove Proposition 3.18.

We can now produce many examples of manifolds as subspaces of Euclidean
spaces. In particular, since the Hausdorff property and second countability are au-
tomatically inherited by subspaces thanks to parts (d) and (f) of Proposition 3.11,
to show that a subspace of Rn is a manifold we need only verify that it is locally
Euclidean.

We begin with a very general construction.

Example 3.20. If U � Rn is an open subset and f W U ! Rk is any continuous
map, the graph of f (Fig. 3.5) is the subset � .f /� RnCk defined by

� .f /D f.x;y/D .x1; : : : ;xn;y1; : : : ;yk/ W x 2 U and y D f .x/g;
with the subspace topology inherited from RnCk . To verify that � .f / is a mani-
fold, we show that it is in fact homeomorphic to U . Let ˚f W U ! RnCk be the
continuous injective map

˚f .x/D .x;f .x//:

Just as in Example 3.14,˚f defines a continuous bijection from U onto � .f /, and
the restriction to � .f / of the projection � W RnCk ! Rn is a continuous inverse for
it; so ˚f is a topological embedding and thus � .f / is homeomorphic to U . //

Example 3.21. Our next examples are arguably the most important manifolds of
all, so it is worth taking some time to understand them well. Recall that the unit
n-sphere is the set Sn of unit vectors in RnC1. In low dimensions, spheres are easy
to visualize: S0 is the two-point discrete space f˙1g � R; S1 is the unit circle in
the plane; and S2 is the familiar spherical surface of radius 1 in R3. To see that Sn

is a manifold, we need to show that each point has a Euclidean neighborhood. The
most straightforward way is to show that each point has a neighborhood in S n that
is the graph of a continuous function. For each i D 1; : : : ;nC1, let U C

i denote the
open subset of RnC1 consisting of points with xi > 0, and U �

i the set of points with
xi < 0. If x is any point in Sn, some coordinate xi must be nonzero there, so the
sets U1̇ , . . . , UṅC1 cover Sn. On Ui̇ , we can solve the equation jxj D 1 for xi and
find that x 2 Sn\Ui̇ if and only if



56 3 New Spaces from Old

x2; : : :;xn

y1; : : :;yk

� .f /

x1
U

Fig. 3.5: The graph of a continuous function.

xi D ˙
p
1� .x1/2� � � �� .xi�1/2� .xiC1/2� � � �� .xnC1/2:

In other words, the intersection of Sn withUi̇ is the graph of a continuous function,
and is therefore locally Euclidean. This proves that S n is an n-manifold.

Here is another useful way to show that Sn is a manifold. Let N D .0; : : : ;0;1/

denote the “north pole” in Sn, and define the stereographic projection to be the
map � W SnXfN g ! Rn that sends a point x 2 SnXfN g to the point u 2 Rn chosen
so that U D .u;0/ is the point in RnC1 where the line through N and x meets the
subspace where xnC1 D 0 (Fig. 3.6). To find a formula for � , we note that uD �.x/

is characterized by the vector equation U �N D �.x�N/ for some real number �.
This leads to the system of equations

ui D �xi ; i D 1; : : : ;nI
�1D �.xnC1�1/: (3.1)

It is a simple matter to solve the last equation for � and substitute into the other
equations to obtain

�.x1; : : : ;xnC1/D .x1; : : : ;xn/

1�xnC1
:

Its inverse can be found by solving (3.1) to get
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N

x

U

Fig. 3.6: Stereographic projection.

xi D ui

�
; xnC1 D ��1

�
: (3.2)

The point x D ��1.u/ is characterized by these equations together with the fact that
x is on the unit sphere. Substituting (3.2) into jxj2 D 1 and solving for � gives

�D juj2C1

2
;

and then inserting this back into (3.2) yields the formula

��1.u1; : : : ;un/D .2u1; : : : ;2un; juj2�1/
juj2C1

:

Because this is a continuous inverse for � , it follows that SnXfN g is homeomorphic
to Rn. In particular, this provides a Euclidean neighborhood of every point of S n

exceptN , and the analogous projection from the south pole works in a neighborhood
of N . //

Example 3.22. Finally, consider the doughnut surface, which is the surface of rev-
olution D � R3 obtained by starting with the circle .x� 2/2 C z2 D 1 in the xz-
plane (called the generating circle), and revolving it around the z-axis (Fig. 3.7).
It is characterized by the equation .r � 2/2 C z2 D 1, where r D p

x2Cy2. This
surface can be parametrized by two angles � (measured around the z-axis from
the xz-plane) and ' (measured around the generating circle from the horizontally
outward direction). It is more convenient for calculations to make the substitutions
' D 2�u and � D 2�v, and define a map F W R2 !D by
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Fig. 3.7: A doughnut surface of revolution.

F.u;v/D ..2C cos2�u/cos2�v;.2C cos2�u/sin2�v;sin2�u/: (3.3)

This maps the plane ontoD. It is not one-to-one, because F.uCk;vC l/D F.u;v/

for any pair of integers .k; l/. However, F is injective if it is restricted to a small
enough neighborhood of any point .u0;v0/, and a straightforward calculation shows
that a local inverse in a neighborhood of .u0;v0/ can be constructed from the for-
mulas

uD 1

2�
tan�1 z

r �2 Ck; v D 1

2�
tan�1 y

x
C l;

uD 1

2�
cot�1

r �2
z

Ck; v D 1

2�
cot�1

x

y
C l;

for suitable choices of integers k;l . Thus D is a 2-manifold. //

The next lemma turns out to be extremely useful in our investigations of surfaces.

Lemma 3.23 (Gluing Lemma). Let X and Y be topological spaces, and let fA ig
be either an arbitrary open cover of X or a finite closed cover of X . Suppose that
we are given continuous maps fi W Ai ! Y that agree on overlaps: fi jAi \Aj

D
fj jAi \Aj

. Then there exists a unique continuous map f W X ! Y whose restriction
to each Ai is equal to fi .
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Proof. In either case, it follows from elementary set theory that there exists a unique
map f such that f jAi

D fi for each i . If the sets Ai are open, the continuity of f
follows immediately from the local criterion for continuity (Proposition 2.19). On
the other hand, suppose fA1; : : : ;Akg is a finite closed cover of X . To prove that f
is continuous, it suffices to show that the preimage of each closed subset K � Y is
closed. It is easy to check that for each i , f �1.K/\Ai D f �1

i .K/, and f �1.K/ is
the union of these sets for i D 1; : : : ;k. Since f �1

i .K/ is closed in Ai by continuity
of fi , and Ai is closed in X by hypothesis, it follows from Proposition 3.5(a) that
f �1
i .K/ is also closed in X . Thus f �1.K/ is the union of finitely many closed

subsets, and hence closed. ut
In choosing a topology for a subset S � X , there are two competing priorities:

we would like the inclusion map S ,!X to be continuous (from which it follows by
composition that the restriction to S of any continuous map f W X ! Y is continu-
ous); and we would also like continuous maps intoX whose images happen to lie in
S also to be continuous as maps into S . For the first requirement, S needs to have
enough open subsets, and for the second it should not have too many. The subspace
topology is chosen as the optimal compromise between these requirements.

As we will see several times in this chapter, natural topologies such as the sub-
space topology can usually be characterized in terms of which maps are continuous
with respect to them. This is why the “characteristic property” of the subspace topol-
ogy (Theorem 3.8) is so named. The next theorem makes this precise.

Theorem 3.24 (Uniqueness of the Subspace Topology). Suppose S is a subset of a
topological space X . The subspace topology on S is the unique topology for which
the characteristic property holds.

Proof. Suppose we are given an arbitrary topology on S that is known to satisfy
the characteristic property. For this proof, let Sg denote the set S with the given
topology, and let Ss denote S with the subspace topology. To show that the given
topology is equal to the subspace topology, it suffices to show that the identity map
of S is a homeomorphism between Sg and Ss, by Exercise 2.21.

First we note that the inclusion map Ss ,! X is continuous by Corollary 3.9.
Because the proof of that corollary used only the characteristic property, the same
argument shows that the inclusion map Sg ,!X is also continuous.

Now consider the two composite maps

X

Ss Idsg
�

�g ı Idsg �

Sg ;

�g
[

�
X

Sg Idgs
�

�s ı Idgs �

Ss:

�s
[

�

Here both Idsg and Idgs represent the identity map of S , and �s and �g represent
inclusion of S into X ; we decorate them with subscripts only for the purpose of
discussing their continuity.
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Note that �g ı Idsg D �s, and �s ı Idgs D �g , both of which we have just shown to be
continuous. Thus, applying the characteristic property to each of the compositions
above, we conclude that both Idsg and its inverse Idgs are continuous. Therefore,
Idsg is a homeomorphism. ut

Product Spaces

Suppose X1; : : : ;Xn are arbitrary topological spaces. On their Cartesian product
X1� � � � �Xn, we define the product topology to be the topology generated by the
following basis:

B D fU1� � � ��Un W Ui is an open subset of Xi , i D 1; : : : ;ng:
I Exercise 3.25. Prove that B is a basis for a topology.

The space X1� � � ��Xn endowed with the product topology is called a product
space. The basis subsets of the form U1� � � ��Un are called product open subsets.

For example, in the plane R2 D R�R, the product topology is generated by sets
of the form I �J , where I and J are open subsets of R. A typical such set is an
open rectangle.

I Exercise 3.26. Show that the product topology on Rn D R��� ��R is the same as the
metric topology induced by the Euclidean distance function.

The product topology has its own characteristic property. It relates continuity of a
map into a product space to continuity of its component functions. In the special case
of a map from Rm to Rn, this reduces to a familiar result from advanced calculus.

Theorem 3.27 (Characteristic Property of the Product Topology). Suppose
X1� � � ��Xn is a product space. For any topological space Y , a map f W Y !
X1�� � ��Xn is continuous if and only if each of its component functions f i D �i ıf
is continuous, where �i W X1� � � ��Xn !Xi is the canonical projection:

X1� � � ��Xn

Y
fi

�

f
�

Xi :

�i
�

Proof. Suppose each fi is continuous. To prove that f is continuous, it suffices to
show that the preimage of each basis subset U1� � � � �Uk is open. A point y 2 Y
is in f �1.U1 � � � � �Uk/ if and only if fi .y/ 2 Ui for each i , so f �1.U1 � � � � �
Uk/D f �1

1 .U1/\ � � �\f �1
n .Un/. Each of the sets in this intersection is open in Y

by hypothesis, so it follows that f is continuous.
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Conversely, if f is continuous, choose i between 1 and n and supposeU �X i is
open. Then f �1.X1�� � ��U �� � ��Xk/ is open in Y (where U is in the i th place);
but this set is just f �1

i .U /, as you can easily check. Thus fi is continuous. ut
Corollary 3.28. If X1, . . . , Xn are topological spaces, each canonical projection
�i W X1� � � ��Xn !Xi is continuous.

I Exercise 3.29. Prove the preceding corollary using only the characteristic property of
the product topology.

Just as in the case of the subspace topology, the product topology is uniquely
determined by its characteristic property.

Theorem 3.30 (Uniqueness of the Product Topology). Let X1, . . . , Xn be topo-
logical spaces. The product topology on X1� � � � �Xn is the unique topology that
satisfies the characteristic property.

Proof. Suppose that X1�� � ��Xn is endowed with some topology that satisfies the
characteristic property. Since the proof of Corollary 3.28 uses only the characteristic
property, it follows that the canonical projections � i are continuous with respect
to both the product topology and the given topology. Invoking the characteristic
property with Y D X1 � � � � �Xn in the product topology shows that the identity
map from the product topology to the given topology is continuous, and reversing
the roles of the two topologies shows that its inverse is also continuous. Thus the
two topologies are equal. ut
Proposition 3.31 (Other Properties of the Product Topology). Let X 1, . . . , Xn be
topological spaces.

(a) The product topology is “associative” in the sense that the three topologies on
the set X1�X2�X3, obtained by thinking of it as X1�X2�X3, .X1�X2/�
X3, or X1� .X2�X3/, are all equal.

(b) For any i 2 f1; : : : ;ng and any points xj 2Xj , j ¤ i , the map f W Xi !X1�
� � ��Xn given by

f .x/D .x1; : : : ;xi�1;x;xiC1; : : : ;xn/

is a topological embedding of X i into the product space.
(c) Each canonical projection � i W X1� � � ��Xk !Xi is an open map.
(d) If for each i , Bi is a basis for the topology of Xi , then the set

fB1� � � ��Bn W Bi 2 Big
is a basis for the product topology on X1�� � ��Xn.

(e) If Si is a subspace of Xi for i D 1; : : : ;n, then the product topology and the
subspace topology on S1� � � ��Sn �X1� � � ��Xn are equal.

(f ) If each Xi is Hausdorff, so is X1� � � ��Xn.
(g) If each Xi is first countable, so is X1� � � ��Xn.
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(h) If each Xi is second countable, so is X1� � � ��Xn.

I Exercise 3.32. Prove Proposition 3.31.

If fi W Xi ! Yi are maps (continuous or not) for i D 1; : : : ;k, their product map
is the map

f1�� � ��fk W X1� � � ��Xk ! Y1� � � ��Yk
given by

f1� � � ��fk.x1; : : : ;xk/D .f1.x1/; : : : ;fk.xk//:

Proposition 3.33. A product of continuous maps is continuous, and a product of
homeomorphisms is a homeomorphism.

Proof. Because a map is continuous provided that the preimages of basis open sub-
sets are open, the first claim follows from the fact that .f1 � � � ��fk/�1.U1� � � � �
Uk/ is just the product of the open subsets f �1

1 .U1/; : : : ;f
�1
k
.Uk/. The second

claim follows from the first, because the inverse of a bijective product map is it-
self a product map. ut

I Exercise 3.34. Suppose f1;f2 W X ! R are continuous functions. Their pointwise
sum f1 Cf2 W X ! R and pointwise product f1f2 W X ! R are real-valued functions
defined by

.f1 Cf2/.x/D f1.x/Cf2.x/; .f1f2/.x/D f1.x/f2.x/:

Pointwise sums and products of complex-valued functions are defined similarly. Use the
characteristic property of the product topology to show that pointwise sums and products of
real-valued or complex-valued continuous functions are continuous.

Product spaces provide us with another rich source of examples of manifolds.
The key is the following proposition.

Proposition 3.35. If M1; : : : ;Mk are manifolds of dimensions n1; : : : ;nk , respec-
tively, the product space M1� � � ��Mk is a manifold of dimension n1C�� �Cnk .

Proof. Proposition 3.31 shows that the product space is Hausdorff and second
countable, so only the locally Euclidean property needs to be checked. Given any
point p D .p1; : : : ;pk/ 2M1� � � � �Mk, for each i there exists a neighborhood U i
of pi and a homeomorphism 'i from Ui to an open subset of Rni . By Proposition
3.33, the product map '1�� � ��'k is a homeomorphism from a neighborhood of p
to an open subset of Rn1C���Cnk . ut

A particularly important example of a product manifold is the product T n D
S1� � � �� S1 of n copies of S1, which is an n-dimensional manifold called the n-
torus. In particular, the 2-torus is usually just called the torus (plural: tori). Because
S1 is a subspace of R2, T 2 can be considered as a subspace of R4 by Proposition
3.31(e): it is just the set of points .x1;x2;x3;x4/ 2 R4 such that .x1/2C .x2/

2 D 1

and .x3/2 C .x4/
2 D 1. As the next proposition shows, T 2 is homeomorphic to a

familiar surface.



Product Spaces 63

Proposition 3.36. The torus T 2 is homeomorphic to the doughnut surface D of
Example 3.22.

Proof. The key geometric idea is that both surfaces are parametrized by two angles.
ForD, the angles are ' D 2�u and � D 2�v as in (3.3); for T 2, they are the angles
in the two circles. Although one must be cautious using angle functions because
they cannot be defined continuously on a whole circle, with care we can eliminate
the angles altogether and derive formulas that are manifestly continuous.

With this in mind, we write x1 D cos� , x2 D sin� , x3 D cos', x4 D sin'. Sub-
stituting into (3.3) suggests defining a map G W T 2 !D by

G.x1;x2;x3;x4/D ..2Cx3/x1; .2Cx3/x2; x4/:

This is the restriction of a continuous map and is thus continuous, and a little algebra
shows that G maps T 2 into D. To see that it is a homeomorphism, just check that
its inverse is given by

G�1.x;y;z/ D .x=r; y=r; r �2; z/;
where r Dp

x2Cy2 as in Example 3.22. ut

Infinite Products

We conclude this section with some brief remarks about products of infinitely many
spaces. We do not need to use them in our study of manifolds, but for completeness
we show here how the product topology is constructed in the infinite case.

Let .X˛/˛2A be an indexed family of topological spaces, and let X D Q
˛2AX˛

denote their Cartesian product (considered just as a set, for the time being). The most
obvious way to generalize the product topology to a product of infinitely many sets
would be to define a basis B0 consisting of all product sets of the form

Q
˛2AU˛,

where U˛ is an open subset of X˛ for each ˛. This is indeed a basis for a topology,
as you can easily check; the topology it generates is called the box topology on X .
However, in general this topology turns out not to satisfy the characteristic property
of the product topology (see Corollary 3.39 below and Problem 3-8), so it is not the
best topology to use for most purposes.

Instead, the product topology on X is defined to be the topology generated by
the smaller basis B consisting of all product sets of the form

Q
˛2AU˛, where U˛

is open in X˛ for each ˛, and U˛ D X˛ for all but finitely many ˛. Once again,
checking that this is indeed a basis for a topology is easy. The product topology
is equal to the box topology when the index set is finite (or, more generally, when
the spaces X˛ have the trivial topology for all but finitely many indices ˛), but
in all other cases the two topologies are distinct, because any nonempty product
set

Q
˛2AU˛ 2 B0 for which U˛ ¤ X˛ for infinitely many indices is not open in

the product topology. Just as with finite products, we always consider a product
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of topological spaces to be endowed with the product topology unless otherwise
specified.

Theorem 3.37 (Characteristic Property of Infinite Product Spaces). Let .X˛/˛2A
be an indexed family of topological spaces. For any topological space Y , a map
f W Y !Q

˛2AX˛ is continuous if and only if each of its component functions f˛ D
�˛ ıf is continuous. The product topology is the unique topology on

Q
˛2AX˛ that

satisfies this property.

I Exercise 3.38. Prove the preceding theorem.

Corollary 3.39. If .X˛/˛2A is an indexed family of nonempty topological spaces
with infinitely many indices such thatX˛ is not a trivial space, then the box topology
on
Q
˛2AX˛ does not satisfy the characteristic property.

Proof. As we remarked above, under the hypotheses of the corollary, the box topol-
ogy is not equal to the product topology. The result follows from the uniqueness
statement of Theorem 3.37. ut

More details on infinite product spaces can be found in [Sie92] or [Mun00].

Disjoint Union Spaces

Our next construction is a way to start with an arbitrary family of topological spaces
and form, in a canonical way, a new space that contains each of the original spaces
as a subspace.

Suppose .X˛/˛2A is an indexed family of nonempty topological spaces. Recall
that their disjoint union is the set

`
˛2AX˛ consisting of all ordered pairs .x;˛/

with ˛ 2 A and x 2 X˛ (see Appendix A). For each ˛ 2 A, there is a canonical
injection �˛ W X˛ !`

˛2AX˛ given by �˛.x/D .x;˛/, and we usually identify each
set X˛ with its image X �̨ D �˛.X˛/.

We define the disjoint union topology on
`
˛2AX˛ by declaring a subset of the

disjoint union to be open if and only if its intersection with each set X˛ (considered
as a subset of the disjoint union) is open in X˛. With this topology,

`
˛2AX˛ is

called a disjoint union space.

I Exercise 3.40. Show that the disjoint union topology is indeed a topology.

Theorem 3.41 (Characteristic Property of Disjoint Union Spaces). Suppose that
.X˛/˛2A is an indexed family of topological spaces, and Y is any topological space.
A map f W `˛2AX˛ ! Y is continuous if and only if its restriction to each X˛ is
continuous. The disjoint union topology is the unique topology on

`
˛2AX˛ with

this property.

Proof. Problem 3-10. ut
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Proposition 3.42 (Other Properties of Disjoint Union Spaces). Let .X˛/˛2A be
an indexed family of topological spaces.

(a) A subset of
`
˛2AX˛ is closed if and only if its intersection with each X˛ is

closed.
(b) Each canonical injection �˛ W X˛ !`

˛2AX˛ is a topological embedding and
an open and closed map.

(c) If each X˛ is Hausdorff, then so is
`
˛2AX˛.

(d) If each X˛ is first countable, then so is
`
˛2AX˛.

(e) If eachX˛ is second countable and the index setA is countable, then
`
˛2AX˛

is second countable.

I Exercise 3.43. Prove Proposition 3.42.

I Exercise 3.44. Suppose .X˛/˛2A is an indexed family of nonempty n-manifolds.
Show that the disjoint union

`
˛2AX˛ is an n-manifold if and only if A is countable.

I Exercise 3.45. LetX be any space and Y be a discrete space. Show that the Cartesian
product X �Y is equal to the disjoint union

`
y2Y X , and the product topology is the

same as the disjoint union topology.

Quotient Spaces

Our last technique for constructing new topological spaces from old ones is some-
what more involved than the preceding ones. It provides us with a way to identify
some points in a given topological space with each other, to obtain a new, smaller
space. This construction plays an important role in “cutting and pasting” arguments
that can be used to define many manifolds.

Let X be a topological space, Y be any set, and q W X ! Y be a surjective map.
Define a topology on Y by declaring a subset U � Y to be open if and only if
q�1.U / is open in X . This is called the quotient topology induced by the map q.

I Exercise 3.46. Show that the quotient topology is indeed a topology.

If X and Y are topological spaces, a map q W X ! Y is called a quotient map if
it is surjective and Y has the quotient topology induced by q. Once q is known to be
surjective, to say it is a quotient map is the same as saying that V is open in Y if and
only if q�1.V / is open in X . It is immediate from the definition that every quotient
map is continuous.

The most common application of the quotient topology is in the following con-
struction. Let � be an equivalence relation on a topological space X (see Appendix
A). For each p 2 X , let Œp� denote the equivalence class of p, and let X=� denote
the set of equivalence classes. This is a partition ofX : that is, a decomposition ofX
into a collection of disjoint nonempty subsets whose union is X . Let q W X !X=�
be the natural projection sending each element of X to its equivalence class. Then
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Fig. 3.8: A quotient of xB2. Fig. 3.9: A quotient of I �I .

X=� together with the quotient topology induced by q is called the quotient space
(or sometimes identification space) of X by the given equivalence relation.

Alternatively, a quotient space can be defined by explicitly giving a partition of
X . Whether a given quotient space is defined in terms of an equivalence relation or
a partition is a matter of convenience.

Because quotient spaces are probably less familiar to you than subspaces or prod-
ucts, we introduce a number of examples before going any further.

Example 3.47. Let I D Œ0;1�� R be the unit interval, and let � be the equivalence
relation on I generated by the single relation 0 � 1: this means x � y if and only
if either x D y or fx;yg D f0;1g. You can think of this space as being obtained
from the unit interval by “attaching its endpoints together.” It is probably intuitively
evident that the quotient space I=� is homeomorphic to the circle S 1. This can be
proved directly from the definition, but the argument is rather involved (try it!). Later
in this section and in the next chapter, we will develop some simple but powerful
tools that will make such proofs easy. (See Examples 3.76 and 4.51.) //

Example 3.48. Let xB2 be the closed unit disk in R2, and let � be the equivalence
relation on xB2 generated by .x;y/ � .�x;y/ for all .x;y/ 2 @B2 (Fig. 3.8). (You
can think of this space as being obtained from xB2 by “pasting” the left half of the
boundary to the right half.) We will prove in Chapter 6 that xB2=� is homeomorphic
to S2. //

Example 3.49. Define an equivalence relation on the square I �I by setting .x;0/�
.x;1/ for all x 2 I , and .0;y/ � .1;y/ for all y 2 I (Fig. 3.9). This can be visual-
ized as the space obtained by pasting the top boundary segment of the square to the
bottom to form a cylinder, and then pasting the left-hand boundary circle of the re-
sulting cylinder to the right-hand one. Later we will prove that the resulting quotient
space is homeomorphic to the torus (see Example 4.52). //

Example 3.50. Define an equivalence relation on R by declaring x � y if x and y
differ by an integer. We will show below that the resulting quotient space is homeo-
morphic to the circle. //

Example 3.51. Define P n, the real projective space of dimension n, to be the set of
1-dimensional linear subspaces (lines through the origin) in RnC1. There is a natural



Quotient Spaces 67

X �I CX

Fig. 3.10: The cone on X .

map q W RnC1X f0g ! Pn defined by sending a point x to its span. We topologize
Pn by giving it the quotient topology with respect to this map. The 2-dimensional
projective space P 2 is usually called the projective plane. It was originally intro-
duced as a tool for analyzing perspective in painting and drawing, because each
point on an artist’s canvas represents the light traveling along one line through a
fixed origin (the artist’s eye).

Projective space can also be viewed in another way. If we define an equivalence
relation on RnC1X f0g by declaring two points x;y to be equivalent if x D �y for
some nonzero real number �, then there is an obvious identification between P n and
the set of equivalence classes. Under this identification, the map q defined above is
just the map sending a point to its equivalence class. //

Example 3.52. Let X be any topological space, and let A be any subset ofX . Let �
be the equivalence relation on X generated by all relations of the form a 1 � a2 for
a1;a2 2 A; the partition associated with this relation is the collection of singletons
fxg for x 2X XA, together with the single set A. The quotient space determined by
this relation is denoted by X=A. Because A projects to a single point in the quotient
space, such a space is said to be obtained by collapsing A to a point. For example,
we will see in the next chapter (Example 4.55) that the space xBn=Sn�1, obtained by
collapsing the boundary of xBn to a point, is homeomorphic to Sn. //

Example 3.53. If X is any topological space, the quotient .X � I /=.X � f0g/ ob-
tained from the “cylinder”X �I by collapsing one end to a point is called the cone
on X , and is denoted byCX (Fig. 3.10). For example, it is easy to see geometrically
(and we will prove it in Example 4.56) that CSn is homeomorphic to Bn. //

Example 3.54. Let X1; : : : ;Xk be nonempty topological spaces. For each i , let p i
be a specific point in Xi ; a choice of such a point is called a base point for Xi . The
wedge sum of the spaces X1; : : : ;Xk determined by the chosen base points, denoted
byX1_� � �_Xk , is the quotient space obtained from the disjoint unionX1q�� �qXk
by collapsing the set fp1; : : : ;pkg to a point. More generally, if .X˛/˛2A is an in-
dexed family of nonempty spaces and p˛ is a choice of base point forX˛, we define
the wedge sum

W
˛2AX˛ similarly as the quotient of

`
˛2AX˛ obtained by collaps-

ing fp˛g˛2A to a point. In other words, we glue the spaces together by identifying
all their base points to a single point, while considering the spaces otherwise dis-
joint. The wedge sum is also called the one-point union. For example, the wedge



68 3 New Spaces from Old

Fig. 3.11: Wedge sum of two lines. Fig. 3.12: Wedge sum of two circles.

sum R_ R is homeomorphic to the union of the x-axis and the y-axis in the plane
(Fig. 3.11), and the wedge sum S1_ S1 is homeomorphic to the figure-eight space
consisting of the union of the two circles of radius 1 centered at .0;1/ and .0;�1/
in the plane (Fig. 3.12). A wedge sum of finitely many copies of S 1 is sometimes
called a bouquet of circles. //

I Exercise 3.55. Show that every wedge sum of Hausdorff spaces is Hausdorff.

Unlike subspaces and product spaces, quotient spaces do not behave well with
respect to most topological properties. In particular, none of the defining properties
of manifolds (locally Euclidean, Hausdorff, second countable) are automatically in-
herited by quotient spaces. In the problems, you will see how to construct a quotient
space of a manifold that is locally Euclidean and second countable but not Haus-
dorff (Problem 3-16), one that is Hausdorff and second countable but not locally
Euclidean (Problem 4-5), and one that is not even first countable (Problem 3-18).

If we wish to prove that a given quotient space is a manifold, we have to prove
at least that it is locally Euclidean and Hausdorff. The following proposition shows
that in many cases this is sufficient.

Proposition 3.56. Suppose P is a second countable space and M is a quotient
space of P . If M is locally Euclidean, then it is second countable. Thus if M is
locally Euclidean and Hausdorff, it is a manifold.

Proof. Let q W P ! M denote the quotient map, and let U be a cover of M by
coordinate balls. The collection

˚
q�1.U / WU 2 U

�
is an open cover ofP , which has

a countable subcover by Theorem 2.50. If we let U 0 � U denote a countable subset
of U such that

˚
q�1.U / W U 2 U0� covers P , then U0 is a countable cover ofM by

coordinate balls. Each such ball is second countable, so M is second countable by
the result of Problem 2-19. ut

Typically, to prove that a given quotient space is Hausdorff, one has to resort to
the definition. For open quotient maps, however, we have the following criterion.

Proposition 3.57. Suppose q W X ! Y is an open quotient map. Then Y is Haus-
dorff if and only if the set R D f.x1;x2/ W q.x1/D q.x2/g is closed in X �X .
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Proof. First assume Y is Hausdorff. If .x1;x2/ … R, then there are disjoint neigh-
borhoods V1 of q.x1/ and V2 of q.x2/, and it follows that q�1.V1/� q�1.V2/ is a
neighborhood of .x1;x2/ that is disjoint from R. Thus R is closed. (This implica-
tion does not require the assumption that q is open.)

Conversely, assume R is closed. Given distinct points y1;y2 2Y , choose x1;x2 2
X such that q.xi / D yi . Because .x1;x2/ … R, there is a product neighborhood
U1�U2 of .x1;x2/ in X �X that is disjoint from R. Since q is open, q.U1/ and
q.U2/ are disjoint neighborhoods of y1 and y2, respectively. ut

The proposition has a convenient restatement in the case of a quotient space
determined by an equivalence relation; its proof is immediate.

Corollary 3.58. Suppose � is an equivalence relation on a space X . If the quotient
map X !X=� is an open map, then X=� is Hausdorff if and only if � is a closed
subset of X �X . ut

As Problem 3-17 shows, the assumption that the quotient map is open cannot
be removed in Proposition 3.57 or its corollary. (But see also Theorem 4.57, which
gives another class of quotient maps for which closedness of R is equivalent to
having a Hausdorff quotient.)

Recognizing Quotient Maps Between Known Spaces

Now we change our perspective somewhat: let us assume that X and Y are both
topological spaces, and explore conditions under which a map q W X ! Y is a quo-
tient map.

Suppose q W X ! Y is a map. Any subset of the form q�1.y/ � X for some
y 2 Y is called a fiber of q. A subset U � X is said to be saturated with respect to
q if U D q�1.V / for some subset V � Y .

I Exercise 3.59. Let q W X ! Y be any map. For a subset U �X , show that the fol-
lowing are equivalent.

(a) U is saturated.
(b) U D q�1.q.U//.
(c) U is a union of fibers.
(d) If x 2U , then every point x0 2X such that q.x/D q.x0/ is also in U .

Although quotient maps do not always take open subsets to open subsets, there
is a useful alternative characterization of quotient maps in terms of saturated open
or closed subsets.

Proposition 3.60. A continuous surjective map q W X ! Y is a quotient map if and
only if it takes saturated open subsets to open subsets, or saturated closed subsets
to closed subsets.

I Exercise 3.61. Prove Proposition 3.60.
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Proposition 3.62 (Properties of Quotient Maps).

(a) Any composition of quotient maps is a quotient map.
(b) An injective quotient map is a homeomorphism.
(c) If q W X ! Y is a quotient map, a subsetK � Y is closed if and only if q�1.K/

is closed in X .
(d) If q W X ! Y is a quotient map andU �X is a saturated open or closed subset,

then the restriction qjU W U ! q.U / is a quotient map.
(e) If fq˛ W X˛ ! Y˛g˛2A is an indexed family of quotient maps, then the map

q W `˛X˛ !`
˛ Y˛ whose restriction to each X˛ is equal to q˛ is a quotient

map.

I Exercise 3.63. Prove Proposition 3.62.

Here are some examples.

Example 3.64. Consider the map q W RnC1 X f0g ! Sn defined by q.x/ D x=jxj.
Observe that q is continuous and surjective, and the fibers of q are open rays in
RnC1 X f0g. Thus the saturated sets are the unions of open rays, and it is easy to
check that q takes saturated open subsets to open subsets and is therefore a quotient
map. //

Example 3.65. Recall the construction of the cone on a topological space X from
Example 3.53. The set X �f1g is a saturated closed subset ofX �I , so the quotient
map X � I ! CX restricts to a quotient map from X � f1g onto its image. If we
denote this image byX �, then the composite mapX 
X�f1g !X � is an injective
quotient map and therefore a homeomorphism. One typically identifies X with its
homeomorphic image X � � CX , thus considering X as a subspace of CX . //

Example 3.66. Consider the map ! W I ! S1 that wraps the interval once around
the circle at constant speed, given (in complex notation) by !.s/ D e 2�is . This
map is continuous and surjective. To show that it is a quotient map, let U � S 1 be
arbitrary; we need to show that U is open if and only if ! �1.U / is open. If U is
open, then !�1.U / is open by continuity. Conversely, suppose !�1.U / is open, and
let z be a point in U . If z ¤ 1, then z D !.s0/ for a unique s0 2 .0;1/, and there is
some " > 0 such that .s0� ";s0C "/� !�1.U /. If z D 1, then both 0 and 1 are in
!�1.z/, so there is some " > 0 such that Œ0;"/[ .1�";1�� !�1.U /. In either case,
it follows that U contains a set of the form S1\W , where W is an open “wedge”
described in polar coordinates by s0�" < � < s0C". It follows that U is open, and
thus ! is a quotient map.

On the other hand, if we restrict ! to Œ0;1/, it is still surjective and continuous,
but it is not a quotient map, because Œ0; 1

2
/ is a saturated open subset of Œ0;1/ whose

image is not open in S1. //

As the preceding example illustrates, it is not always a simple matter to determine
whether a surjective continuous map is a quotient map. The following proposition
gives two very useful sufficient (but not necessary) conditions.
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Proposition 3.67. If q W X ! Y is a surjective continuous map that is also an open
or closed map, then it is a quotient map.

Proof. If q is open, it takes saturated open subsets to open subsets (because it takes
all open subsets to open subsets). If q is closed, it takes saturated closed subsets to
closed subsets. In either case, it is a quotient map by Proposition 3.60. ut
Example 3.68. If X1; : : : ;Xk are topological spaces, then each canonical projection
�i W X1� � � ��Xk ! Xi is a quotient map, because it is continuous, surjective, and
open. //

We have now seen three results (Exercise 2.29 and Propositions 3.16 and 3.67) in
which a map that is open or closed is shown to have some other desirable property.
The next proposition summarizes these results.

Proposition 3.69. Suppose X and Y are topological spaces, and f W X ! Y is a
continuous map that is either open or closed.

(a) If f is injective, it is a topological embedding.
(b) If f is surjective, it is a quotient map.
(c) If f is bijective, it is a homeomorphism. ut

The Characteristic Property and Uniqueness

Next we come to the characteristic property of the quotient topology. This charac-
teristic property turns out to be even more important than those of the subspace,
product, and disjoint union topologies.

Theorem 3.70 (Characteristic Property of the Quotient Topology). Suppose X
and Y are topological spaces and q W X ! Y is a quotient map. For any topological
space Z, a map f W Y ! Z is continuous if and only if the composite map f ıq is
continuous:

X

Y

q
�

f
� Z:

f ıq
�

Proof. This result follows immediately from the fact that for any open subset U �
Z, f �1.U / is open in Y if and only if q�1�f �1.U /

� D .f ı q/�1.U / is open in
X . ut
Theorem 3.71 (Uniqueness of the Quotient Topology). Given a topological space
X , a set Y , and a surjective map q W X ! Y , the quotient topology is the only
topology on Y for which the characteristic property holds.

I Exercise 3.72. Prove the preceding theorem.
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The next theorem is by far the most important consequence of the characteristic
property. It tells us how to define continuous maps out of a quotient space.

Theorem 3.73 (Passing to the Quotient). Suppose q W X ! Y is a quotient map,
Z is a topological space, and f W X !Z is any continuous map that is constant on
the fibers of q (i.e., if q.x/D q.x 0/, then f .x/D f .x0/). Then there exists a unique
continuous map zf W Y !Z such that f D zf ıq:

X

Y

q
�

zf
� Z:

f
�

Proof. The existence and uniqueness of zf follow from elementary set theory: given
y 2 Y , there is some x 2 X such that q.x/ D y, and we can set zf .y/ D f .x/ for
any such x. The hypothesis on f guarantees that zf is unique and well defined.
Continuity of zf is then immediate from the characteristic property. ut

In the situation of the preceding theorem, we say that f passes to the quotient or
descends to the quotient. The proof shows that the map zf can be written explicitly
as zf .q.x//D f .x/, or in the case of a quotient space determined by an equivalence
relation, zf .Œx�/D f .x/.

Example 3.74. Let S be the quotient space of R determined by the equivalence
relation of Example 3.50: x � y if and only if x�y 2 Z. Suppose f W R ! X is a
continuous map that is 1-periodic, meaning that f .x/ D f .xC1/ for all x 2 R. It
follows easily by induction that f .x/D f .y/ whenever x�y 2 Z, so f descends
to a continuous map zf W S !X . //

The next consequence of the characteristic property says that quotient spaces
are uniquely determined up to homeomorphism by the identifications made by their
quotient maps.

Theorem 3.75 (Uniqueness of Quotient Spaces). Suppose q1 W X ! Y1 and
q2 W X ! Y2 are quotient maps that make the same identifications (i.e., q1.x/ D
q1.x

0/ if and only if q2.x/ D q2.x
0/). Then there is a unique homeomorphism

' W Y1 ! Y2 such that ' ıq1 D q2.

Proof. By Theorem 3.73, both q1 and q2 pass uniquely to the quotient as in the
following diagrams:

X

Y1

q1
�

zq2
� Y2;

q2
�

X

Y2

q2
�

zq1
� Y1:

q1
�
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Since both of these diagrams commute, it follows that

zq1 ı .zq2 ıq1/D zq1 ıq2 D q1: (3.4)

Consider another diagram:
X

Y1

q1
�

� Y1:

q1
�

If the dashed arrow is interpreted as zq1 ı zq2, then (3.4) shows that the diagram com-
mutes; it also obviously commutes when the dashed arrow is interpreted as the iden-
tity map of Y1. By the uniqueness part of Theorem 3.73, therefore, these maps must
be equal. Similarly, zq2 ı zq1 is equal to the identity on Y2. Thus ' D zq2 is the re-
quired homeomorphism, and it is the unique such map by the uniqueness statement
of Theorem 3.73. ut

The preceding theorem is extraordinarily useful for showing that a given quotient
space is homeomorphic to a known space. Here is one illustration of the technique.

Example 3.76. To show that the quotient space I=� of Example 3.47 is homeomor-
phic to the circle, all we need to do is exhibit a quotient map ! W I ! S 1 that makes
the same identifications as �. The map described in Example 3.66 is such a map. //

The only difficult part of the preceding proof was the argument in Example 3.66
showing that ! is a quotient map. In the next chapter, we will introduce a simple
but powerful result (the closed map lemma) that will enable us to bypass most such
arguments. (See Example 4.51.)

Adjunction Spaces

The theory of quotient spaces gives us a handy way to construct a new topological
space by “attaching” one space onto another. Suppose X and Y are topological
spaces, A is a closed subspace of Y , and f W A!X is a continuous map. Let � be
the equivalence relation on the disjoint union XqY generated by a � f .a/ for all
a 2A, and denote the resulting quotient space by

X [f Y D .XqY /=�:
Any such quotient space is called an adjunction space, and is said to be formed by
attaching Y to X along f . The map f is called the attaching map. Note that the
equivalence relation identifies each point x 2 X with all of the points (if any) in
f �1.x/� A. If AD ¿, then X [f Y is just the disjoint union space XqY .

Proposition 3.77 (Properties of Adjunction Spaces). Let X [f Y be an adjunc-
tion space, and let q W XqY !X [f Y be the associated quotient map.



74 3 New Spaces from Old

(a) The restriction of q to X is a topological embedding, whose image set q.X/ is
a closed subspace of X [f Y .

(b) The restriction of q to Y XA is a topological embedding, whose image set
q.Y XA/ is an open subspace of X [f Y .

(c) X [f Y is the disjoint union of q.X/ and q.Y XA/.
Proof. We begin by showing that qjX is a closed map. Suppose that B is a closed
subset ofX . To show that q.B/ is closed in the quotient space, we need to show that
q�1.q.B// is closed in XqY , which is equivalent to showing that its intersections
withX and Y are closed inX and Y , respectively. From the form of the equivalence
relation, it follows that q�1.q.B//\X D B , which is closed in X by assumption;
and q�1.q.B//\Y D f �1.B/, which is closed in A by the continuity of f , and
thus is closed in Y because A is closed in Y . It follows, in particular, that q.X/ is
closed in X [f Y .

Now qjX is clearly injective because the equivalence relation does not identify
any points in X with each other. Because it is also closed, it is a topological embed-
ding by Proposition 3.69. This proves (a).

To prove (b), we just note that Y XA is a saturated open subset of X qY , so
the restriction qjYXA W Y XA! q.Y XA/ is a quotient map by Proposition 3.62(d),
and since it is bijective it is a homeomorphism. Its image is open in X [f Y by
definition of the quotient topology.

Finally, part (c) is an easy consequence of the definition of the equivalence rela-
tion. ut

Because of the preceding proposition, one typically identifies X with q.X/ and
Y XA with q.Y XA/, considering each as a subspace of the adjunction space.

Example 3.78 (Adjunction Spaces).

(a) Suppose X and Y are topological spaces with chosen base points x 2 X and
y 2 Y . Let A D fyg � Y , and define f W A ! X by f .y/ D x. Then the ad-
junction space X [f Y is just the wedge sum X _Y (Example 3.54).

(b) Let A D S1 � xB2, and let f W A ,! xB2 be the inclusion map. Then the ad-
junction space xB2[f xB2 is homeomorphic to S2, as you can check using the
techniques of the previous section. //

The adjunction space construction is particularly important as a tool for con-
structing manifolds. SupposeM andN are n-dimensional manifolds with nonempty
boundaries, such that @M and @N are homeomorphic. Let h W @N ! @M be a home-
omorphism. Assuming the theorem on the invariance of the boundary, we conclude
from Corollary 2.60 that @N is a closed subset ofN , so we can define the adjunction
space M [hN (considering h as a map into M ). This space is said to be formed by
attaching M and N together along their boundaries.

Theorem 3.79 (Attaching Manifolds along Their Boundaries). With M , N , and
h as above, M [hN is an n-manifold (without boundary). There are topological
embeddings e W M ! M [h N and f W N ! M [h N whose images are closed
subsets of M [hN satisfying
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Fig. 3.13: Attaching along boundaries.

e.M/[f .N /DM [hN I
e.M/\f .N /D e.@M/D f .@N /:

Proof. First we need to show thatM [hN is locally Euclidean of dimension n. Let
q W M qN !M [hN denote the quotient map, and write S D q.@M [@N/. Note
that IntM q IntN is a saturated open subset of M qN , and therefore q restricts
to a quotient map from IntM q IntN onto .M [hN/XS . Because this restriction
is injective, it is a homeomorphism, and thus .M [hN/XS is locally Euclidean of
dimension n. Thus we need only consider points in S .

Suppose s 2 S , and let y 2 @N and x D h.y/ 2 @M be the two points in the
fiber q�1.s/. We can choose coordinate charts .U;'/ for M and .V; / for N such
that x 2 U and y 2 V , and let yU D '.U /, yV D  .V / � Hn. It is useful in this
proof to identify Hn with Rn�1 � Œ0;1/ and Rn with Rn�1 � R. By shrinking U
and V if necessary, we may assume that h.V \ @N/ D U \ @M , and that yU D
U0� Œ0;"/ and yV D V0� Œ0;"/ for some " > 0 and some open subsets U0;V0 � Rn�1
(Fig. 3.13). Then we can write the coordinate maps as '.x/ D .'0.x/;'1.x// and
 .y/ D . 0.y/; 1.y// for some continuous maps '0 W U ! U0, '1 W U ! Œ0;"/,
 0 W V ! V0, and 1 W V ! Œ0;"/. Our assumption that x and y are boundary points
means that '1.x/D  1.y/D 0.

We wish to assemble these two charts into a map whose image is an open subset
of Rn, by matching them up along corresponding points in @M and @N . As they
stand, however, the maps ' and  might not take corresponding boundary points to
the same image point, so we need to adjust for that. Both of the restrictions

'0jU\@M W U \@M ! U0;  0jV\@N W V \@N ! V0

are homeomorphisms. Define a homeomorphism ˇ W V0 ! U0 by
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ˇ D �
'0jU\@M

�ıhı � 0jV\@N
��1

;

and let B W yV ! Rn be the map

B.x1; : : : ;xn/D �
ˇ.x1; : : : ;xn�1/;�xn/:

Geometrically, B rearranges the boundary points according to the map ˇ, and then
“flips” each vertical line segment above a boundary point to a line segment below
the image point. Our construction ensures that for y 2 V \@N ,

B ı .y/D .ˇ ı 0.y/;0/D .'0 ıh.y/;0/D ' ıh.y/: (3.5)

Now define z̊ W U qV ! Rn by

z̊.y/D
(
'.y/; y 2 U;
B ı .y/; y 2 V:

Because U qV is a saturated open subset of M qN , the restriction of q to it is a
quotient map onto the neighborhood q.U qV / of s, and (3.5) shows that z̊ passes
to the quotient and defines an injective continuous map ˚ W q.U qV /! Rn. Since
',  , and B are homeomorphisms onto their images, we can define an inverse for
˚ as follows:

˚�1.y/D
(
q ı'�1.y/; yn � 0;

q ı �1 ıB�1.y/; yn � 0:

These two definitions agree where they overlap, so the resulting map is continu-
ous by the gluing lemma. Thus ˚ is a homeomorphism, and M [ h N is locally
Euclidean of dimension n.

The quotient space M [hN is second countable by Proposition 3.56. To prove
that it is Hausdorff, we need to show that the fibers of q can be separated by sat-
urated open subsets. It is straightforward to check on a case-by-case basis that the
preimages of sufficiently small coordinate balls will do.

It follows immediately from Proposition 3.77(a) that the quotient map q restricts
to a topological embedding of N into M [h N with closed image. On the other
hand, because h is a homeomorphism, it is easy to see that M [hN is also equal to
N [h�1 M , so q also restricts to a topological embedding of M with closed image.
The union of the images of these embeddings is all ofM [hN , and their intersection
is the set S defined above, which is exactly the image of either boundary. ut

Here is an important example of the preceding construction.

Example 3.80 (The Double of a Manifold with Boundary). Suppose M is an n-
dimensional manifold with boundary. If h W @M ! @M is the identity map, the re-
sulting quotient spaceM [hM is denoted byD.M/ and called the double of M . It
can be visualized as the space obtained by attaching two copies of M to each other
along their common boundary. (If @M D ¿, thenD.M/ is just the disjoint union of
two copies of M .) //
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The following proposition is an immediate consequence of Theorem 3.79.

Proposition 3.81. Every n-manifold with boundary is homeomorphic to a closed
subset of an n-manifold without boundary. ut

This construction can be used to extend many results about manifolds to mani-
folds with boundary. For example, any property that holds for all closed subsets of
manifolds is also shared by manifolds with boundary.

Topological Groups and Group Actions

When we combine the topological concepts introduced in this chapter with a little
group theory, we obtain a rich source of interesting topological spaces. A topologi-
cal group is a groupG endowed with a topology such that the mapsm W G�G !G

and i W G !G given by

m.g1;g2/D g1g2; i.g/D g�1

are continuous, where the product and inverse are those of the group structure ofG.
(Of course, continuity ofm is understood to be with respect to the product topology
on G�G.)

Example 3.82 (Topological Groups). Each of the following is a topological group:

� the real line R with its additive group structure and Euclidean topology
� the set R� D R X f0g of nonzero real numbers under multiplication, with the

Euclidean topology
� the set C� D C X f0g of nonzero complex numbers under complex multiplica-

tion, with the Euclidean topology
� the general linear group GL.n;R/, which is the set of n�n invertible real ma-

trices under matrix multiplication, with the subspace topology obtained from
Rn

2
(where we identify an n�nmatrix with a point in Rn2

by using the matrix
entries as coordinates)

� the complex general linear group GL.n;C/, the set of n�n invertible complex
matrices under matrix multiplication

� any group whatsoever, with the discrete topology (any such group is called a
discrete group) //

I Exercise 3.83. Verify that each of the above examples is a topological group. For the
real and complex general linear groups, you will need to recall or look up Cramer’s rule.

Proposition 3.84. Any subgroup of a topological group is a topological group with
the subspace topology. Any finite product of topological groups is a topological
group with the direct product group structure and the product topology.

I Exercise 3.85. Prove Proposition 3.84.
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Example 3.86 (More Topological Groups). In view of Proposition 3.84, each of
the following is a topological group, with the product topology or subspace topology
as appropriate:

� Euclidean space Rn D R�� � �� R as a group under vector addition
� the group RC � R� of positive real numbers under multiplication
� the circle S1 � C� under complex multiplication
� the n-torus T n D S1� � � ��S1, with the direct product group structure
� the orthogonal group O.n/, which is the subgroup of GL.n;R/ consisting of

orthogonal matrices (i.e., matrices whose columns are orthonormal) //

IfG is a topological group and g 2G, left translation by g is the mapLg W G !
G defined by Lg.g0/D gg0. It is continuous, because it is equal to the composition

G
ig!G�G m!G;

where ig.g0/ D .g;g0/ and m is group multiplication. Because Lg ıLg�1 D IdG ,
left translation by any element of g is a homeomorphism of G. Similarly, right
translation by g, Rg.g0/D g0g, is also a homeomorphism.

A topological space X is said to be topologically homogeneous if for any
x;y 2 X , there is a homeomorphism ' W X ! X taking x to y. Intuitively, this
means that X “looks the same” from the vantage of any point. Every topological
group G is topologically homogeneous, because for any g;g 0 2 G, the left transla-
tion Lg 0g�1 is a homeomorphism of G taking g to g 0. This implies, in particular,
that many topological spaces cannot be given the structure of a topological group.
For example, if X is the union of the x-axis and the y-axis in R2, and we accept
the fact (which will be proved in the next chapter) that the origin has no locally
Euclidean neighborhood in X , then it follows that X has no group structure making
it into a topological group.

Group Actions

Our next construction is a far-reaching generalization of Examples 3.50 and 3.51.
Suppose G is a group (not necessarily a topological group for now), and X is a

set. A left action of G on X is a map G�X !X , written .g;x/ 7! g �x, with the
following properties:

(i) g1 � .g2 �x/D .g1g2/ �x for all x 2X and all g1;g2 2G.
(ii) 1 �x D x for all x 2X .

Similarly, a right action is a mapX �G !X , written .x;g/ 7! x �g, with the same
properties except that composition works in reverse: .x �g1/ �g2 D x � .g1g2/.

Any right action determines a left action in a canonical way, and vice versa, by
the correspondence

g �x D x �g�1:
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Thus for many purposes, the choice of left or right action is a matter of taste. We
usually choose to focus on left actions because the composition law mimics com-
position of functions, and unless we specify otherwise, groups will always be un-
derstood to act on the left. However, we will see some situations in which an action
appears naturally as a right action.

Now, suppose X is a topological space and G is a group acting on X . (Let us
say for definiteness that it acts on the left.) The action is called an action by home-
omorphisms if for each g 2 G, the map x 7! g � x is a homeomorphism of X . If
in addition G is a topological group, the action is said to be continuous if the map
G �X ! X is continuous. The next proposition explains the relationship between
the two concepts.

Proposition 3.87. Suppose G is a topological group acting on a topological space
X .

(a) If the action is continuous, then it is an action by homeomorphisms.
(b) If G has the discrete topology, then the action is continuous if and only if it is

an action by homeomorphisms.

Proof. First suppose the action is continuous. This means, in particular, that for each
g 2G the map x 7! g �x is continuous fromX to itself, because it is the composition
x 7! .g;x/ 7! g �x. Each such map is a homeomorphism, because the definition of
a group action guarantees that it has a continuous inverse x 7! g�1 �x. Thus G acts
by homeomorphisms.

Now, suppose G has the discrete topology. If G acts by homeomorphisms, then
the map G �X ! X defined by the action is continuous when restricted to each
subset of the form fgg �X . Since these subsets form an open cover of G�X , this
implies that the action is continuous. ut

For any x 2 X , the set G �x D fg �x W g 2 Gg � X is called the orbit of x. The
action is said to be transitive if for every pair of points x;y 2 X , there is a group
element g such that g �x D y, or equivalently if the orbit of each point is the entire
space X . The action is said to be free if the only element of G that fixes any point
in X is the identity; that is, if g �x D x for some x implies g D 1.

Example 3.88 (Continuous Group Actions).

(a) The general linear group GL.n;R/ acts on the left on Rn by matrix multiplica-
tion, considering each vector in Rn as a column matrix. The action is continu-
ous, because the component functions of g �x are polynomial functions of the
components of g and x. Given any nonzero vector x 2 Rn, we can find vectors
x2; : : : ;xn such that .x;x2; : : : ;xn/ is a basis for Rn, and then the matrix g with
columns .x;x2; : : : ;xn/ is invertible and takes the vector .1;0; : : : ;0/ to x. If
y is any other nonzero vector, the same argument shows that there is a matrix
h 2 GL.n;R/ taking .1;0; : : : ;0/ to y, and then hg�1 takes x to y. Thus there
are only two orbits: RnX f0g and f0g.
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(b) The orthogonal group O.n/ acts continuously on R n by matrix multiplication
as well; this is just the restriction of the action in part (a) to O.n/� Rn �
GL.n;R/� Rn. Since any unit vector x can be completed to an orthonormal
basis .x;x2; : : : ;xn/, the argument in the preceding paragraph shows that for
any two unit vectors x and y there is an an orthogonal matrix taking x to
y. If x and y are any two nonzero vectors with the same length, there is an
orthogonal matrix taking x=jxj to y=jyj, and this matrix also takes x to y.
Since multiplication by an orthogonal matrix preserves lengths of vectors, the
orbits of the O.n/ action on Rn are f0g and the spheres centered at 0.

(c) The restriction of the action of O.n/ to the unit sphere in Rn yields a transitive
action on Sn�1.

(d) The group R� acts on RnXf0g by scalar multiplication. The action is free, and
the orbits are the lines through the origin (with the origin removed).

(e) Any topological groupG acts continuously, freely, and transitively on itself on
the left by left translation: g �g0 DLg.g

0/D gg0. Similarly,G acts on itself on
the right by right translation.

(f) If � is a subgroup of the topological group G (with the subspace topology),
then group multiplication on the left or right defines a left or right action of �
on G; it is just the restriction of the action of G on itself to � �G or G �� .
This action is continuous and free, but in general not transitive.

(g) The two-element discrete group f˙1g acts freely on S n by multiplication:
˙1 �x D ˙x. This is an action by homeomorphisms, and because the group is
discrete, it is continuous. Each orbit is a pair of antipodal points: fx;�xg. //

Given an action of a group G on a space X (not necessarily continuous or even
by homeomorphisms), we define a relation on X by saying x 1 � x2 if there is an
element g 2G such that g �x1 D x2. This is reflexive because 1 �x D x for each x; it
is symmetric because g �x1 D x2 implies g�1 �x2 D x1; and it is transitive because
g �x1 D x2 and g0 �x2 D x3 imply g0g �x1 D x3. Thus it is an equivalence relation.
The equivalence classes are precisely the orbits of the group action. The resulting
quotient space is denoted by X=G, and is called the orbit space of the action. If the
action is transitive, the orbit space is a single point, so only nontransitive actions
yield interesting examples.

Let us examine the quotients determined by some of the group actions described
in Example 3.88.

Example 3.89. As we mentioned above, the action of GL.n;R/ on Rn by matrix
multiplication has two orbits, so the quotient space has exactly two points: a D
q
�
Rn X f0g� and b D q.f0g/. The only saturated open subsets of Rn are Rn, RnX

f0g, and ¿, so the open subsets of the quotient space are fa;bg, fag, and ¿. This
quotient space is not Hausdorff. //

Example 3.90. The quotient space of Rn by O.n/ is homeomorphic to Œ0;1/ (see
Problem 3-24). //

Example 3.91. The real projective space P n of Example 3.51 is exactly the orbit
space of the action of R� on RnC1X f0g by scalar multiplication. //
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A particularly important special case arises when G is a topological group and
we consider the action of a subgroup � � G on G (Example 3.88(f) above). An
orbit of the right action of � on G is a set of the form fg	 W 	 2 � g, which is
precisely the left coset g� . Thus the orbit space of the right action of � on G is the
set G=� of left cosets with the quotient topology. This quotient space is called the
(left) coset space of G by � . (It is unfortunate but unavoidable that the right action
produces a left coset space and vice versa. If G is abelian, the situation is simpler,
because then the left action and right action of � are equal to each other.)

Example 3.92. As an application, let us consider the coset space R=Z. Because Z
is a subgroup of the topological group R, there is a natural free continuous action
of Z on R by translation: n � x D nCx. (Because R is abelian, we might as well
consider it as a left action.) The orbits are exactly the equivalence classes of the
relation defined in Example 3.50 above, x � y if and only if x�y 2 Z. Thus the
quotient space of that example is the same as the coset space R=Z.

Consider also the map " W R ! S1 defined (in complex notation) by

".r/D e2�ir :

It is straightforward to check that this is a local homeomorphism and thus an open
map, so it is a quotient map. Because it makes the same identifications as the quo-
tient map R ! R=Z, the uniqueness of quotient spaces tells us that R=Z is homeo-
morphic to S1. (We will be returning to this map ", which we call the exponential
quotient map, extensively in this book.)

More generally, the discrete subgroup Zn acts freely on Rn by translation. By
similar reasoning, the quotient space Rn=Zn is homeomorphic to the n-torus T n D
S1� � � �� S1. //

Problems

3-1. Suppose M is an n-dimensional manifold with boundary. Show that @M is
an .n� 1/-manifold (without boundary) when endowed with the subspace
topology. You may use without proof the fact that IntM and @M are disjoint.

3-2. Suppose X is a topological space and A� B �X . Show that A is dense in
X if and only if A is dense in B and B is dense in X .

3-3. Show by giving a counterexample that the conclusion of the gluing lemma
(Lemma 3.23) need not hold if fA ig is an infinite closed cover.

3-4. Show that every closed ball in Rn is an n-dimensional manifold with bound-
ary, as is the complement of every open ball. Assuming the theorem on the
invariance of the boundary, show that the manifold boundary of each is equal
to its topological boundary as a subset of Rn, namely a sphere. [Hint: for the
unit ball in Rn, consider the map � ı��1 W Rn ! Rn, where � is the stere-
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ographic projection and � is a projection from RnC1 to Rn that omits some
coordinate other than the last.]

3-5. Show that a finite product of open maps is open; give a counterexample to
show that a finite product of closed maps need not be closed.

3-6. Let X be a topological space. The diagonal of X �X is the subset 
 D
f.x;x/ W x 2 Xg � X �X . Show that X is Hausdorff if and only if 
 is
closed in X �X .

3-7. Show that the space X of Problem 2-22 is homeomorphic to R d �R, where
Rd is the set R with the discrete topology.

3-8. Let X denote the Cartesian product of countably infinitely many copies of
R (which is just the set of all infinite sequences of real numbers), endowed
with the box topology. Define a map f W R ! X by f .x/ D .x;x;x; : : : /.
Show that f is not continuous, even though each of its component functions
is.

3-9. Let X be as in the preceding problem. Let X C � X be the subset consist-
ing of sequences of strictly positive real numbers, and let z denote the zero
sequence, that is, the one whose terms are zi D 0 for all i . Show that z is in
the closure of XC, but there is no sequence of elements of XC converging
to z. Then use the sequence lemma to conclude that X is not first countable,
and thus not metrizable.

3-10. Prove Theorem 3.41 (the characteristic property of disjoint union spaces).

3-11. Proposition 3.62(d) showed that the restriction of a quotient map to a satu-
rated open subset is a quotient map onto its image. Show that the “saturated”
hypothesis is necessary, by giving an example of a quotient map f W X ! Y

and an open subset U � X such that f jU W U ! Y is surjective but not a
quotient map.

3-12. SupposeX is a topological space and .X˛/˛2A is an indexed family of topo-
logical spaces.

(a) For any subset S � X , show that the subspace topology on S is the
coarsest topology for which �S W S ,!X is continuous.

(b) Show that the product topology is the coarsest topology on
Q
˛2AX˛

for which every canonical projection �˛ W Q˛2AX˛ ! X˛ is continu-
ous.

(c) Show that the disjoint union topology is the finest topology on
`
˛X˛

for which every canonical injection �˛ W X˛ !`
˛X˛ is continuous.

(d) Show that if q W X ! Y is any surjective map, the quotient topology on
Y is the finest topology for which q is continuous.

3-13. Suppose X and Y are topological spaces and f W X ! Y is a continuous
map. Prove the following:

(a) If f admits a continuous left inverse, it is a topological embedding.
(b) If f admits a continuous right inverse, it is a quotient map.
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Fig. 3.14: The space of Problem 3-17, with two basis subsets shown.

(c) Give examples of a topological embedding with no continuous left in-
verse, and a quotient map with no continuous right inverse.

3-14. Show that real projective space P n is an n-manifold. [Hint: consider the
subsets Ui � RnC1 where xi D 1.]

3-15. Let CP n denote the set of all 1-dimensional complex subspaces of C nC1,
called n-dimensional complex projective space. Topologize CP n as the
quotient .CnC1Xf0g/=C�, where C� is the group of nonzero complex num-
bers acting by scalar multiplication. Show that CP n is a 2n-manifold. [Hint:
mimic what you did in Problem 3-14.]

3-16. Let X be the subset .R�f0g/[ .R�f1g/� R2. Define an equivalence rela-
tion onX by declaring .x;0/� .x;1/ if x ¤ 0. Show that the quotient space
X=� is locally Euclidean and second countable, but not Hausdorff. (This
space is called the line with two origins.)

3-17. This problem shows that the conclusion of Proposition 3.57 need not be true
if the quotient map is not assumed to be open. Let X be the following subset
of R2 (Fig. 3.14):

X D �
.0;1/� .0;1/�[ f.0;0/g [ f.1;0/g:

For any " 2 .0;1/, let C" and D" be the sets

C" D f.0;0/g [ �.0; 1
2
/� .0;"/�;

D" D f.1;0/g [ �.1
2
;1/� .0;"/�:

Define a basis B for a topology onX consisting of all open rectangles of the
form .a1;b1/� .a2;b2/ with 0� a1 < b1 � 1 and 0� a2 < b2 � 1, together
with all subsets of the form C" or D".

(a) Show that B is a basis for a topology on X .
(b) Show that this topology is Hausdorff.
(c) Show that the subset AD f.0;0/g [ �.0; 1

2
�� .0;1/� is closed in X .

(d) Let � be the relation on X generated by a � a 0 for all a;a0 2 A. Show
that � is closed in X �X .

(e) Show that the quotient space X=A obtained by collapsing A to a point
is not Hausdorff.
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3-18. Let A � R be the set of integers, and let X be the quotient space R=A
obtained by collapsingA to a point as in Example 3.52. (We are not using the
notation R=Z for this space because that has a different meaning, described
in Example 3.92.)

(a) Show that X is homeomorphic to a wedge sum of countably infinitely
many circles. [Hint: express both spaces as quotients of a disjoint union
of intervals.]

(b) Show that the equivalence class A does not have a countable neighbor-
hood basis in X , so X is not first or second countable.

3-19. Let G be a topological group and let H � G be a subgroup. Show that its
closure xH is also a subgroup.

3-20. Suppose G is a group that is also a topological space. Show that G is a
topological group if and only if the mapG�G!G given by .x;y/ 7! xy �1
is continuous.

3-21. Let G be a topological group and � �G be a subgroup.

(a) For each g 2 G, show that there is a homeomorphism �g W G=� !
G=� such that the following diagram commutes:

G
Lg� G

G=�
�

�g
� G=�:

�

(b) Show that every coset space is topologically homogeneous.

3-22. Let G be a group acting by homeomorphisms on a topological space X , and
let O �X �X be the subset defined by

O D f.x1;x2/ W x1 D g �x2 for some g 2Gg: (3.6)

It is called the orbit relation because .x1;x2/ 2 O if and only if x1 and x2
are in the same orbit.

(a) Show that the quotient map X !X=G is an open map.
(b) Conclude that X=G is Hausdorff if and only if O is closed in X �X .

3-23. Suppose � is a normal subgroup of the topological group G. Show that
the quotient group G=� is a topological group with the quotient topology.
[Hint: it might be helpful to use Problems 3-5 and 3-22.]

3-24. Consider the action of O.n/ on Rn by matrix multiplication as in Example
3.88(b). Prove that the quotient space is homeomorphic to Œ0;1/. [Hint:
consider the function f W Rn ! Œ0;1/ given by f .x/D jxj.]



Chapter 4

Connectedness and Compactness

In this chapter we treat two topological properties that are of central importance in
our study of manifolds: connectedness and compactness.

The first of these, connectedness, has a meaning that is intuitively easy to grasp:
a space is connected if and only if it is not homeomorphic to a disjoint union of two
or more nonempty spaces. (This is not the definition, but it is equivalent to the def-
inition by the result of Exercise 4.5.) The definition of connectedness is formulated
so that connected spaces will behave similarly to intervals in the real line, so, for
example, a continuous real-valued function on a connected space satisfies the inter-
mediate value theorem. We also introduce a variant of connectedness called path
connectedness, which is stronger than connectedness but usually easier to verify,
and is equivalent to connectedness in the case of manifolds. Then we discuss local
versions of both properties.

Compactness is a somewhat less intuitive concept than connectedness, but proba-
bly more important in the overall scheme of things. The definition of compactness is
chosen so that compact topological spaces will have many of the same properties en-
joyed by closed and bounded subsets of Euclidean spaces. In particular, continuous
real-valued functions on compact spaces always achieve their maxima and minima.

After introducing compact spaces and proving their most important properties,
we embark on a series of variations on the theme. First, we introduce two alterna-
tive versions of compactness, called limit compactness and sequential compactness,
which are often easier to work with and are equivalent to compactness for manifolds.
Then we introduce two important generalizations of compactness— local compact-
ness and paracompactness—each of which has important applications, and which
are satisfied by all manifolds as well as most other common spaces.

At the end of the chapter, we explore an important class of maps defined in terms
of compact sets, the proper maps, to which we will return repeatedly.

There are many new definitions and concepts in this chapter, and it is likely that
they will seem bewildering at first. But if you keep your attention focused primarily
on manifolds, things become simpler.

J.M. Lee, Introduction to Topological Manifolds, Graduate Texts in Mathematics 202,
DOI 10.1007/978-1-4419-7940-7_4, © Springer Science+Business Media, LLC 2011
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Connectedness

One of the most important elementary facts about continuous functions is the inter-
mediate value theorem: if f is a continuous real-valued function defined on a closed
bounded interval Œa;b�, then f takes on every value between f .a/ and f .b/. The
key idea here is the “connectedness” of intervals. In this section we generalize this
concept to topological spaces.

Definitions and Basic Properties

A topological space X is said to be disconnected if it can be expressed as the union
of two disjoint, nonempty, open subsets. Any such subsets are said to disconnect X .
If X is not disconnected, it is said to be connected. Note that by this definition, the
empty set is connected.

By definition, connectedness and disconnectedness are properties of spaces, un-
like openness or closedness, which are properties of subsets of a space. We can also
talk about connected or disconnected subsets of a topological space, by which we
always mean connected or disconnected in the subspace topology.

Here is a useful alternative characterization of connectedness.

Proposition 4.1. A topological space X is connected if and only if the only subsets
of X that are both open and closed in X are ¿ and X itself.

Proof. Assume first that X is connected, and suppose that U � X is open and
closed. Then V DX XU is also open and closed. If both U and V were nonempty,
then they would disconnect X ; therefore, either V is empty, which means that
U DX , or U is empty.

Conversely, supposeX is disconnected. Then we can writeX DU [V , whereU
and V are disjoint, nonempty, open subsets. Both U and V are also closed, because
their complements are open. Thus U and V are open and closed subsets of X , and
neither is equal to X or ¿. ut

The characterization given in Proposition 4.1 is one of the most useful features
of connected spaces, and can often be used to prove that some subset of a connected
space is equal to the whole space. Here is an example.

Proposition 4.2. SupposeX is a nonempty connected space. Then every continuous
map from X to a discrete space is constant.

Proof. Let Y be a discrete space, and suppose f W X ! Y is continuous. Choose
any x 2 X , and let c D f .x/. Because the singleton fcg is both open and closed
in Y , its preimage f �1.c/ is both open and closed in X . Since it is not empty by
hypothesis, it must be all of X . Thus f is constant. ut
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Fig. 4.1: The real line minus 0. Fig. 4.2: Union of two disks.

I Exercise 4.3. Suppose X is a connected topological space, and � is an equivalence
relation on X such that every equivalence class is open. Show that there is exactly one
equivalence class, namely X itself.

I Exercise 4.4. Prove that a topological space X is disconnected if and only there exists
a nonconstant continuous function from X to the discrete space f0;1g.

I Exercise 4.5. Prove that a topological space is disconnected if and only if it is homeo-
morphic to a disjoint union of two or more nonempty spaces.

Example 4.6. Each of the following topological spaces is disconnected.

(a) R X f0g (Fig. 4.1) is disconnected by the two open subsets fx W x > 0g and
fx W x < 0g.

(b) Let Y be the union of the two disjoint closed disks xB1.2;0/ and xB1.�2;0/ in
R2 (Fig. 4.2). Each of the disks is open in Y , so the two disks disconnect Y .

(c) Let Q2 denote the set of points in R2 with rational coordinates, with the sub-
space topology. Then Q2 is disconnected by, say, f.x;y/ 2 Q2 W x < �g and
f.x;y/ 2 Q2 W x > �g. //

On the other hand, it is intuitively clear that the open and closed unit disks, the
circle, the whole plane, and the real line are all connected, at least in the everyday
sense of the word. Proving it, however, is not so easy, because for each space we
would have to show that it is impossible to find a pair of sets that disconnect it. We
will soon come up with an easy technique for proving connectedness that works in
most practical cases, including that of manifolds.

The most important feature of connectedness is that continuous images of con-
nected sets are connected.

Theorem 4.7 (Main Theorem on Connectedness). LetX;Y be topological spaces
and let f W X ! Y be a continuous map. IfX is connected, then f .X/ is connected.

Proof. By replacing Y with f .X/, we may as well assume that f is surjective. We
prove the contrapositive. If Y is disconnected, then it is the union of two nonempty,
disjoint, open subsets U;V . It follows immediately that f �1.U / and f �1.V / dis-
connect X , so X is also disconnected. ut
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One immediate consequence of the main theorem is the fact that connectedness
is a topological property.

Corollary 4.8 (Topological Invariance of Connectedness). Every space homeo-
morphic to a connected space is connected. ut
Proposition 4.9 (Properties of Connected Spaces).

(a) Suppose X is any space and U;V are disjoint open subsets of X . If A is a
connected subset of X contained in U [V , then either A� U or A� V .

(b) If X is a space that contains a dense connected subset, then X is connected.
(c) Suppose X is any space and A � X is connected. Then xA is connected, as is

any subset B such that A� B � xA.
(d) Let X be a space, and let fB˛g˛2A be a collection of connected subspaces of

X with a point in common. Then
S
˛2AB˛ is connected.

(e) Every product of finitely many connected spaces is connected.
(f ) Every quotient space of a connected space is connected.

Proof. For part (a), if A contained points in both U and V , then A\U and A\V
would disconnect A.

For (b), let A � X be a dense connected subset, and assume for the sake of
contradiction that U and V disconnect X . Then part (a) shows that A is contained
in one of the sets, say U . It follows that X D xA � xU D U . But this implies that V
is empty, which is a contradiction.

To prove (c), supposeA is connected andA�B � xA. BecauseA is dense in xA, it
follows from Problem 3-2 that A is dense in B . Then (b) shows that B is connected.
Applying this with B D xA then shows that xA is connected.

For part (d), let p be a point that is contained in B˛ for every ˛, and suppose
U and V are disjoint open subsets of

S
˛2AB˛ . Assume without loss of generality

that p lies in U . By part (a), each B˛ is entirely contained in U , and thus so is their
union; therefore, there can be no disconnection of

S
˛2AB˛ .

For part (e), since X1� � � � �Xk D .X1� � � � �Xk�1/�Xk , by induction it suf-
fices to consider a product of two spaces. Thus let X and Y be connected spaces,
and suppose for contradiction that there are open subsets U and V that disconnect
X � Y . Let .x0;y0/ be a point in U . The set fx0g � Y is connected because it is
homeomorphic to Y ; since it contains the point .x0;y0/ 2 U , it must be entirely
contained in U by part (a). For each y 2 Y , the set X � fyg is also connected and
has a point .x0;y/ 2 U , so it must also be contained in U . Since X �Y is the union
of the sets X � fyg for y 2 Y , it follows that U D X �Y and V is empty, which
contradicts our assumption.

Finally, (f) follows from Theorem 4.7 and the fact that quotient maps are surjec-
tive. ut

I Exercise 4.10. Suppose M is a connected manifold with nonempty boundary. Show
that its double D.M/ is connected (see Example 3.80).
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U V

a bc

Fig. 4.3: Proof that an interval is connected.

Although Proposition 4.9 gives us a number of ways of building new connected
spaces out of given ones, so far we have no examples of spaces to start with that are
known to be connected (except a one-point space, which does not carry us very far).
The one example of a space that can be shown to be connected by “brute force” is
the one that enters into the proof of the intermediate value theorem: an interval in
the real line. (See Appendix B for the general definition of intervals.)

Proposition 4.11. A nonempty subset of R is connected if and only if it is a singleton
or an interval.

Proof. Singletons are obviously connected, so we may as well assume that J � R
contains at least two points. First assume that J is an interval. If it is not connected,
there are open subsets U;V � R such that U \J and V \J disconnect J . Choose
a 2U \J , b 2 V \J , and assume (interchangingU and V if necessary) that a < b
(Fig. 4.3). Then Œa;b� � J because J is an interval. Since U and V are both open,
there exists " > 0 such that Œa;aC "/ � U \J and .b� ";b�� V \J .

Let c D sup.U \ Œa;b�/. By our choice of ", we have aC " � c � b� ". In par-
ticular, c is between a and b, so c 2 J � U [V . But if c were in U , it would have
a neighborhood .c� ı;cC ı/ � U , which would contradict the definition of c. On
the other hand, if c were in V , it would have a neighborhood .c � ı;cC ı/ � V ,
which is disjoint from U , again contradicting the definition of c. Therefore, J is
connected.

Conversely, assume that J is not an interval. This means that there exist a< c < b
with a;b 2 J but c … J . Then the sets .�1;c/\J and .c;1/\J disconnect J , so
J is not connected. ut

An immediate consequence of this proposition is the following generalized in-
termediate value theorem.

Theorem 4.12 (Intermediate Value Theorem). Suppose X is a connected topo-
logical space, and f W X ! R is continuous. If p;q 2X , then f attains every value
between f .p/ and f .q/.

Proof. By the main theorem on connectedness, f .X/ is connected, so it must be a
singleton or an interval. ut
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Path Connectedness

Now we can give a simple but powerful sufficient condition for connectedness,
based on the following definitions. Let X be a topological space and p;q 2 X . A
path in X from p to q is a continuous map f W I ! X such that f .0/ D p and
f .1/D q, where I D Œ0;1� is the unit interval. We say that X is path-connected if
for every p;q 2X , there is a path in X from p to q.

Proposition 4.13 (Properties of Path-Connected Spaces).

(a) Every continuous image of a path-connected space is path-connected.
(b) LetX be a space, and let fB˛g˛2A be a collection of path-connected subspaces

of X with a point in common. Then
S
˛2AB˛ is path-connected.

(c) Every product of finitely many path-connected spaces is path-connected.
(d) Every quotient space of a path-connected space is path-connected.

I Exercise 4.14. Prove the preceding proposition.

Theorem 4.15. Path connectedness implies connectedness.

Proof. Suppose X is path-connected, and fix p 2 X . For each q 2X , let Bq be the
image of a path in X from p to q. By Proposition 4.11 and the main theorem on
connectedness, each Bq is connected. Thus by Proposition 4.9(d), X D S

q2X Bq is
connected. ut
Example 4.16. The following spaces are all easily shown to be path-connected, and
therefore they are connected.

(a) Rn.
(b) Any subset B � Rn that is convex, which means that for any x;x 0 2B , the line

segment from x to x 0 lies entirely in B .
(c) RnX f0g for n� 2.
(d) Sn for n� 1, because it is a quotient space of RnC1X f0g by Example 3.64.
(e) The n-torus T n, because it is a product of copies of S1. //

On the other hand, path connectedness is stronger in general than connectedness.
Here is a classic example of a space that is connected but not path-connected.

Example 4.17. Define subsets of the plane by

T0 D f.x;y/ W x D 0 and y 2 Œ�1;1�gI
TC D f.x;y/ W x 2 .0;2=�� and y D sin.1=x/g:

Let T D T0 [TC (Fig. 4.4). The space T is called the topologist’s sine curve. In
Problem 4-13 you will show that it is connected but not path-connected. //



Connectedness 91

TC

T0

Fig. 4.4: The topologist’s sine curve.

Components and Path Components

Look back at Example 4.6. Our first example of a disconnected set, RX f0g, could
be disconnected in only one way, because any other disconnection would neces-
sarily disconnect either the positive or the negative half-line, which are both path-
connected. The same reasoning applies to the second example, the union of two
disjoint closed disks. The set Q2 of rational points in the plane, however, admits in-
finitely many possible disconnections. Identifying the possible disconnections of a
space amounts to finding the maximal connected subsets, a concept we now explore
more fully.

Let X be a topological space. A component of X is a maximal nonempty con-
nected subset of X , that is, a nonempty connected subset that is not properly con-
tained in any other connected subset. (The empty set has no components.)

Proposition 4.18. If X is any topological space, its components form a partition of
X .

Proof. We need to show that the components are disjoint and their union is X . To
see that distinct components are disjoint, suppose U and V are components that are
not disjoint. Then they have a point in common, and Proposition 4.9(d) implies that
U [V is connected. By maximality, therefore, U [V D U D V , so U and V are
not distinct.

To see that the union of the components is X , let x 2X be arbitrary. There is at
least one connected set containing x, namely fxg. If U is the union of all connected
sets containing x, then U is connected by Proposition 4.9(d), and it certainly is
maximal, so it is a component containing x. ut
Example 4.19. Consider the disconnected subsets of Example 4.6.

(a) The components of RXf0g are the positive half-line and the negative half-line.
(b) The components of Y (the union of two disjoint closed disks) are the two disks

themselves.
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(c) Suppose A is any subset of Q2 that contains at least two points. These points
p and q must differ in one of their coordinates, say their x-coordinates. If
˛ is any irrational number between the two x-coordinates, it follows that the
subsets f.x;y/ 2 A W x < ˛g and f.x;y/ 2 A W x > ˛g disconnect A, so no
subset with more than one point is connected. Thus the components of Q 2 are
the singletons. //

Proposition 4.20 (Properties of Components). Let X be a nonempty topological
space.

(a) Each component of X is closed in X .
(b) Any nonempty connected subset of X is contained in a single component.

Proof. If B is any component of X , it follows from Proposition 4.9(c) that xB is a
connected set containingB . Since components are maximal connected sets, xB DB ,
so B is closed.

SupposeA�X is connected. Because the components coverX , ifA is nonempty,
it has a point in common with some component B . By Proposition 4.9(d), A[B
is connected, so by maximality of B , A[B must be equal to B . This means that
A� B . ut

Although components are always closed, they may not be open in general, so they
do not necessarily disconnect the space. Consider the set Q2 of rational points in the
plane, for example: its components are single points, which are not open subsets.

We can also define an analogue of components with path connectedness in place
of connectedness. If X is any space, define a path component of X to be a maximal
nonempty path-connected subset.

Proposition 4.21 (Properties of Path Components). Let X be any space.

(a) The path components of X form a partition of X .
(b) Each path component is contained in a single component, and each component

is a disjoint union of path components.
(c) Any nonempty path-connected subset of X is contained in a single path com-

ponent.

I Exercise 4.22. Prove Proposition 4.21.

We say that a space X is locally connected if it admits a basis of connected open
subsets, and locally path-connected if it admits a basis of path-connected open sub-
sets. To put it more concretely, this means that for any p 2X and any neighborhood
U of p, there is a (path-) connected neighborhood of p contained in U .

Euclidean space, for example, is locally path-connected, because it has a basis
of coordinate balls. The set of rational points in the plane, on the other hand, is
not locally connected. A space can be connected but not locally connected, as is,
for example, the topologist’s sine curve (see Problem 4-13); and it can be locally
connected but not connected, as is the disjoint union of two open disks.
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Proposition 4.23. Every manifold (with or without boundary) is locally connected
and locally path-connected.

I Exercise 4.24. Prove Proposition 4.23.

Proposition 4.25 (Properties of Locally Connected Spaces). Suppose X is a lo-
cally connected space.

(a) Every open subset of X is locally connected.
(b) Every component of X is open.

Proof. If U is an open subset of X and B is a basis for X consisting of connected
open subsets, then the subset of B consisting of sets contained in U is a basis for
U . This proves (a).

To prove (b), let A be a component of X . If p 2 A, then p has a connected
neighborhoodU by local connectedness, and this neighborhood must lie entirely in
A by Proposition 4.20(b). Thus every point of A has a neighborhood in A, so A is
open. ut
Proposition 4.26 (Properties of Locally Path-Connected Spaces). Suppose X is
a locally path-connected space.

(a) X is locally connected.
(b) Every open subset of X is locally path-connected.
(c) Every path component of X is open.
(d) The path components of X are equal to its components.
(e) X is connected if and only if it is path-connected.

Proof. Part (a) follows immediately from Theorem 4.15; parts (b) and (c) are proved
exactly as in the locally connected case. To prove (d), let p 2X , and let A and B be
the component and the path component containing p, respectively. By Proposition
4.21(b), we know that B � A and A can be written as a disjoint union of path
components, each of which is open in X and thus in A. If B is not the only path
component in A, then the sets B and AXB disconnect A, which is a contradiction
because A is connected. This proves that AD B . Finally, for (e), X is connected if
and only if it has exactly one component, which by (d) is the same as having exactly
one path component, which in turn is equivalent to being path-connected. ut

This proposition shows that in our work with manifolds we can use connected-
ness and path connectedness interchangeably. This will simplify many arguments
because path connectedness is so much easier to check.

In this section, we have discussed four types of connectedness: connectedness,
path connectedness, and the local versions of both. Theorem 4.15 shows that path
connectedness implies connectedness, and Proposition 4.26(a) shows that local path
connectedness implies local connectedness. From Proposition 4.26(e), it follows
that local path connectedness plus connectedness implies path connectedness. Prob-
lem 4-14 gives examples to show that all combinations of the four connectedness
properties are possible except those disallowed by these implications.
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Compactness

Another fundamental fact about continuous functions is the extreme value theorem:
a continuous real-valued function on a closed, bounded subset of R n attains its max-
imum and minimum values.

This theorem is not true in general for metric spaces, and “bounded” does not
even make sense in topological spaces. But the essential feature of closed and
bounded subsets of Rn that makes the proof work is a property called compact-
ness, which makes sense in arbitrary topological spaces. This property is the subject
of the rest of the chapter.

Definitions and Basic Properties

Recall that an open cover of a spaceX is a collection U of open subsets ofX whose
union is X , and a subcover of U is a subcollection of elements of U that still covers
X . A topological space X is said to be compact if every open cover of X has a
finite subcover; or in other words, if given any open cover U of X , there are finitely
many sets U1; : : : ;Uk 2 U such that X D U1[ � � � [Uk . Note that the empty set is
compact.

As in the case of connectedness, to say that a subset of a topological space is com-
pact is to say that it is a compact space when endowed with the subspace topology.
In this situation, it is often useful to extend our terminology in the following way.
If X is a topological space and A � X , a collection of subsets of X whose union
contains A is also called a cover of A; if the subsets are open in X we sometimes
call it an open cover of A. We try to make clear in each specific situation which
kind of open cover of A is meant: a collection of open subsets of A whose union
is A, or a collection of open subsets of X whose union contains A. The following
lemma shows that either kind of open cover can be used to detect compactness of a
subspace; it is an immediate consequence of the definitions of compactness and the
subspace topology.

Lemma 4.27 (Compactness Criterion for Subspaces). If X is any topological
space, a subset A � X is compact (in the subspace topology) if and only if every
cover of A by open subsets of X has a finite subcover.

I Exercise 4.28. Prove the preceding lemma.

I Exercise 4.29. In any topological space X , show that every union of finitely many
compact subsets of X is compact.

Here are some elementary examples of compact spaces.

Example 4.30 (Compact Spaces).

(a) Every finite topological space is compact, regardless of what topology it has.
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(b) Every space with the trivial topology is compact.
(c) A subset of a discrete space is compact if and only if it is finite. //

Proposition 4.31. Suppose X is a topological space, and .x i / is a sequence of
points in X converging to x 2X . Then the set AD fxi W i 2 Ng[fxg is compact in
the subspace topology.

Proof. Suppose U is a cover of A by open subsets of X . There is some set U 2 U

containing x, and U must contain xi for all but finitely many i . Choosing one set in
U for each of those finitely many elements, we obtain a finite subcover of A. ut

The most important fact about compactness is that continuous images of compact
spaces are compact.

Theorem 4.32 (Main Theorem on Compactness). Let X and Y be topological
spaces, and let f W X ! Y be a continuous map. If X is compact, then f .X/ is
compact.

Proof. Let U be a cover of f .X/ by open subsets of Y . For eachU 2 U, f �1.U / is
an open subset ofX . Since U covers f .X/, every point ofX is in some set f �1.U /,
so the collection ff �1.U / W U 2 Ug is an open cover of X . By compactness of X ,
some finite number of these, say ff �1.U1/; : : : ;f �1.Uk/g, coverX . Then it follows
that fU1; : : : ;Ukg cover f .X/. ut
Corollary 4.33 (Topological Invariance of Compactness). Every space homeo-
morphic to a compact space is compact. ut

Before we prove some of the other significant properties of compact spaces, we
need two important lemmas.

Lemma 4.34 (Compact Subsets Can Be Separated by Open Subsets). If X is a
Hausdorff space and A;B � X are disjoint compact subsets, there exist disjoint
open subsets U;V �X such that A� U and B � V .

Proof. First consider the case in which B D fqg is a singleton (Fig. 4.5). For each
p 2 A, there exist disjoint open subsets Up containing p and Vp containing q by
the Hausdorff property. The collection fUp W p 2 Ag is an open cover of A, so it
has a finite subcover: call it fUp1

; : : : ;Upk
g. Let U D Up1

[ � � � [Upk
and V D

Vp1
\ � � �\Vpk

. Then U and V are disjoint open subsets with A� U and fqg � V ,
so this case is proved.

Next consider the case of a general compact subsetB . The argument above shows
that for each q 2 B there exist disjoint open subsets Uq;Vq � X such that A� Uq

and q 2 Vq . By compactness ofB , finitely many of these, say fVq1
; : : : ;Vqm

g, cover
B . Then settingU D Uq1

\� � �\Uqm
and V D Vq1

[� � �[Vqm
proves the result. ut

Lemma 4.35 (Tube Lemma). Let X be any space and let Y be a compact space.
If x 2 X and U � X � Y is an open subset containing fxg � Y , then there is a
neighborhood V of x in X such that V �Y � U .
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Up1
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q

Vp1

Vp2
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p2
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V
U

Fig. 4.5: The case B D fqg.

x

U

X

Y

Fig. 4.6: Proof of the tube lemma.

Proof. Because product open subsets are a basis for the product topology, for each
y 2 Y there is a product open subset V �W �X�Y such that .x;y/ 2 V �W �U .
The “slice” fxg �Y is homeomorphic to Y , so finitely many of these product sets
cover it, say V1�W1; : : : ;Vm �Wm (Fig. 4.6). If we set V D V1\ � � � \Vm, then it
follows that the whole “tube” V �Y is actually contained in U . ut
Proposition 4.36 (Properties of Compact Spaces).

(a) Every closed subset of a compact space is compact.
(b) Every compact subset of a Hausdorff space is closed.
(c) Every compact subset of a metric space is bounded.
(d) Every finite product of compact spaces is compact.
(e) Every quotient of a compact space is compact.

Proof. For part (a), supposeX is compact andA�X is closed. Let U be a cover of
A by open subsets of X . Then U[fXXAg is an open cover of X . Since X is com-
pact, it has a finite subcover, which must be of one of the forms fU 1; : : : ;Uk;X XAg
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or fU1; : : : ;Ukg, where Ui 2 U. In either case, A is covered by the finite collection
fU1; : : : ;Ukg � U.

For (b), supposeX is Hausdorff andA�X is compact. For any point p 2XXA,
by Lemma 4.34 there exist disjoint open subsets U containing A and V containing
p. In particular,V is a neighborhood ofp disjoint fromA, so every suchp is exterior
to A. This means that A is closed.

To prove (c), suppose X is a metric space and A � X is compact. Let x be any
point of X , and consider the collection of open balls fBn.x/ W n 2 Ng as an open
cover of A. By compactness, A is covered by finitely many of these balls. This
means that the largest ball Bnmax.a/ contains all of A, so A is bounded.

To prove (d), it suffices by induction to consider a productX �Y of two compact
spaces. Let U be an open cover of X �Y . For each x 2X , the compact set fxg�Y
is covered by finitely many of the sets of U, say U1; : : : ;Uk . By the tube lemma,
there is an open subset Zx � X containing x such that the entire tube Zx � Y is
contained inU1[� � �[Uk . The collection fZx W x 2Xg is an open cover ofX , which
by compactness has a finite subcover, say fZx1

; : : : ;Zxn
g. Since finitely many sets

of U cover each tube Zxi
�Y , and finitely many such tubes cover X �Y , we are

done.
Finally, part (e) is immediate from Theorem 4.32, because a quotient of a com-

pact space is the image of a compact space by a continuous map. ut
Part (d) is actually true in the more general context of infinite products (see

[Sie92] or [Mun00]); in its general form, it is known as Tychonoff’s theorem.

I Exercise 4.37. SupposeM is a compact manifold with boundary. Show that the double
ofM is compact.

I Exercise 4.38. LetX be a compact space, and suppose fFng is a countable collection
of nonempty closed subsets of X that are nested, which means that Fn � FnC1 for each
n. Show that

T
nFn is nonempty.

Just as in the case of connectedness, there is one nontrivial space that we can
prove to be compact by “brute force”: a closed, bounded interval in R.

Theorem 4.39. Every closed, bounded interval in R is compact.

Proof. Let Œa;b� � R be such an interval, and let U be a cover of Œa;b� by open
subsets of R. Define a subset X � .a;b� by

X D fx 2 .a;b� W Œa;x� is covered by finitely many sets of Ug:
One of the sets U1 2 U contains a. Because U1 is open, there must be some x > a
such that Œa;x� � U1, which implies that X is not empty. Let c D supX . Then there
is some set U0 2 U containing c, and because U0 is open there is some " > 0 such
that .c� ";c� � U0. By our choice of c, there exists x 2X such that c� " < x < c.
This means that Œa;x� is covered by finitely many sets of U, say U1; : : : ;Uk , and
thus Œa;c� � U1[ � � �[Uk [U0. If c D b, we are done. On the other hand, if c < b,
then because U0 is open there is some x > c such that Œa;x� � U1[ � � � [Uk [U0,
which contradicts our choice of c. ut
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The following well-known theorem from analysis completely characterizes the
compact subsets of Euclidean spaces.

Theorem 4.40 (Heine–Borel). The compact subsets of Rn are exactly the closed
and bounded ones.

Proof. If K � Rn is compact, it follows from Proposition 4.36 that it is closed and
bounded. Conversely, suppose K � Rn is closed and bounded. Then there is some
R > 0 such that K is contained in the cube Œ�R;R�n. Now, Œ�R;R� is compact by
Theorem 4.39, and thus Œ�R;R�n is compact by Theorem 4.36(d). Because K is a
closed subset of a compact set, it is compact by Theorem 4.36(a). ut

One of the main applications of compactness is the following generalization of
the extreme value theorem of elementary calculus.

Theorem 4.41 (Extreme Value Theorem). IfX is a compact space and f W X ! R
is continuous, then f is bounded and attains its maximum and minimum values on
X .

Proof. By the main theorem on compactness, f .X/ is a compact subset of R, so
by parts (b) and (c) of Proposition 4.36 it is closed and bounded. In particular, it
contains its supremum and infimum. ut

Sequential and Limit Point Compactness

The definition of compactness in terms of open covers lends itself to simple proofs
of some powerful theorems, but it does not convey much intuitive content. There
are two other properties that are equivalent to compactness for manifolds and met-
ric spaces (though not for arbitrary topological spaces), and that give a more vivid
picture of what compactness really means. A space X is said to be limit point com-
pact if every infinite subset of X has a limit point in X , and sequentially compact
if every sequence of points in X has a subsequence that converges to a point in X .

Lemma 4.42. Compactness implies limit point compactness.

Proof. SupposeX is compact, and let S �X be an infinite subset. If S has no limit
point in X , then every point x 2X has a neighborhoodU such that U \S is either
empty or fxg. Finitely many of these neighborhoods cover X . But since each such
neighborhood contains at most one point of S , this implies that S is finite, which is
a contradiction. ut

Problem 4-20 shows that the converse of this proposition is not true in general.

Lemma 4.43. For first countable Hausdorff spaces, limit point compactness implies
sequential compactness.
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Proof. Suppose X is first countable, Hausdorff, and limit point compact, and let
.pn/n2N be any sequence of points in X . If the sequence takes on only finitely
many values, then it has a constant subsequence, which is certainly convergent. So
we may suppose it takes on infinitely many values.

By hypothesis the set of values fpng has a limit pointp 2X . If p is actually equal
to pn for infinitely many values of n, again there is a constant subsequence and we
are done; so by discarding finitely many terms at the beginning of the sequence if
necessary we may assume pn ¤ p for all n. Because X is first countable, Lemma
2.47 shows that there is a nested neighborhood basis at p, say .Bn/n2N . For such a
neighborhood basis, it is easy to see that any subsequence

�
pni

�
such that pni

2 Bi
converges to p.

Since p is a limit point, we can choose n1 such that pn1
2 B1. Suppose by in-

duction that we have chosen n1 < n2 < � � � < nk with pni
2 Bi . By Proposition

2.39, the sequence takes on infinitely many values in BkC1, so we can choose some
nkC1 > nk such that pnkC1

2 BkC1. This completes the induction, and proves that
there is a subsequence

�
pni

�
converging to p. ut

Lemma 4.44. For metric spaces and second countable topological spaces, sequen-
tial compactness implies compactness.

Proof. Suppose first thatX is second countable and sequentially compact, and let U

be an open cover of X . By Theorem 2.50(c), U has a countable subcover fU igi2N .
Assume no finite subcollection ofUi ’s coversX . Then for each i there exists q i 2X
such that qi … U1 [ � � � [Ui . By hypothesis, the sequence .qi / has a convergent
subsequence qik ! q. Now, q 2Um for somem because the Ui ’s coverX , and then
convergence of the subsequence means that q ik 2Um for all but finitely many values
of k. But by construction, qik …Um as soon as ik �m, which is a contradiction. This
proves that second countable sequentially compact spaces are compact.

Second, let M be a sequentially compact metric space. We will show that M is
second countable, which by the above argument implies that M is compact. From
Problem 2-20, it suffices to show that M is separable.

The key idea is to show first that sequential compactness implies the following
weak form of compactness for metric spaces: for each " > 0, the open cover of M
consisting of all "-balls has a finite subcover. Suppose this is not true for some ".
Construct a sequence as follows. Let q1 2M be arbitrary. Since B".q1/¤M , there
is a point q2 … B".q1/. Similarly, since B".q1/[B".q2/ ¤ M , there is a point q3
in neither of the two preceding "-balls. Proceeding by induction, we construct a
sequence .qn/ such that for each n,

qnC1 …B".q1/[ � � �[B".qn/: (4.1)

Replacing this sequence by a convergent subsequence (which still satisfies (4.1)),
we can assume qn ! q 2M . Since convergent sequences are Cauchy, as soon as n
is large enough we have d.qnC1;qn/ < ", which contradicts (4.1).

Now, for each n, let Fn be a finite set of points in M such that the balls of radius
1=n around these points coverM . The set

S
nFn is countable, and is easily seen to

be dense. This shows that M is separable and completes the proof. ut
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Summarizing the results of the three preceding lemmas, we see that for subsets
of manifolds and most of the other spaces we consider in this book, we can use all
three notions of compactness interchangeably.

Theorem 4.45. For metric spaces and second countable Hausdorff spaces, limit
point compactness, sequential compactness, and compactness are all equivalent
properties. ut

The next three standard results of analysis are easy consequences of the results
in this chapter.

Theorem 4.46 (Bolzano–Weierstrass). Every bounded sequence in Rn has a con-
vergent subsequence.

Theorem 4.47. Endowed with the Euclidean metric, a subset of Rn is a complete
metric space if and only if it is closed in Rn. In particular, Rn is complete.

Theorem 4.48. Every compact metric space is complete.

I Exercise 4.49. Prove the preceding three theorems.

The Closed Map Lemma

The next lemma, though simple, is among the most useful results in this entire chap-
ter.

Lemma 4.50 (Closed Map Lemma). Suppose F is a continuous map from a com-
pact space to a Hausdorff space.

(a) F is a closed map.
(b) If F is surjective, it is a quotient map.
(c) If F is injective, it is a topological embedding.
(d) If F is bijective, it is a homeomorphism.

Proof. LetF W X !Y be such a map. IfA�X is closed, then it is compact, because
every closed subset of a compact space is compact (Proposition 4.36(a)). Therefore,
F.A/ is compact by the main theorem on compactness, and closed in Y because
compact subsets of Hausdorff spaces are closed (Proposition 4.36(b)). This shows
that F is a closed map. The other three results follow from Proposition 3.69. ut

Here are some typical applications of the closed map lemma.

Example 4.51. In Example 3.76, we showed that the circle is homeomorphic to a
quotient of the unit interval. The only tedious part of the proof was the argument
of Example 3.66 showing that the map ! W I ! S 1 is a quotient map. Now we can
simply say that ! is a quotient map by the closed map lemma. //
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Example 4.52. In Example 3.49, we constructed a quotient space of the square I �I
by pasting the side boundary segments together and the top and bottom boundary
segments together, and we claimed that it was homeomorphic to the torus T 2 D
S1�S1. Here is a proof. Construct another map q W I �I ! T 2 by setting q.u;v/D�
e2�iu;e2�iv

�
. By the closed map lemma, this is a quotient map. Since it makes the

same identifications as the quotient map we started with, the original quotient of
I � I must be homeomorphic to the torus by the uniqueness of quotient spaces. //

Example 4.53. In Proposition 3.36, we used a rather laborious explicit computation
to show that the doughnut surfaceD is homeomorphic to the torus. Now that propo-
sition can be proved much more simply, as follows. Consider the map F W R 2 !D

defined in Example 3.22. The restriction of this map to I �I is a quotient map by the
closed map lemma. Since it makes the same identifications as the map q in Example
4.52, the two quotient spaces D and T 2 are homeomorphic. (The homeomorphism
is the map that sends q.u;v/ to F.u;v/.) //

Example 4.54. In Example 3.51, we defined projective space P n as a quotient of
RnC1 X f0g. It can also be represented as a quotient of the sphere with antipodal
points identified. Let � denote the equivalence relation on S n generated by x � �x
for each x 2 Sn. To see that Sn=� is homeomorphic to P n, let p W Sn ! Sn=�
denote the quotient map. Consider also the composite map

Sn
�
,! RnC1X f0g q�! Pn;

where � is inclusion and q is the quotient map defining P n. Note that q ı � is a quo-
tient map by the closed map lemma. It makes exactly the same identifications as p,
so by uniqueness of quotient spaces P n is homeomorphic to Sn=�. This represen-
tation also yields an important fact about P n that might not have been evident from
its definition: because it is a quotient of a compact space, it is compact. //

Example 4.55. In Example 3.52, we described the space xBn=Sn�1 obtained by col-
lapsing the boundary of xBn to a point. To see that this space is homeomorphic to Sn,
we just need to construct a surjective continuous map q W xBn ! Sn that makes the
same identifications; such a map is automatically a quotient map by the closed map
lemma. One such map, suggested schematically in Fig. 4.7, is given by the formula

q.x/D �
2
p
1� jxj2x; 2jxj2�1�: //

Example 4.56. In Example 3.53, for any topological space X , we defined the cone
CX as the quotient space .X � I /=.X � f0g/. We can now show that CSn is home-
omorphic to xBnC1. The continuous surjective map F W Sn� I ! xBnC1 defined by
F.x;s/ D sx is a quotient map by the closed map lemma. It maps the set S n� f0g
to 0 2 xBnC1 and is injective elsewhere, so it makes exactly the same identifications
as the quotient map Sn� I ! CSn. Thus CSn 
 xBnC1 by uniqueness of quotient
spaces. It is easy to check that the homeomorphism restricts to the identity on S n

(considered as a subspace of CSn as in Example 3.65). //



102 4 Connectedness and Compactness

Fig. 4.7: A quotient map from xBn to Sn.

We observed in Chapter 3 that it is generally difficult to determine whether a quo-
tient of a Hausdorff space is Hausdorff. With the help of the closed map lemma, we
can derive some simple necessary and sufficient conditions for quotients of compact
Hausdorff spaces. (Compare this to Proposition 3.57.)

Theorem 4.57. Suppose X is a compact Hausdorff space and q W X ! Y is a quo-
tient map. Then the following are equivalent.

(a) Y is Hausdorff.
(b) q is a closed map.
(c) The set R D f.x1;x2/ W q.x1/D q.x2/g is closed in X �X .

Proof. We prove (a) , (b) and (a) , (c). The implication (a) ) (b) follows imme-
diately from the closed map lemma, and (a) ) (c) is proved just as in Proposition
3.57.

Next we prove (b) ) (a). Assuming q is a closed map, we begin by showing that
its fibers are compact. Every point y 2 Y is the image of some x 2X , and since fxg
is a closed subset of X , it follows that fyg D q.fxg/ is a closed subset of Y . Thus
by continuity, the fiber q�1.y/ is closed in X and hence compact.

To prove that Y is Hausdorff, suppose y1 and y2 are distinct points of Y . By
Lemma 4.34, the disjoint compact subsets q�1.y1/ and q�1.y2/ of X have disjoint
neighborhoodsU1 and U2, respectively. Define subsets W1;W2 � Y by

Wi D fy 2 Y W q�1.y/� Uig: (4.2)

Then yi 2 Wi for each i by construction, and W1 and W2 are disjoint because U1
and U2 are. To complete the proof, it remains only to show thatW 1 andW2 are open
in Y . This can be seen by noting that W i D Y Xq.X XUi /; the fact that q is closed
implies that q.X XUi / is closed and thereforeWi is open.

Finally, we prove (c) ) (a). Assuming that R is closed, we start again by show-
ing that q has compact fibers. Given y 2 Y and x … q�1.y/, let x1 be any point
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in q�1.y/. (Such a point exists because q is surjective.) Because R is closed and
.x1;x/ … R, there is a product neighborhood U1�U2 of .x1;x/ in X �X that is
disjoint from R. It follows that U2 is a neighborhood of x disjoint from q�1.y/, for
if x2 were a point in U2\q�1.y/, then .x1;x2/ would lie in R \ .U1�U2/, which
is empty. Thus q�1.y/ is closed in X and hence compact.

Now let y1 and y2 be distinct points in Y . As before, there are disjoint open
subsets U1 	 q�1.y1/ and U2 	 q�1.y2/, and we define W1;W2 � Y by (4.2).
These are disjoint sets containing y1 and y2, respectively, so we need only show
they are open. Because q is a quotient map, W i is open if and only if q�1.Wi / is
open, which is the case if and only if X Xq�1.Wi / is closed. From the definition of
Wi , it follows that

X Xq�1.Wi /D fx 2X W there exists x0 2X XUi such that q.x/D q.x0/g
D �1

�
R \ �X � .X XUi /

��
;

where �1 W X �X ! X is the projection on the first factor. Observe that �1 is a
closed map by the closed map lemma. Our hypothesis on R implies that R \ �

X �
.X XUi /

�
is closed in X �X , and thereforeX Xq�1.Wi / is closed in X . ut

Finally, we use the closed map lemma to improve the result of Problem 2-23,
which showed that every manifold has a basis of coordinate balls (open subsets that
are homeomorphic to open balls in Rn). In general, the closure of a coordinate ball
might not be homeomorphic to a closed Euclidean ball, as the following exercise
illustrates.

I Exercise 4.58. Using the map of Example 4.55, show that there is a coordinate ball in
Sn whose closure is equal to all of Sn.

Let M be an n-manifold. We say that a coordinate ball B � M is a regular
coordinate ball if there is a neighborhoodB 0 of xB and a homeomorphism ' W B 0 !
Br0.x/� Rn that takes B to Br .x/ and xB to xBr.x/ for some r 0 > r > 0 and x 2 Rn.

Lemma 4.59. Let M be an n-manifold. If B 0 � M is any coordinate ball and
' W B 0 ! Br0.x/ � Rn is a homeomorphism, then '�1.Br.x// is a regular coor-
dinate ball whenever 0 < r < r 0.

Proof. Suppose ' W B 0 ! Br0.x/ is such a homeomorphism, and 0 < r < r 0. It is
clear that ' restricts to a homeomorphism of B D '�1.Br .x// onto Br .x/. The
only subtle point that needs to be checked is that ' maps xB (the closure of B in M )
onto xBr .x/, or equivalently that

'�1� xBr .x/
�D xB: (4.3)

Regard (the restriction of) '�1 as a map from xBr .x/ to M ; then the closed map
lemma guarantees that it is a closed map, and therefore (4.3) follows from Proposi-
tion 2.30. ut
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Proposition 4.60. Every manifold has a countable basis of regular coordinate balls.

Proof. Let M be an n-manifold. Every point of M is contained in a Euclidean
neighborhood, and sinceM is second countable, a countable collection fU i W i 2 Ng
of such neighborhoods covers M by Theorem 2.50. For each of these open subsets
Ui , choose a homeomorphism ' i from Ui to an open subset yUi � Rn. For each
x 2 yUi , the fact that yUi is open means that there is some positive number r.x/ such
that Br.x/.x/� yUi .

Now let B be the collection of all open subsets of M of the form ' �1
i .Br .x//,

where x 2 yUi is a point with rational coordinates and r is any positive rational
number strictly less than r.x/. Then it follows from Lemma 4.59 that each such set
is a regular coordinate ball. Since there are only countably many such balls for each
Ui , the collection B is countable.

It remains only to check that the collection B is a basis for M , which we leave
as an exercise. ut

I Exercise 4.61. Complete the proof of Proposition 4.60 by showing that B is a basis.

There is also a version of this result for manifolds with boundary. If M is an
n-manifold with boundary, let us say that a subset B �M is a regular coordinate
half-ball if there is an open subset B 0 containing xB and a homeomorphism from B 0
toBr0.0/\Hn that takesB toBr .0/\Hn and xB to xBr.0/\Hn for some 0< r < r 0.

I Exercise 4.62. Prove that every manifold with boundary has a countable basis consist-
ing of regular coordinate balls and half-balls.

Local Compactness

Among metric spaces, the complete ones have particularly nice properties. Although
completeness does not have any meaning for topological spaces, there is a class
of topological spaces, containing all manifolds with and without boundary, whose
members share many of the familiar properties of complete metric spaces. The pur-
pose of this section is to introduce these spaces—the locally compact Hausdorff
spaces—and develop some of their important properties.

A topological space X is said to be locally compact if for every p 2 X there
is a compact subset of X containing a neighborhood of p. In this generality, the
definition is not particularly useful, and does not seem parallel to other definitions of
what it means for a topological space to possess a property “locally,” which usually
entails the existence of a basis of open subsets with a particular property. But when
combined with the Hausdorff property, local compactness is much more useful. A
subset A of a topological space X is said to be precompact (or sometimes relatively
compact) in X if xA is compact.

Proposition 4.63. Let X be a Hausdorff space. The following are equivalent.
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(a) X is locally compact.
(b) Each point of X has a precompact neighborhood.
(c) X has a basis of precompact open subsets.

Proof. Clearly, (c) ) (b) ) (a), so all we have to prove is (a) ) (c). It suffices
to show that if X is a locally compact Hausdorff space, then each point x 2 X
has a neighborhood basis of precompact open subsets. Let K � X be a compact
set containing a neighborhood U of x. The collection V of all neighborhoods of x
contained in U is clearly a neighborhood basis at x.

Because X is Hausdorff, K is closed in X . If V 2 V , then xV � K (because
V � U �K andK is closed), and therefore xV is compact (because a closed subset
of a compact set is compact). Thus V is the required neighborhood basis. ut
Proposition 4.64. Every manifold with or without boundary is locally compact.

Proof. Proposition 4.60 showed that every manifold has a basis of regular coordi-
nate balls. Every regular coordinate ball is precompact, because its closure is home-
omorphic to a compact set of the form xBr.x/ � Rn. The statement for manifolds
with boundary follows from Exercise 4.62. ut

The set Q2 � R2 with the Euclidean topology is an example of a Hausdorff space
that is not locally compact, because no nonempty open subset has compact closure.
Problem 4-22 gives an example of a non-Hausdorff space that is locally compact
but does not have a basis of precompact open subsets.

Lemma 4.65. Let X be a locally compact Hausdorff space. If x 2 X and U is any
neighborhood of x, there exists a precompact neighborhood V of x such that xV �
U .

Proof. SupposeU is a neighborhood of x. IfW is any precompact neighborhood of
x, then SW XU is closed in SW and therefore compact. Because compact subsets can
be separated by open subsets in a Hausdorff space, there are disjoint open subsets Y
containing x and Y 0 containing SW XU (Fig. 4.8). Let V D Y \W . Because xV � SW ,
xV is compact.

Because V � Y � X XY 0, we have xV � xY � X XY 0 D X XY 0, and thus xV �
SW XY 0. Now the fact that SW XU � Y 0 means that SW XY 0 � U , so xV � U . ut
Proposition 4.66. Any open or closed subset of a locally compact Hausdorff space
is a locally compact Hausdorff space.

Proof. Let X be a locally compact Hausdorff space. Note that every subspace of
X is Hausdorff, so only local compactness needs to be checked. If Y � X is open,
Lemma 4.65 says that any point in Y has a neighborhood whose closure is compact
and contained in Y , so Y is locally compact. SupposeZ �X is closed. Any x 2Z
has a precompact neighborhood U in X . Since U \Z is a closed subset of the
compact set xU , it is compact. Since U \Z � xZ D Z it follows that U \Z is a
precompact neighborhood of x in Z. Thus Z is locally compact. ut
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x
Y

Y 0

SW
U

Fig. 4.8: Proof of Lemma 4.65.

I Exercise 4.67. Show that any finite product of locally compact spaces is locally com-
pact.

The next theorem expresses a fundamental property that locally compact Haus-
dorff spaces share with complete metric spaces.

Theorem 4.68 (Baire Category Theorem). In a locally compact Hausdorff space
or a complete metric space, every countable collection of dense open subsets has a
dense intersection.

Proof. Let X be a space satisfying either of the hypotheses, and suppose fV ngn2N

is a countable collection of dense open subsets of X . By Exercise 2.11, to show thatT
nVn is dense, it suffices to show that every nonempty open subset of X contains

at least one point of the intersection. Let U � X be an arbitrary nonempty open
subset.

First consider the case in which X is a locally compact Hausdorff space. Since
V1 is dense,U \V1 is nonempty, so by Lemma 4.65 there is a nonempty precompact
open subsetW1 such that SW 1 � U \V1. Similarly, there is a nonempty precompact
open subset W2 such that SW 2 �W1\V2 � U \V1\V2. Continuing by induction,
we obtain a sequence of nested nonempty compact sets SW 1 	 SW 2 	 � � � 	 SW n 	 � � �
such that SW n � U \V1 \ � � � \Vn. By Exercise 4.38, there is a point x 2 T

n
SW n,

which is clearly in U and also in
T
nVn.

In the case that X is a complete metric space, we modify the above proof as
follows. At the inductive step, sinceWn�1\Vn is open and nonempty, there is some
point xn and positive number "n such that B"n

.xn/ � Wn�1 \Vn. Choosing rn <
min."n;1=n/, we obtain a sequence of nested closed balls such that xBrn.xn/�U \
V1 \ � � � \ Vn. Because rn ! 0, the centers .xn/ form a Cauchy sequence, which
converges to a point x 2 U \ �TnVn

�
. ut

A topological space with the property that every countable union of dense open
subsets is dense is called a Baire space. Thus the Baire category theorem is simply
the statement that locally compact Hausdorff spaces and complete metric spaces are
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Baire spaces. Since the property of being a Baire space is a topological one, any
space that is homeomorphic to a complete metric space is also a Baire space.

The Baire category theorem has a useful complementary reformulation. A subset
F of a topological spaceX is said to be nowhere dense if xF has dense complement,
and F is said to be meager if it can be expressed as a union of countably many
nowhere dense subsets.

Proposition 4.69. In a Baire space, every meager subset has dense complement.

I Exercise 4.70. Prove the preceding proposition.

Example 4.71. It is easy to show that the solution set of any polynomial equation
in two variables is nowhere dense in R2. Since there are only countably many poly-
nomials with rational coefficients, the Baire category theorem implies that there are
points in the plane (a dense set of them, in fact) that satisfy no rational polynomial
equation. //

The name of Theorem 4.68 derives from the (astonishingly unedifying) termi-
nology used by René Baire in his 1899 doctoral thesis [Bai99]: he said a set is of
the first category if it can be expressed as a countable union of nowhere dense sets
(i.e., it is meager), and otherwise it is of the second category. The theorem proved
by Baire was that every open subset of R is of the second category. Although the
category terminology is mostly ignored nowadays, the name of the theorem has
stuck.

Finally, we give an application of locally compact Hausdorff spaces to the the-
ory of quotient maps. In general, quotient maps do not behave well with respect to
products. In particular, it is not always true that the product of two quotient maps is
again a quotient map. (Two counterexamples can be found in [Mun00]: Example 7
on pp. 143–144, and Exercise 6 on p. 145.) However, it turns out that the product of
a quotient map with the identity map of a locally compact Hausdorff space is indeed
a quotient map, as the next lemma shows. This will be used in Chapter 7; the proof
is rather technical and can safely be skipped on first reading.

Lemma 4.72. Suppose q W X ! Y is a quotient map and K is a locally compact
Hausdorff space. Then the product map q � IdK W X �K ! Y �K is a quotient
map.

Proof. We need to show that q� IdK takes saturated open subsets of X �K to open
subsets of Y �K . Let U � X �K be a saturated open subset. Given .x0;k0/ 2 U ,
we will show that .x0;k0/ has a saturated product neighborhoodW �J contained in
U . It then follows that q.W /�J contains .q.x0/;k0/, is contained in .q� IdK/.U /,
and is open (since q.W / is the image of a saturated open subset under the quotient
map q). Thus .q� IdK/.U / is open in Y �K .

Now we proceed to prove the existence of the desired saturated product neighbor-
hood. For any subsetW �X , we define its saturation to be Sat.W /D q�1.q.W //;
it is the smallest saturated subset of X containingW .
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.x0;k0/
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X
W0 x

Sat.W0/

W1

J

K

Fig. 4.9: Finding a saturated product neighborhood.

By definition of the product topology, .x0;k0/ has a product neighborhoodW0�
J0 �U . By Lemma 4.65, there is a precompact neighborhoodJ of k 0 such that xJ �
J0, and thus .x0;k0/ 2W0� xJ �W0�J0 � U (Fig. 4.9). Because U is saturated,
it follows that Sat.W0/� xJ � U . Now, Sat.W0/�J is a saturated subset of X �K ,
but not necessarily open (since q may not be an open map).

We will show that there exists an open subset W1 � X containing Sat.W0/ such
that W1� xJ � U . To prove this, fix some x 2 Sat.W0/. For any k 2 xJ , .x;k/ has a
product neighborhood in U . Finitely many of these cover the compact set fxg � xJ ;
call them V1�J1; : : : ;Vm�Jm. If we set Vx D V1\� � �\Vm, then Vx is a neighbor-
hood of fxg such that Vx � xJ �U . TakingW1 to be the union of all such sets Vx for
x 2 Sat.W0/ proves the claim.

Repeating this construction, we obtain a sequence of open subsets W i �X such
that

W0 � Sat.W0/�W1 � Sat.W1/� � � �
and Wi � xJ � U . Let W be the union of all the Wi ’s. Then W is open because
it is a union of open subsets, and W � J � U . Moreover, W � J is saturated: if
.x;k/ 2W �J , then x is in some Wi ; and if .x0;k/ is any point in the same fiber,
then x0 2 WiC1, so .x0;k/ 2 W �J as well. Thus W �J is the required saturated
product neighborhood of .x0;k0/. ut
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Paracompactness

In this section, we introduce another generalization of compactness, called para-
compactness. It is subtle, and its significance might not be immediately apparent,
but it turns out to be of great importance for manifolds.

Before we define paracompactness, we need a few preliminary definitions. Let
X be a topological space. A collection A of subsets of X is said to be locally finite
if each point of X has a neighborhood that intersects at most finitely many of the
sets in A. Given a cover A of X , another cover B is called a refinement of A if for
each B 2 B there exists some A 2 A such that B � A. It is an open refinement if
each B 2 B is an open subset of X . (Note that every subcover of A is a refinement
of A; but a refinement is not in general a subcover, because a refinement does not
need to be composed of sets that are elements of A.)

I Exercise 4.73. Suppose A is an open cover of X such that each element of A inter-
sects only finitely many others. Show that A is locally finite. Give a counterexample to
show that this need not be true when the elements of A are not open.

Here are some elementary properties of local finiteness. Given a collection A of
subsets of a topological space, let us use the notation xA to denote the collection of
closures of sets in A:

xA D ˚ xA W A 2 A
�
:

Lemma 4.74. Let X be a topological space and A be a collection of subsets of X .
Then A is locally finite if and only xA is locally finite.

Proof. If xA is locally finite, then it follows immediately that A is locally finite.
Conversely, suppose A is locally finite. Given x 2 X , let W be a neighborhood of
x that intersects only finitely many of the sets in A, say A1; : : : ;An. If W contains
a point of xA for some A 2 A, then Proposition 2.8(d) shows that W also contains a
point of A, so A must be one of the sets A1; : : : ;An. Thus the same neighborhood
W intersects xA for only finitely many xA 2 xA. ut
Lemma 4.75. If A is a locally finite collection of subsets of X , then[

A2A

AD
[
A2A

xA: (4.4)

Proof. Problem 2-4 shows that the right-hand side of (4.4) is contained in the left-
hand side even without the assumption of local finiteness, so we need only prove the
reverse containment. We will prove the contrapositive: assuming x 2X is not an el-
ement of

S
A2A

xA, we show it is not an element of
S
A2AA either. By Lemma 4.74,

x has a neighborhoodU that intersects only finitely many sets in xA, say xA1; : : : ; xAk .
Then U X � xA1[ � � �[ xAk

�
is a neighborhood of x that intersects none of the sets in

A, so x …SA2AA. ut
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A space X is said to be paracompact if every open cover of X admits a locally
finite open refinement. Every compact space is paracompact, because a finite sub-
cover is a locally finite open refinement. A key topological fact about manifolds, as
we show below, is that they are all paracompact. This is a consequence of second
countability, and in fact is one of the most important reasons why second count-
ability is included in the definition of manifolds. In fact, some authors choose to
include paracompactness instead of second countability as part of the definition of
manifolds. As Theorem 4.77 and Problem 4-31 will show, for spaces that are Haus-
dorff and locally Euclidean with countably many components, the two conditions
are equivalent.

Before we prove that manifolds are paracompact, we need a preliminary result.
If X is a topological space, a sequence .K i /

1
iD1 of compact subsets of X is called

an exhaustion of X by compact sets if X D S
iKi and Ki � IntKiC1 for each i .

Proposition 4.76. A second countable, locally compact Hausdorff space admits an
exhaustion by compact sets.

Proof. If X is a locally compact Hausdorff space, it has a basis of precompact open
subsets; if in addition X is second countable, it is covered by countably many such
sets. Let fUig1

iD1 be such a countable cover.
To prove the theorem, it suffices to construct a sequence .K j /

1
jD1 of compact sets

satisfying Uj � Kj and Kj � IntKjC1 for each j . We construct such a sequence
by induction.

Begin by setting K1 D xU1. Now assume by induction that we have compact sets
K1; : : : ;Kn satisfying the required conditions. BecauseKn is compact, there is some
integer kn such that Kn � U1[ � � � [Ukn

. If we define KnC1 to be xU1[ � � �[ xUkn
,

then KnC1 is a compact set whose interior contains Kn. If in addition we choose
kn > nC1, then we also have UnC1 �KnC1. This completes the induction. ut
Theorem 4.77 (Paracompactness Theorem). Every second countable, locally
compact Hausdorff space (and in particular, every topological manifold with or
without boundary) is paracompact.

Proof. Suppose X is a second countable, locally compact Hausdorff space, and U

is an open cover of X . Let .Kj /1jD1 be an exhaustion of X by compact sets. For
each j , let Aj D KjC1 X IntKj and Wj D IntKjC2 XKj�1 (where we interpret
Kj as the empty set if j < 1). Then Aj is a compact subset contained in the open
subset Wj (see Fig. 4.10). For each x 2 Aj , choose Ux 2 U containing x, and let
Vx D Ux \Wj . The collection of all such sets Vx as x ranges over Aj is an open
cover of Aj , and thus has a finite subcover. The union of all such finite subcovers as
j ranges over N forms an open cover of M that refines U. Because W j intersects
Wj 0 only for j �2� j 0 � j C2, the resulting cover is locally finite. ut
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Aj �1

Aj

Aj C1

Wj

Fig. 4.10: Proof of the paracompactness theorem.

Normal Spaces

One feature of paracompact Hausdorff spaces is that they satisfy a strengthened
version of the Hausdorff property. A topological space X is said to be normal if
it is Hausdorff and for every pair of disjoint closed subsets A;B � X , there exist
disjoint open subsets U;V � X such that A � U and B � V . Similarly, X is said
to be regular if it is Hausdorff and for every closed subset B �X and point a … B ,
there exist disjoint open subsets U;V � X such that a 2 U and B � V . Briefly,
in normal spaces, closed subsets can be separated by open subsets; and in regular
spaces, closed subsets can be separated from points by open subsets.

I Exercise 4.78. Show that every compact Hausdorff space is normal.

I Exercise 4.79. Show that every closed subspace of a normal space is normal.

These definitions are crafted so that normal ) regular ) Hausdorff. The Haus-
dorff assumption in the definitions of normal and regular spaces can be replaced by
the seemingly weaker requirement that each singleton is a closed subset, for then it
follows from the rest of the definition in each case thatX is Hausdorff, so nothing is
changed. Be warned, though, that some authors do not include even the assumption
that singletons are closed in the definition of normality or regularity; thus, for ex-
ample, they would consider a space with the trivial topology to be normal (because
there are no disjoint pairs of nonempty closed subsets), and normality would not
necessarily imply regularity (a counterexample can be constructed in a space with
two points). Such authors would use a phrase such as normal Hausdorff space or
regular Hausdorff space for the kinds of spaces we have defined. Be sure to check
definitions when you read.

In many texts on general topology, you will find a long roster of “separation
properties” related to the Hausdorff property, including (some versions of) normal-
ity, regularity, and many others. Most of these separation properties are irrelevant
for the study of manifolds, so we concentrate only on the ones that we actually use.
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The next lemma gives a useful reformulation of normality, which is reminiscent
of Lemma 4.65.

Lemma 4.80. LetX be a Hausdorff space. ThenX is normal if and only if it satisfies
the following condition: whenever A is a closed subset of X and U is a neighbor-
hood of A, there exists a neighborhood V of A such that xV � U .

Proof. This is easily seen to be equivalent to the definition of normality by taking
B DX XU . ut
Theorem 4.81. Every paracompact Hausdorff space is normal.

Proof. Suppose X is a paracompact Hausdorff space, and let A and B be disjoint
closed subsets of X . Just as in the proof of Lemma 4.34, we begin with the special
case in which B D fqg is a singleton; in other words, we prove that X is regular.
For each p 2 A, because X is Hausdorff there exist disjoint open subsets Up and
Vp such that p 2 Up and q 2 Vp. The collection fUp W p 2Ag[fX XAg is an open
cover of X . By paracompactness, it has a locally finite open refinement W . Each
of the open subsets in W is contained either in Up for some p, or in X XA. Let
U be the collection of all the sets in W that are contained in some Up. Then U is
still locally finite, and it is an open cover of A. Moreover, if U 2 U, then there is a
neighborhood Vp of q disjoint from U , so xU does not contain q.

Let U DS
U2UU , and V DX X xU . Because U is locally finite, xU DS

U2U
xU

by Lemma 4.75. Thus q … xU , so U and V are disjoint open subsets of X containing
A and q, respectively. This completes the proof that X is regular.

Next consider arbitrary disjoint closed subsets A and B . Exactly the same argu-
ment works in this case, using regularity in place of the Hausdorff condition. ut

The following theorem expresses the most important property of normal spaces.
Informally, it says that “closed subsets can be separated by continuous functions.”
Its proof is an ingenious application of induction to the rational numbers.

Theorem 4.82 (Urysohn’s Lemma). Suppose X is a normal topological space.
If A;B � X are disjoint closed subsets, then there exists a continuous function
f W X ! Œ0;1� such that f jA � 0 and f jB � 1.

Proof. We will construct for each rational number r an open subset U r � X , such
that the following properties hold (see Fig. 4.11):

(i) Ur D ¿ when r < 0, and Ur DX when r > 1.
(ii) U0 	 A.

(iii) U1 DX XB .
(iv) If p < q, then xUp � Uq .

We begin by definingU1 DXXB , and definingUr for r … Œ0;1� by (i). By normality,
there exists a neighborhoodU0 of A such that xU0 � U1.

Let .ri /i2N be a sequence whose values include each rational number in the in-
terval .0;1/ exactly once. By normality again, there exists an open subset U r1 � X
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U0
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Uq

U1
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B

Fig. 4.11: Proof of Urysohn’s lemma.

such that xU0 � Ur1 and xUr1 � U1. Suppose by induction that for i D 1; : : : ;n, we
have chosen open subsets Uri such that xU0 � Uri , xUri � U1, and ri < rj implies
xUri �Urj . Consider the next rational number rnC1 in the sequence, and let p be the
largest number in the set f0;r1; : : : ; rn;1g that is smaller than rnC1, and q the small-
est number in the same set that is larger than rnC1. Then the inductive hypothesis
implies that xUp � Uq . Using the normality condition once more, we see that there
is an open subset UrnC1

� X such that xUp � UrnC1
and xUrnC1

� Uq . Continuing
by induction, we obtain open subsets Ur for all rational r satisfying (i)–(iv).

Now, define f W X ! R by

f .x/D inffr 2 Q W x 2 Urg:
Because of (i), f is well defined and takes its values in Œ0;1�. Properties (i) and (ii)
imply that f .x/D 0 for x 2A, and (i) and (iii) imply that f .x/D 1 for x 2B . Thus
it remains only to show that f is continuous.

Because sets of the form .a;1/ and .�1;a/ form a subbasis for the topology
of R, it suffices to show that the preimage under f of any such set is open (see
Problems 2-12 and 2-13). We begin with the following observations:

f .x/ < a , x 2 Ur for some rational r < a: (4.5)

f .x/ � a , x 2 xUr for all rational r > a: (4.6)

The equivalence (4.5) is an easy consequence of the definition of f . To prove (4.6),
suppose first that f .x/ � a. If r is any rational number greater than a, then by
definition of f , there is a rational number s < r such that x 2 U s � Ur � xUr . Con-
versely, suppose x 2 xUr for every rational number greater than a. If s > a is rational,
choose a rational number r such that s > r > a; it follows from our hypothesis that
x 2 xUr �Us, which implies that f .x/� s. Since this is true for every rational s > a,
it follows that f .x/ � a.

From (4.5) and (4.6) we conclude that
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f �1�.�1;a/
�D

[
r2Q
r<a

Ur ; f �1�.a;1/
�DX X

\
r2Q
r>a

xUr ;

both of which are open. Thus f is continuous. ut
The next corollary of Urysohn’s lemma is often the most useful. If X is a topo-

logical space and f W X ! R is a continuous function, the support of f , denoted
by suppf , is the closure of the set fx 2 X W f .x/ ¤ 0g. If A is a closed subset of
X and U is a neighborhood of A, a continuous function f W X ! Œ0;1� such that
f jA � 1 and suppf � U is called a bump function for A supported in U .

Corollary 4.83 (Existence of Bump Functions). Let X be a normal space. If A is
a closed subset ofX andU is a neighborhood ofA, there exists a bump function for
A supported in U .

Proof. Just apply Urysohn’s Lemma with B DX XU . ut

Partitions of Unity

The applications of paracompactness are all based on a technical tool called a parti-
tion of unity, which can be used to “blend together” locally defined continuous maps
into a global one.

For this purpose, we need to consider open covers indexed by some set. (Of
course any open cover U can be considered as an indexed family, just by taking the
index set to be U itself.) In this context, an indexed family U D .U˛/˛2A of subsets
of a topological space X is said to be a locally finite family if each point of X has a
neighborhood that intersects U˛ for at most finitely many values of ˛. If this is the
case, then the unindexed cover fU˛g˛2A is also locally finite. (The converse might
not be true if the sets U˛ are the same for infinitely many indices ˛.)

If U D .U˛/˛2A is an indexed open cover of X , a partition of unity subordinate
to U is a family of continuous functions  ˛ W X ! R, indexed by the same set A,
with the following properties:

(i) 0�  ˛.p/� 1 for all ˛ 2 A and all p 2X .
(ii) supp ˛ � U˛.

(iii) The family of supports .supp ˛/˛2A is locally finite.
(iv)

P
˛2A ˛.p/D 1 for all p 2X .

Because of the local finiteness condition (iii), the sum in (iv) has only finitely many
nonzero terms in a neighborhood of each point, so there is no issue of convergence.

The next lemma shows that for paracompact Hausdorff spaces, a strengthened
form of the paracompactness property holds.

Lemma 4.84. Suppose X is a paracompact Hausdorff space. If U D .U˛/˛2A is
an indexed open cover of X , then U admits a locally finite open refinement V D
.V˛/˛2A indexed by the same set, such that xV˛ � U˛ for each ˛.
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Proof. By Lemma 4.80, each x 2X has a neighborhood Y x such that xYx � U˛ for
some ˛ 2 A. The open cover fYx W x 2Xg has a locally finite open refinement. Let
us index this refinement by some set B , and denote it by Z D .Zˇ /ˇ2B . For each ˇ,
there is some x 2X such thatZˇ � Yx , and therefore there is some ˛ 2A such that
xZˇ � xYx � U˛. Define a function a W B ! A by choosing some such index ˛ 2 A
for each ˇ 2 B , and setting a.ˇ/D ˛.

For each ˛ 2A, define an open subset V˛ �X by

V˛ D
[

ˇ Wa.ˇ/D˛
Zˇ :

(If there are no indices ˇ such that a.ˇ/D ˛, then V˛ D ¿.) Because the family Z

is locally finite, the closure of V˛ is equal to
S
ˇ Wa.ˇ/D˛ xZˇ (Lemma 4.75), which is

contained in U˛ as required. ut
Theorem 4.85 (Existence of Partitions of Unity). Let X be a paracompact Haus-
dorff space. If U is any indexed open cover of X , then there is a partition of unity
subordinate to U.

Proof. Let U D .U˛/˛2A be an indexed open cover of X . Applying Lemma 4.84
twice, we obtain locally finite open covers V D .V˛/˛2A and W D .W˛/˛2A such
that SW ˛ � V˛ and xV˛ � U˛.

Now, for each ˛ 2A, let f˛ W X ! Œ0;1� be a bump function for SW ˛ supported in
V˛. Define f W X ! R by f .p/DP

˛ f˛.p/. Because suppf˛ � V˛ , the family of
supports .suppf˛/˛2A is locally finite; thus each point of X has a neighborhood on
which only finitely many terms of this sum are nonzero, so f is continuous. Because
the sets fW˛g cover X , for each p 2X there is at least one ˛ such that p 2W˛ and
thus f˛.p/ D 1, so f is everywhere positive. Therefore, we can define  ˛.p/ D
f˛.p/=f .p/, and we see that  ˛ is continuous, 0� ˛.p/� 1, and

P
˛ ˛.p/D 1

everywhere on X . Thus . ˛/˛2A is the desired partition of unity. ut
In fact, a Hausdorff space is paracompact if and only if every open cover admits

a subordinate partition of unity (see Problem 4-33).

Here are three significant applications of partitions of unity.

Theorem 4.86 (Embeddability of Compact Manifolds). Every compact manifold
is homeomorphic to a subset of some Euclidean space.

Proof. SupposeM is a compact n-manifold. By compactness we can obtain a cover
of M by finitely many open subsets U1; : : : ;Uk , each of which is homeomorphic to
Rn. For each i , let 'i W Ui ! Rn be a homeomorphism. Let . i / be a partition of
unity subordinate to this cover, and define functions F i W M ! Rn by

Fi .x/D
(
 i .x/'i .x/; x 2 Ui
0; x 2M X supp i :
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Each Fi is continuous by the gluing lemma.
Now define F W M ! RnkCk by

F.x/D .F1.x/; : : : ;Fk.x/; 1.x/; : : : ; k.x//:

Then F is continuous, and if we can show it is injective, it is a topological embed-
ding by the closed map lemma.

Suppose F.x/D F.y/ for some points x;y 2M . Since
P
i  i .x/� 1, there is

some i such that  i .x/ > 0 and therefore x 2 Ui . Because F.x/ D F.y/ implies
 i .y/D  i .x/ > 0, it follows that y 2 Ui as well. Then we see that Fi .x/D Fi .y/

implies 'i .x/ D 'i .y/, which in turn implies that x D y since 'i is injective on
Ui . ut

I Exercise 4.87. Show that every compact manifold with boundary is homeomorphic to
a subset of some Euclidean space. [Hint: use the double.]

As we mentioned in Chapter 2, the preceding theorem is true without the as-
sumption of compactness, but the proof is substantially harder. It is based on the
following notion of dimension that makes sense for arbitrary topological spaces: a
topological space X is said to have finite topological dimension if there is some
integer k such that every open cover has an open refinement with the property that
no point lies in more than kC 1 of the subsets; if this is the case, the topological
dimension of X is defined to be the smallest such integer. It is a decidedly non-
trivial theorem that every topological n-manifold has topological dimension n (see
[Mun00, Mun84] for an outline of the proof). Using this fact, it can be shown that
every n-manifold admits a finite cover by (generally disconnected) coordinate do-
mains (see, e.g., [GHV72]). Once this is known, the proof of Theorem 4.86 goes
through, except for the step using the closed map lemma. Instead of an embedding,
one obtains an injective continuous map from M into RnkCk ; then Problem 4-34
shows how to obtain an embedding into a Euclidean space of one dimension higher.
(In fact, it can be shown that every n-manifold admits an embedding into R 2nC1;
see [Mun00].)

Here is our second application of partitions of unity. IfX is any set and f W X !
R is a real-valued function, the zero set of f is the preimage f �1.0/.

Theorem 4.88 (Zero Sets of Continuous Functions). SupposeM is a topological
manifold, and B �M is any closed subset. Then there exists a continuous function
f W M ! Œ0;1/ whose zero set is exactly B .

Proof. First, consider the special case in which M D Rn and B � Rn is a closed
subset. It is straightforward to check that

u.x/D inffjx�yj W y 2 Bg
does the trick. (This function u is called the distance to B.)

Now, let M be an arbitrary n-manifold and let B be a closed subset of M .
Let U D .U˛/˛2A be a cover of M by open subsets homeomorphic to Rn, and
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let . ˛/˛2A be a subordinate partition of unity. For each ˛, the construction in
the preceding paragraph yields a continuous function u ˛ W U˛ ! Œ0;1/ such that
u�1
˛ .0/D B\U˛. Define f W M ! R by

f .x/D
X
˛2A

 ˛.x/u˛.x/;

where each summand is to be interpreted as zero outside the support of  ˛ . Each
term in this sum is continuous by the gluing lemma, and only finitely many terms
are nonzero in a neighborhood of each point, so this defines a continuous function
on M . It is easy to check that it is zero exactly on B . ut
Corollary 4.89. SupposeM is a topological manifold, andA;B are disjoint closed
subsets of M . Then there exists a continuous function f W M ! Œ0;1� such that
f �1.1/D A and f �1.0/D B .

Proof. Using the previous theorem, we can find u;v W M ! Œ0;1/ such that u van-
ishes exactly on A and v vanishes exactly on B , and then the function f .x/ D
v.x/=.u.x/Cv.x// satisfies the conclusion of the corollary. ut

The preceding corollary is connected with an interesting sidelight in the his-
tory of manifold theory. A topological space M that satisfies the conclusion of the
corollary (for every pair of disjoint closed subsets A;B �M , there is a continuous
function f W M ! Œ0;1� such that f �1.1/D A and f �1.0/D B) is said to be per-
fectly normal. In the mid-twentieth century, there was a flurry of research exploring
the question of what additional hypotheses are sufficient to guarantee that a locally
Euclidean Hausdorff space M is metrizable. Using the Urysohn metrization theo-
rem, it can be shown that paracompactness is sufficient, but researchers wondered
whether a weaker condition might suffice. For example, it was conjectured that it
might be sufficient to assume thatM is perfectly normal. Remarkably, it was shown
in 1979 by Mary Ellen Rudin [Rud79] that this conjecture cannot be either proved
or disproved within the framework of ZFC!

For our last application of partitions of unity, we need the following definition.
IfM is a topological space, an exhaustion function forM is a continuous function
f W M ! R such that for every c 2 R, the sublevel set f �1�.�1;c�

�
is compact.

The name comes from the fact that as k ranges through the positive integers, the sub-
level sets f �1�.�1;k�

�
form an exhaustion of M by compact sets. For example,

the functions f W Rn ! R and g W Bn ! R given by

f .x/D jxj; g.x/D 1

1� jxj
are exhaustion functions. Of course, if M is compact, every continuous real-valued
function on M is an exhaustion function, so exhaustion functions are interesting
only for noncompact spaces.
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Theorem 4.90 (Existence of Exhaustion Functions). Every manifold admits a
positive exhaustion function.

Proof. Let M be a manifold, let fUig be a countable open cover of M by precom-
pact open subsets, and let f i g be a partition of unity subordinate to this cover.
Define f W M ! R by

f .x/D
1X
kD1

k k.x/:

Then f is continuous because only finitely many terms are nonzero in a neighbor-
hood of each point, and positive because f .x/ � P

k k.x/ D 1. For any positive
integerm, if x …Sm

kD1 xUk , then  k.x/D 0 for 1� k �m, so

f .x/D
1X

kDmC1
k k.x/ >

1X
kDmC1

m k.x/Dm

1X
kD1

 k.x/Dm:

The contrapositive of this last statement is that f .x/ � m implies x 2 Sm
kD1 xUk .

Let c 2 R be arbitrary, and let m be any positive integer greater than c. It follows
that f �1�.�1;c�

�
is a closed subset of the compact set

Sm
kD1 xUk, and is therefore

compact. ut

Proper Maps

The closed map lemma is an extremely handy tool for showing that a given con-
tinuous map is a quotient map, a topological embedding, or a homeomorphism.
However, it applies only when the domain is compact, so there are many interesting
maps to which it does not apply. In this section, we introduce another class of maps,
called proper maps, to which the conclusions of the closed map lemma also apply.

If X and Y are topological spaces, a map F W X ! Y (continuous or not) is said
to be proper if the preimage of each compact subset of Y is compact. For example,
every exhaustion function f W X ! R is a proper map.

In order to visualize the behavior of proper maps, it is useful to introduce the
following definition: if X is a topological space, a sequence .x i / in X is said to
diverge to infinity if for every compact set K � X there are at most finitely many
values of i for which xi 2K .

Lemma 4.91. Suppose X is a first countable Hausdorff space. A sequence in X
diverges to infinity if and only if it has no convergent subsequence.

Proof. Assume first that .xi / is a sequence inX that diverges to infinity. If there is a
subsequence .xij / that converges to x 2X , then the set K D fxij W j 2 Ng[fxg is
compact (see Proposition 4.31) and contains infinitely many terms of the sequence,
which is a contradiction. (This implication does not require the hypothesis that X is
first countable and Hausdorff.)
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Conversely, assume that .xi / has no convergent subsequence. If K � X is any
compact set that contains xi for infinitely many i , then there is a subsequence .x ij /
such that xij 2K for all j . Because a compact, first countable Hausdorff space is
sequentially compact, this subsequence in turn has a convergent subsequence, which
is a contradiction. ut
Proposition 4.92. Suppose X and Y are topological spaces and F W X ! Y is a
proper map. Then F takes every sequence diverging to infinity in X to a sequence
diverging to infinity in Y .

Proof. Suppose .xi / is a sequence in X that diverges to infinity. If .F.x i // does
not diverge to infinity, then there is a compact subset K � Y that contains F.x i /
for infinitely many values of i . It follows that x i lies in the compact set F �1.K/ for
these values of i , which contradicts the assumption that .x i / diverges to infinity. ut

In the next proposition, we show that the converse of this result holds for many
spaces.

Because the definition of properness is sometimes tricky to check directly, it is
useful to have other sufficient conditions for a map to be proper. The next proposi-
tion gives several such conditions.

Proposition 4.93 (Sufficient Conditions for Properness). Suppose X and Y are
topological spaces, and F W X ! Y is a continuous map.

(a) If X is compact and Y is Hausdorff, then F is proper.
(b) If X is a second countable Hausdorff space and F takes sequences diverging

to infinity in X to sequences diverging to infinity in Y , then F is proper.
(c) If F is a closed map with compact fibers, then F is proper.
(d) If F is a topological embedding with closed image, then F is proper.
(e) If Y is Hausdorff and F has a continuous left inverse, then F is proper.
(f ) If F is proper andA�X is any subset that is saturated with respect to F , then
F jA W A! F.A/ is proper.

Proof. We begin with (a). Suppose X is compact and Y is Hausdorff. If K � Y is
compact, then it is closed in Y because Y is Hausdorff. By continuity, F �1.K/ is
closed in X and therefore compact.

To prove (b), assume X is a second countable Hausdorff space, and suppose
F W X ! Y takes sequences diverging to infinity to sequences diverging to infinity.
Let K � Y be any compact set, and let L D F �1.K/ � X . Because of our hy-
pothesis on X , to show that L is compact, it suffices to show that it is sequentially
compact. Suppose on the contrary that .x i / is a sequence in L with no convergent
subsequence. It diverges to infinity by Lemma 4.91, so our assumption about F im-
plies that .F.xi // diverges to infinity. But this is impossible because F.xi / lies in
the compact set K for all i .

Next, to prove (c), assume F is a closed map with compact fibers. Let K �
Y be compact, and let U be a cover of F �1.K/ by open subsets of X . If y 2
K is arbitrary, the fiber F �1.y/ is covered by finitely many of the sets in U, say
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X

Y

K
F.X/

G F

F �1.K/

G.K/

Fig. 4.12: A map with a continuous left inverse is proper.

U1; : : : ;Uk . The set Ay D X X �U1 [ � � � [Uk
�

is closed in X and disjoint from
F�1.y/, so Vy D Y XF.Ay/ is open in Y and contains y. It follows from our
construction that F �1.Vy/� U1[ � � �[Uk. Because K is compact, it is covered by
finitely many of the sets Vy . Thus F �1.K/ is covered by finitely many sets of the
form F �1.Vy/, each of which is covered by finitely many of the sets in U, so it
follows that F �1.K/ is compact.

Now (d) follows from (c), because a topological embedding with closed image is
a closed map, and its fibers are singletons, which are certainly compact.

Next we prove (e). Assume that Y is Hausdorff and G W Y ! X is a continuous
left inverse for F , and supposeK is a compact subset of Y . Any point x 2 F �1.K/
satisfies x DG.F.x// 2G.K/. Since K is closed in Y (because Y is Hausdorff), it
follows that F �1.K/ is a closed subset of the compact set G.K/ (Fig. 4.12), so it is
compact.

Finally, to prove (f), suppose F W X ! Y is proper and A � X is saturated. Let
K � F.A/ be compact. The fact that A is saturated means that .F jA/�1.K/ D
F�1.K/, which is compact because F is proper. ut

We are going to prove a theorem that is a powerful generalization of the closed
map lemma; it shows that, for most target spaces, proper maps are automatically
closed. To describe the class of spaces to which it applies, it is convenient to in-
troduce a new definition (fortunately, the last one in this chapter). A topological
space X is said to be compactly generated if it has the following property: if A is
any subset of X whose intersection with each compact subset K � X is closed in
K , then A is closed in X . It is easy to see that an equivalent definition is obtained
by substituting “open” for “closed.” The next lemma shows that most “reasonable”
spaces, including all metric spaces, all manifolds, and all subsets of manifolds (with
or without boundary) are compactly generated.
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Lemma 4.94. First countable spaces and locally compact spaces are compactly
generated.

Proof. Let X be a space satisfying either of the two hypotheses, and let A � X be
a subset whose intersection with each compact set K � X is closed in K . Suppose
x 2 xA; we need to show that x 2 A.

First assume thatX is first countable. By the sequence lemma, there is a sequence
.ai / of points in A converging to x. The set K D fa i W i 2 Ng [ fxg is compact by
Proposition 4.31, so A\K is closed in K by hypothesis. Since x is the limit of a
sequence of points in A\K , it must also be in A\K � A.

Now assume X is locally compact. Let K be a compact subset of X containing
a neighborhood U of x. If V is any neighborhood of x, then the fact that x 2 xA
implies that V \U contains a point of A, so V contains a point of A\K . Thus
x 2 A\K. Since A is closed in K and K is closed in X (because X is Hausdorff),
it follows that A\K is closed in X , so x 2 A\K � A. ut

The next theorem is the main result of this section.

Theorem 4.95 (Proper Continuous Maps are Closed). Suppose X is any topo-
logical space, Y is a compactly generated Hausdorff space (e.g., any subset of a
manifold with or without boundary), and F W X ! Y is a proper continuous map.
Then F is a closed map.

Proof. Let A�X be a closed subset. We show that F.A/ is closed in Y by showing
that its intersection with each compact subset is closed. If K � Y is compact, then
F �1.K/ is compact, and so isA\F �1.K/ because it is a closed subset of a compact
set. By the main theorem on compactness, F.A\F �1.K// is compact as well,
and by Exercise A.4(k), this set is equal to F.A/\K . Because K is Hausdorff,
F.A/\K is closed in K . ut
Corollary 4.96. If X is a topological space and Y is a compactly generated Haus-
dorff space, an embedding F W X ! Y is proper if and only if it has closed image.

Proof. This follows from Theorem 4.95 and Proposition 4.93(d). ut
Corollary 4.97. Suppose F is a proper continuous map from a topological space to
a compactly generated Hausdorff space.

(a) If F is surjective, it is a quotient map.
(b) If F is injective, it is a topological embedding.
(c) If F is bijective, it is a homeomorphism.

Proof. Theorem 4.95 and Proposition 3.69. ut
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Problems

4-1. Show that for n > 1, Rn is not homeomorphic to any open subset of R.
[Hint: if U � R is open and x 2 U , then U X fxg is not connected.]

4-2. INVARIANCE OF DIMENSION, 1-DIMENSIONAL CASE: Prove that a non-
empty topological space cannot be both a 1-manifold and an n-manifold for
some n > 1. [Hint: use Problem 4-1.]

4-3. INVARIANCE OF THE BOUNDARY, 1-DIMENSIONAL CASE: SupposeM is
a 1-dimensional manifold with boundary. Show that a point of M cannot be
both a boundary point and an interior point.

4-4. Show that the following topological spaces are not manifolds:

(a) the union of the x-axis and the y-axis in R2

(b) the conical surface C � R3 defined by

C D ˚
.x;y;z/ W z2 D x2Cy2

�
4-5. Let M D S1 � R, and let A D S1 � f0g. Show that the space M=A ob-

tained by collapsing A to a point is homeomorphic to the space C of Prob-
lem 4-4(b), and thus is Hausdorff and second countable but not locally Eu-
clidean.

4-6. Like Problem 2-22, this problem constructs a space that is locally Euclidean
and Hausdorff but not second countable. Unlike that example, however, this
one is connected.

(a) Recall that a totally ordered set is said to be well ordered if every
nonempty subset has a smallest element (see Appendix A). Show that
the well-ordering theorem (Theorem A.18) implies that there exists an
uncountable well-ordered set Y such that for every y0 2 Y , there are
only countably many y 2 Y such that y < y0. [Hint: let X be any un-
countable well-ordered set. If X does not satisfy the desired condition,
let Y be an appropriate subset of X .]

(b) Now let R D Y � Œ0;1/, with the dictionary order: this means that
.y1; s1/ < .y2; s2/ if either y1 < y2, or y1 D y2 and s1 < s2. With the
order topology, R is called the long ray. The long line L is the wedge
sum R _ R obtained by identifying both copies of .y0;0/ with each
other, where y0 is the smallest element in Y . Show that L is locally
Euclidean, Hausdorff, and first countable, but not second countable.

(c) Show that L is path-connected.

4-7. Let q W X ! Y be an open quotient map. Show that ifX is locally connected,
locally path-connected, or locally compact, then Y has the same property.
[Hint: see Problem 2-11.]

4-8. Show that a locally connected topological space is homeomorphic to the
disjoint union of its components.
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4-9. Show that every n-manifold is homeomorphic to a disjoint union of count-
ably many connected n-manifolds, and every n-manifold with boundary is
homeomorphic to a disjoint union of countably many connectedn-manifolds
with (possibly empty) boundaries.

4-10. Let S be the square I �I with the order topology generated by the dictionary
order (see Problem 4-6).

(a) Show that S has the least upper bound property.
(b) Show that S is connected.
(c) Show that S is locally connected, but not locally path-connected.

4-11. Let X be a topological space, and let CX be the cone on X (see Example
3.53).

(a) Show that CX is path-connected.
(b) Show that CX is locally connected if and only ifX is, and locally path-

connected if and only if X is.

4-12. Suppose X is a topological space and S � X is a subset that is both open
and closed in X . Show that S is a union of components of X .

4-13. Let T be the topologist’s sine curve (Example 4.17).

(a) Show that T is connected but not path-connected or locally connected.
(b) Determine the components and the path components of T .

4-14. This chapter introduced four connectedness properties: connectedness, path
connectedness, local connectedness, and local path connectedness. Use the
following examples to show that any subset of these four properties can be
true while the others are false, except those combinations that are disallowed
by Theorem 4.15 and Proposition 4.26(a,e).

(a) The set Q2 of rational points in the plane.
(b) The topologist’s sine curve T (Example 4.17).
(c) The union of T with the x-axis.
(d) The space S of Problem 4-10.
(e) The cone on S (see Problem 4-11).
(f) The disjoint union of two copies of S .
(g) Any disconnected manifold.
(h) Any nonempty connected manifold.

4-15. Suppose G is a topological group.

(a) Show that every open subgroup of G is also closed.
(b) For any neighborhood U of 1, show that the subgroup hU i generated

by U is open and closed in G.
(c) For any connected subset U � G containing 1, show that hU i is con-

nected.
(d) Show that if G is connected, then every connected neighborhood of 1

generates G.
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M1 M2

B1 B2

M1 #M2

Fig. 4.13: A connected sum.

4-16. A topological space is said to be � -compact if it can be expressed as a
union of countably many compact subspaces. Show that a locally Euclidean
Hausdorff space is a topological manifold if and only if it is �-compact.

4-17. Suppose M is a manifold of dimension n � 1, and B � M is a regular
coordinate ball. Show that M XB is an n-manifold with boundary, whose
boundary is homeomorphic to Sn�1. (You may use the theorem on invari-
ance of the boundary.)

4-18. Let M1 and M2 be n-manifolds. For i D 1;2, let Bi �Mi be regular coor-
dinate balls, and let M 0

i DMi XBi . Choose a homeomorphism f W @M 0
2 !

@M 0
1 (such a homeomorphism exists by Problem 4-17). LetM 1 #M2 (called

a connected sum of M1 and M2) be the adjunction space M 0
1[f M 0

2 (Fig.
4.13).

(a) Show that M1 #M2 is an n-manifold (without boundary).
(b) Show that if M1 and M2 are connected and n > 1, then M1 #M2 is

connected.
(c) Show that if M1 and M2 are compact, thenM1 #M2 is compact.

4-19. Let M1 #M2 be a connected sum of n-manifolds M1 and M2. Show that
there are open subsets U1;U2 �M1 #M2 and points pi 2Mi such thatUi 

Mi X fpig, U1\U2 
 RnX f0g, and U1[U2 DM1 #M2.

4-20. Consider the topology on the set of integers described in Problem 2-17.
Show that Z with this topology is limit point compact but not compact.
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4-21. Let V be a finite-dimensional real vector space. A norm on V is a real-
valued function on V , written x 7! jxj, satisfying the following properties:

� POSITIVITY: jxj � 0, and jxj D 0 if and only if x D 0.
� HOMOGENEITY: jcxj D jcj jxj for all c 2 R and x 2 V .
� TRIANGLE INEQUALITY: jxCyj � jxj C jyj.

A norm determines a metric by d.x;y/D jx�yj. Show that all norms de-
termine the same topology on V . [Hint: first consider the case V D Rn, and
consider the restriction of the norm to the unit sphere.]

4-22. Let X D .R � Z/=�, where � is the equivalence relation generated by
.x;n/ � .x;m/ for all n;m 2 Z and all x ¤ 0. Show that X is locally com-
pact but does not have a basis of precompact open subsets. [The space X is
called the line with infinitely many origins.]

4-23. Let X be a locally compact Hausdorff space. The one-point compactifica-
tion of X is the topological space X � defined as follows. Let 1 be some
object not in X , and let X � DXq f1g with the following topology:

T D fopen subsets of Xg
[ fU �X� WX� XU is a compact subset of Xg:

(a) Show that T is a topology.
(b) Show that X � is a compact Hausdorff space.
(c) Show that a sequence of points in X diverges to infinity if and only if it

converges to 1 in X �. (See p. 118.)
(d) Show that X is open in X � and has the subspace topology.
(e) Show that X is dense in X � if and only if X is noncompact.

4-24. Show that a topological space is a locally compact Hausdorff space if and
only if it is homeomorphic to an open subset of a compact Hausdorff space.

4-25. Let � W SnXfN g ! Rn be the stereographic projection, as defined in Exam-
ple 3.21. Show that � extends to a homeomorphism of S n with the one-point
compactification of Rn. [Remark: in complex analysis, the one-point com-
pactification of C is often called the Riemann sphere; this problem shows
that it is homeomorphic to S2.]

4-26. Let M be a compact manifold of positive dimension, and let p 2M . Show
that M is homeomorphic to the one-point compactification of M X fpg.

4-27. SupposeX and Y are locally compact Hausdorff spaces, andX � and Y � are
their one-point compactifications. Show that a continuous map f W X ! Y

is proper if and only if it extends to a continuous map f � W X� ! Y � taking
1 2 X� to 1 2 Y �.

4-28. Suppose M is a noncompact manifold of dimension n � 1. Show that its
one-point compactification is an n-manifold if and only if there exists a
precompact open subset U � M such that M XU is homeomorphic to
Rn X Bn. Give an example of a noncompact manifold whose one-point
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compactification is not a manifold. [Hint: you may find the inversion map
I W RnX Bn ! xBn defined by I.x/D x=jxj2 useful.]

4-29. Let X be a complete metric space or a locally compact Hausdorff space.
Show that every nonempty countable closed subset of X contains at least
one isolated point. [Hint: use the Baire category theorem.]

4-30. Prove the following generalization of the gluing lemma: suppose X is
a topological space and fA˛g is a locally finite closed cover of X . If
for each ˛ 2 A we are given a continuous map f˛ W X˛ ! Y such that
f˛jX˛\Xˇ

D fˇ jX˛\Xˇ
for all ˛ and ˇ, then there exists a unique continu-

ous map f W X ! Y whose restriction to each X˛ is f˛.

4-31. Suppose X is Hausdorff, locally Euclidean of dimension n, and paracom-
pact. Show that X is an n-manifold if and only if it has countably many
components, as follows.

(a) Show that it suffices to assume X is connected.
(b) Show that X has a locally finite cover U by precompact open sets that

are n-manifolds.
(c) Choose an arbitrary nonemptyU0 2 U, and say a set U 0 2 U is finitely

connected to U0 if there is a finite sequence U0;U1; : : : ;Uk of sets in
U such that Uk D U 0 and Ui \Ui�1 ¤ ¿ for i D 1; : : : ;k. Show that
every element of U is finitely connected to U0, and conclude that U is
countable.

4-32. Prove that every closed subspace of a paracompact space is paracompact.

4-33. SupposeX is a topological space with the property that for every open cover
of X , there exists a partition of unity subordinate to it. Prove that X is para-
compact.

4-34. Suppose M is an n-manifold that admits an injective continuous map into
Rk for some k. Show that M admits a proper embedding into RkC1. [Hint:
use an exhaustion function.]



Chapter 5

Cell Complexes

In this chapter we give a brief introduction to cell complexes. These are spaces
constructed by starting with a discrete set of points and successively attaching cells
(spaces homeomorphic to Euclidean balls) of increasing dimensions. It turns out
that many interesting spaces can be constructed this way, and such a construction
yields important information about the space.

The cell complexes that we are mostly concerned with are called CW complexes,
which are cell complexes with two additional technical requirements to ensure that
their topological properties are closely related to their cell structures. CW complexes
were invented by algebraic topologists for constructing topological spaces and ex-
pediting the computations of their topological invariants. Their power comes from
the fact that most of their interesting topological properties are encoded in simple
information about how the cells are attached to each other.

Using the theory of CW complexes, we prove our first classification theorem for
manifolds: every nonempty connected 1-manifold without boundary is homeomor-
phic to either R or S1, and every connected 1-manifold with nonempty boundary is
homeomorphic to Œ0;1� or Œ0;1/.

At the end of the chapter, we introduce a more specialized type of complexes
called simplicial complexes, which are built up from points, line segments, filled-in
triangles, solid tetrahedra, and their higher-dimensional analogues. The great advan-
tage of simplicial complexes is that their topology is encoded in a purely combina-
torial way, and can be used to reduce many topological problems to combinatorial
ones.

Cell Complexes and CW Complexes

An open n-cell is any topological space that is homeomorphic to the open unit ball
Bn, and a closed n-cell is any space homeomorphic to xBn. Every open or closed
ball in Rn is obviously an open or closed cell. The next proposition gives many
more examples. When you read this proof, you should notice how the closed map
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x0

�x0

0

D

y

z
B1.0/

B1��.�x0/

Fig. 5.1: Proof that there is only one boundary point on a ray.

lemma, invoked twice in the proof, allows us to avoid ever having to prove continuity
directly by "–ı estimates.

Proposition 5.1. If D � Rn is a compact convex subset with nonempty interior,
then D is a closed n-cell and its interior is an open n-cell. In fact, given any point
p 2 IntD, there exists a homeomorphism F W xBn ! D that sends 0 to p, Bn to
IntD, and Sn�1 to @D.

Proof. Let p be an interior point of D. By replacing D with its image under the
translation x 7! x�p (which is a homeomorphism of Rn with itself), we can assume
that pD 0 2 IntD. Then there is some " > 0 such that the ball B".0/ is contained in
D; using the dilation x 7! x=", we can assume Bn D B1.0/�D.

The core of the proof is the following claim: each closed ray starting at the ori-
gin intersects @D in exactly one point. Let R be such a closed ray. Because D is
compact, its intersection with R is compact; thus there is a point x0 in this intersec-
tion at which the distance to the origin assumes its maximum. This point is easily
seen to lie in the boundary of D. To show that there can be only one such point,
we show that the line segment from 0 to x0 consists entirely of interior points ofD,
except for x0 itself. Any point on this segment other than x0 can be written in the
form �x0 for 0 � � < 1. Suppose z 2 B1��.�x0/, and let y D .z��x0/=.1��/.
A straightforward computation shows that jyj < 1, so y 2 B1.0/ � D (Fig. 5.1).
Since y and x0 are both in D and z D �x0 C .1��/y, it follows from convexity
that z 2 D. Thus the open ball B1��.�x0/ is contained in D, which implies that
�x0 is an interior point.

Now we define a map f W @D ! Sn�1 by

f .x/D x

jxj :
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In words, f .x/ is the point where the line segment from the origin to x intersects
the unit sphere. Since f is the restriction of a continuous map, it is continuous,
and the discussion in the preceding paragraph shows that it is bijective. Since @D is
compact, f is a homeomorphism by the closed map lemma.

Finally, define F W xBn !D by

F.x/D
˚

jxjf �1� x
jxj
�
; x ¤ 0I

0; x D 0:

Then F is continuous away from the origin because f �1 is, and at the origin be-
cause boundedness of f �1 implies F.x/ ! 0 as x ! 0. Geometrically, F maps
each radial line segment connecting 0 with a point ! 2 Sn�1 linearly onto the ra-
dial segment from 0 to the point f �1.!/ 2 @D. By convexity, F takes its values in
D. The map F is injective, since points on distinct rays are mapped to distinct rays,
and each radial segment is mapped linearly to its image. It is surjective because each
point y 2 D is on some ray from 0. By the closed map lemma, F is a homeomor-
phism. ut

Thus every closed interval in R is a closed 1-cell; every compact region in the
plane bounded by a regular polygon is a closed 2-cell; and a solid tetrahedron and
a solid cube are closed 3-cells. By our conventions, any singleton is both a closed
0-cell and an open 0-cell.

Let D be a closed n-cell. Note that D is a manifold with boundary (because xBn
is). We use the notations @D and IntD to denote the images of Sn�1 and Bn, re-
spectively, under some homeomorphismF W xBn !D, so that @D is homeomorphic
to Sn�1 and IntD is an open n-cell. (It follows from the as yet unproved theorem
on invariance of the boundary that these sets are well defined, independently of the
choice of F , but we do not use that fact in what follows.)

Cell Decompositions

We wish to think of a cell complex as a topological space built up inductively by
attaching cells of increasing dimensions along their boundaries. To specify more
specifically what we mean by “attaching cells along their boundaries,” supposeX is
a nonempty topological space, fD˛g˛2A is an indexed collection of closed n-cells
for some fixed n� 1, and for each ˛, we are given a continuous map ' ˛ W @D˛ !X .
Letting ' W `˛ @D˛ ! X be the map whose restriction to each @D˛ is '˛, we can
form the adjunction space X ['

�`
˛D˛

�
(Fig. 5.2). Any space homeomorphic to

such an adjunction space is said to be obtained from X by attaching n-cells to X .
Example 3.78(b) shows that S2 can be obtained by attaching a single 2-cell to xB2.
If Y is obtained from X by attaching n-cells, it follows from Proposition 3.77 that
we can view X as a closed subspace of Y , and as a set, Y is the disjoint union of X
and a collection of disjoint open n-cells, one for each ˛.
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Fig. 5.2: Attaching 2-cells to a cylinder.

It is possible to define a cell complex as a space formed inductively by starting
with a nonempty discrete space X0, attaching some 1-cells to it to form a space X1,
attaching some 2-cells to that to form a new space X2, and so forth. Many authors
do in fact define cell complexes this way, and it is a good way to think about them
in order to develop intuition about their properties. However, the theory works more
smoothly if we start out by describing what we mean by a cell decomposition of a
given topological space; only later will we come back and describe how to construct
cell complexes inductively “from scratch” (see Theorem 5.20).

Any space formed inductively by the procedure described above will be a union
of disjoint subspaces homeomorphic to open cells of various dimensions. Thus, at
its most basic, a cell decomposition of a space X is a partition of X into open cells
(i.e., a collection of disjoint nonempty subspaces of X whose union is X , each of
which is homeomorphic to Bn for some n). But without some restriction on how
the cells fit together, such a decomposition tells us nothing about the topology ofX .
For example, if we partition R2 into vertical lines, then each line is an open 1-cell,
but the decomposition has very little to do with the topology of the plane. This can
be remedied by insisting that the boundary of each open cell be attached in some
“reasonable” way to cells of lower dimension.

Here are the technical details of the definition. If X is a nonempty topological
space, a cell decomposition of X is a partition E of X into subspaces that are open
cells of various dimensions, such that the following condition is satisfied: for each
cell e 2 E of dimension n � 1, there exists a continuous map ˚ from some closed
n-cellD intoX (called a characteristic map for e) that restricts to a homeomomor-
phism from IntD onto e and maps @D into the union of all cells of E of dimensions
strictly less than n. A cell complex is a Hausdorff space X together with a specific
cell decomposition of X . (The Hausdorff condition is included both to rule out var-
ious pathologies and because, as we show below, the inductive construction of cell
complexes automatically yields Hausdorff spaces.)

In the definition of a cell decomposition, we could have stipulated that the domain
of each characteristic map be the closed unit ball xBn itself; but for many purposes it
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is convenient to allow more general closed cells such as the interval Œ0;1� or convex
polygonal regions in the plane.

Given a cell complex .X;E/, the open cells in E are typically just called the
“cells of X .” Be careful: although each e 2 E is an open cell, meaning that it is
homeomorphic to Bn for some n, it is not necessarily an open subset of X . By the
closed map lemma and Proposition 2.30, the image of a characteristic map for e is
equal to xe, so each cell is precompact in X ; but its closure might not be a closed
cell, because the characteristic map need not be injective on the boundary.

A finite cell complex is one whose cell decomposition has only finitely many
cells. A cell complex is called locally finite if the collection of open cells is locally
finite. By Lemma 4.74, this is equivalent to the requirement that the collection xE D
fxe W e 2 Eg be locally finite.

As we show below, it is perfectly possible for a given space to have many differ-
ent cell decompositions. Technically, the term cell complex refers to a space together
with a specific cell decomposition of it (though not necessarily with specific choices
of characteristic maps). As usual in such situations, we sometimes say “X is a cell
complex” to mean that X is a space endowed with a particular cell decomposition.

CW Complexes

For finite complexes (which are adequate for most of our purposes), the definitions
we have given so far serve well. But infinite complexes are also useful in many
circumstances, and for infinite complexes to be well behaved, two more restrictions
must be added.

First we need the following definition. Suppose X is a topological space, and
B is any family of subspaces of X whose union is X . To say that the topology of
X is coherent with B means that a subset U � X is open in X if and only if its
intersection with eachB 2 B is open inB . It is easy to show by taking complements
that this is equivalent to the requirement that U is closed inX if and only if U \B is
closed in B for each B 2 B. (In either case, the “only if” implication always holds
by definition of the subspace topology on B , so it is the “if” part that is significant.)
For example, if .X˛/ is an indexed family of topological spaces, the disjoint union
topology on

`
˛X˛ is coherent with the family .X˛/, thought of as subspaces of the

disjoint union. A space is compactly generated (see Chapter 4 for the definition) if
and only if its topology is coherent with the family consisting of all of its compact
subsets.

The next proposition expresses some basic properties of coherent topologies.

Proposition 5.2. SupposeX is a topological space whose topology is coherent with
a family B of subspaces.

(a) If Y is another topological space, then a map f W X ! Y is continuous if and
only if f jB is continuous for every B 2 B.
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(b) The map
`
B2BB !X induced by inclusion of each set B ,!X is a quotient

map.

I Exercise 5.3. Prove the preceding proposition.

A CW complex is cell complex .X;E/ satisfying the following additional con-
ditions:

(C) The closure of each cell is contained in a union of finitely many cells.

(W) The topology of X is coherent with the family of closed subspaces fxe W e 2 Eg.

A cell decomposition of a spaceX satisfying (C) and (W) is called a CW decom-
position of X . The letters C and W come from the names originally given to these
two conditions by the inventor of CW complexes, J. H. C. Whitehead: condition
(C) was called closure finiteness, and the coherent topology described in condition
(W) was called the weak topology associated with the subspaces fxe W e 2 Eg. The
latter term has fallen into disuse in this context, because the phrase weak topology is
now most commonly used to describe the coarsest topology for which some family
of maps out of a space are all continuous, while the coherent topology is the finest
topology for which the inclusion maps of the sets xe into X are all continuous (see
Problem 5-5).

For locally finite complexes (and thus all finite ones), conditions (C) and (W) are
automatic, as the next proposition shows.

Proposition 5.4. Let X be a Hausdorff space, and let E be a cell decomposition of
X . If E is locally finite, then it is a CW decomposition.

Proof. To prove condition (C), observe that for each e 2 E , every point of xe has a
neighborhood that intersects only finitely many cells of E . Because xe is compact, it
is covered by finitely many such neighborhoods.

To prove (W), suppose A� X is a subset whose intersection with xe is closed in
xe for each e 2 E . Given x 2X XA, letW be a neighborhood of x that intersects the
closures of only finitely many cells, say xe1; : : : ;xem. Since A\ xei is closed in xei and
thus in X , it follows that

W XADW X �.A\ xe1/[ � � �[ .A\ xem/
�

is a neighborhood of x contained in X XA. ThusX XA is open, so A is closed. ut
Suppose X is a CW complex. If there is an integer n such that all of the cells of

X have dimension at most n, then we say X is finite-dimensional; otherwise, it is
infinite-dimensional. If it is finite-dimensional, the dimension of X is the largest n
such that X contains at least one n-cell. (The fact that this is well defined depends
on the theorem of invariance of dimension.) Of course, a finite complex is always
finite-dimensional.

Here is one situation in which open cells actually are open subsets.
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Proposition 5.5. SupposeX is an n-dimensional CW complex. Then every n-cell of
X is an open subset of X .

Proof. Suppose e0 is an n-cell of X . If ˚ W D ! X is a characteristic map for e0,
then ˚ , considered as a map onto xe0, is a quotient map by the closed map lemma.
Since ˚�1.e0/D IntD is open in D, it follows that e0 is open in xe0. On the other
hand, if e is any other cell of X , then e0\ e D ¿, so e0\ xe is contained in xeX e,
which in turn is contained in a union of finitely many cells of dimension less than
n. Since e0 has dimension n, it follows that e0\ xe D ¿. Thus the intersection of e0
with the closure of every cell is open, so e0 is open in X by condition (W). ut

A subcomplex of X is a subspace Y � X that is a union of cells of X , such
that if Y contains a cell, it also contains its closure. It follows immediately from the
definition that the union and the intersection of any collection of subcomplexes are
themselves subcomplexes. For each nonnegative integer n, we define the n-skeleton
of X to be the subspace Xn � X consisting of the union of all cells of dimensions
less than or equal to n; it is an n-dimensional subcomplex of X .

Theorem 5.6. Suppose X is a CW complex and Y is a subcomplex of X . Then Y
is closed in X , and with the subspace topology and the cell decomposition that it
inherits from X , it is a CW complex.

Proof. Obviously Y is Hausdorff, and by definition it is the disjoint union of its
cells. Let e � Y denote such a cell. Since xe � Y , the finitely many cells of X that
have nontrivial intersections with xe must also be cells of Y , so condition (C) is
automatically satisfied by Y . In addition, any characteristic map ˚ W D ! X for e
in X also serves as a characteristic map for e in Y .

To prove that Y satisfies condition (W), suppose S � Y is a subset such that
S \ xe is closed in xe for every cell e contained in Y . Let e be a cell of X that is not
contained in Y . We know that xeX e is contained in the union of finitely many cells
ofX ; some of these, say e1; : : : ;ek , might be contained in Y . Then xe1[� � �[xek � Y ,
and

S \ xe D S \ �xe1[ � � �[ xek
�\ xe D

�
.S \ xe1/[ � � �[ .S \ xek/

�
\ xe;

which is closed in xe. It follows that S is closed in X and therefore in Y .
Finally, to show that Y is closed in X , just apply the argument in the preceding

paragraph with S D Y . ut
Proposition 5.7. If X is any CW complex, the topology of X is coherent with the
collection of subspaces fXn W n� 0g.

Proof. Problem 5.7. ut
An open cell e � X is called a regular cell if it admits a characteristic map that

is a homeomorphism onto xe. For example, Proposition 5.1 shows that the interior
of a compact convex subset of Rn (if nonempty) is a regular n-cell in Rn. If M is
an n-manifold, every regular coordinate ball (as defined in Chapter 4) is a regular
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n-cell in M . Every 0-cell is a regular cell by convention. For a regular cell, we can
always take the inclusion map xe ,!X as a characteristic map.

Note that if we wish to show a certain open cell e � X is a regular cell, it is not
sufficient to show only that xe is a closed cell; it is necessary to exhibit a characteristic
map that is a homeomorphism onto its image. For example, the set B 2Xf.x;0/ W 0�
x < 1g is an open 2-cell in R2 whose closure is a closed 2-cell, but it is not a regular
cell because xeX e is not homeomorphic to S1.

A CW complex is called a regular CW complex or regular cell complex if each
of its cells is regular, and the closure of each cell is a finite subcomplex.

Example 5.8 (CW Complexes).

(a) A 0-dimensional CW complex is just a discrete space; it is a finite complex if
and only if it is a finite set.

(b) Recall that a bouquet of circles is a wedge sum of the form S 1_ � � �_ S1 (Ex-
ample 3.54). Such a wedge sum has a cell decomposition with one 0-cell (the
base point), and a 1-cell for each of the original circles; for the characteristic
maps, we can take the compositions

I
!! S1

�j
,! S1q �� �q S1 ! S1_ � � �_ S1;

where ! is the quotient map of Example 3.66 and � j is the inclusion of the j th
copy of S1 into the disjoint union.

(c) In general, a CW complex of dimension less than or equal to 1 is called a
graph. (This use of the word “graph” has no relation to the graph of a function
as defined in Chapter 3.) Each 0-cell of the complex is called a vertex (plural:
vertices), and each 1-cell is called an edge. A graph is said to be finite if its
associated CW complex is finite. Graphs have myriad applications in both pure
and applied mathematics, and are among the most extensively studied objects
in the mathematical discipline known as combinatorics. We will study some of
their topological properties in Chapter 10.

(d) Let us construct a regular cell decomposition of S n. Note first that S0, being a
finite discrete space, is already a regular 0-dimensional cell complex with two
cells. Suppose by induction that we have constructed a regular cell decomposi-
tion of Sn�1 with two cells in each dimension 0; : : : ;n�1. Now consider Sn�1
as a subspace of Sn (the subset where the xnC1 coordinate is zero), and note
that the open upper and lower hemispheres of S n are regular n-cells whose
boundaries lie in Sn�1. The cell decomposition of Sn�1 together with these
new n-cells yields a regular cell decomposition of Sn with exactly two cells
in each dimension 0 through n. For each k D 0; : : : ;n, the k-skeleton of this
complex is Sk.

(e) Here is a different cell decomposition of Sn, with only one 0-cell and one n-cell
and no others. The 0-cell is the north pole .0; : : : ;0;1/, and the characteristic
map for the n-cell is the map q W xBn ! Sn of Example 4.55, which collapses
@xBn to a single point.
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Fig. 5.3: Failure of condition (W). Fig. 5.4: Failure of condition (C).

(f) A regular cell decomposition of R is obtained by defining the 0-cells to be the
integers, and the 1-cells to be the intervals .n;nC1/ for n 2 Z, with character-
istic maps ˚n W Œn;nC1�! R given by inclusion. Conditions (C) and (W) are
automatic because the decomposition is locally finite. //

Here are two examples of cell decompositions that are not CW decompositions.

Example 5.9. Let X � R2 be the union of the closed line segments from the origin
to .1;0/ and to the points .1;1=n/ for n 2 N , with the subspace topology (Fig. 5.3).
Define a cell decomposition of X by declaring the 0-cells to be .0;0/, .1;0/, and
the points .1;1=n/, and the 1-cells to be the line segments minus their endpoints.
This is easily seen to be a cell decomposition that satisfies condition (C). However,
it does not satisfy condition (W), because the set f.1=n;1=n2/ W n 2 Ng has a closed
intersection with the closure of each cell, but is not closed in X because it has the
origin as a limit point. //

Example 5.10. Define a cell decomposition of xB2 with countably many 0-cells at
the points fe2�i=n W n 2 Ng, countably many 1-cells consisting of the open arcs
between the 0-cells, and a single 2-cell consisting of the interior of the disk (Fig.
5.4). Condition (W) is satisfied for the simple reason that the closure of the 2-cell
is xB2 itself, so any set that has a closed intersection with each xe is automatically
closed in xB2. But condition (C) does not hold. //

As you read the theorems and proofs in the rest of this chapter, it will be a good
exercise to think about which of the results fail to hold for these two examples.

Topological Properties of CW Complexes

Many basic topological properties of CW complexes, such as connectedness and
compactness, can be read off easily from their CW decompositions.
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We begin with connectedness. It turns out that this information is already con-
tained in the 1-skeleton: the next theorem shows, among other things, that a CW
complex is connected if and only if its 1-skeleton is connected.

Theorem 5.11. For a CW complex X , the following are equivalent.

(a) X is path-connected.
(b) X is connected.
(c) The 1-skeleton of X is connected.
(d) Some n-skeleton of X is connected.

Proof. Obviously, (a) ) (b) and (c) ) (d), so it suffices to show that (b) ) (c) and
(d) ) (a).

To prove (b) ) (c), we prove the contrapositive. Suppose that X 1 D X 0
1 [X 00

1

is a disconnection of the 1-skeleton of X . We show by induction on n that for each
n > 1, the n-skeleton has a disconnectionXn DX 0

n[X 00
n such that X 0

n�1 �X 0
n and

X 00
n�1 � X 00

n for each n. Suppose Xn�1 D X 0
n�1[X 00

n�1 is a disconnection of Xn�1
for some n > 1. For each n-cell e of X , let ˚ W D ! Xn be a characteristic map.
Its restriction to @D is a continuous map into Xn�1; since @D 
 Sn�1 is connected,
its image must lie entirely in one of the sets X 0

n�1, X 00
n�1. Thus xe D ˚.D/ has a

nontrivial intersection with either X 0
n�1 or X 00

n�1, but not both. Divide the n-cells
into two disjoint collections E 0 and E 00, according to whether their closures intersect
X 0
n�1 or X 00

n�1, respectively, and let

X 0
n DX 0

n�1[
 [
e2E 0

e

!
; X 00

n DX 00
n�1[

 [
e2E 00

e

!
:

Clearly Xn is the disjoint union of X 0
n and X 00

n , and both sets are nonempty because
X 0
n�1 and X 00

n�1 are nonempty by the inductive hypothesis. If e is any cell of X n,
its closure is entirely contained in one of these two sets, so X 0

n\ xe is either xe or ¿,
as is X 00

n \ xe. It follows from condition (W) that both X 0
n�1 and X 00

n�1 are open (and
closed) in Xn. This completes the induction.

Now let X 0 D S
nX

0
n and X 00 D S

nX
00
n . As before, X D X 0 qX 00, and both

sets are nonempty. By the same argument as above, if e is any cell of X of any
dimension, its closure must be contained in one of these sets. Thus X 0 and X 00 are
both open and closed in X , so X is disconnected.

To prove (d) ) (a), suppose X is a CW complex whose n-skeleton is connected
for some n � 0. We show by induction on k that Xk is path-connected for each
k � n. It then follows that X is the union of the path-connected subsets X k for
k � n, all of which have points of Xn in common, so X is path-connected.

First we need to show that Xn itself is path-connected. If n D 0, then Xn is
discrete and connected, so it is a singleton and thus certainly path-connected. Other-
wise, choose any point x0 2Xn, and let Sn be the path component of Xn containing
x0. For each cell e of Xn, note that xe is the continuous image (under a characteristic
map) of a path-connected space, so it is path-connected. Thus if xe has a nontrivial
intersection with the path component Sn, it must be contained in Sn. It follows that
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Sn\ xe is closed and open in xe for each e, so Sn is closed and open in Xn. Since we
are assuming that Xn is connected, it follows that Sn DXn.

Now, assume we have shown that Xk�1 is path-connected for some k > n, and
let Sk be the path component of Xk containing Xk�1. For each k-cell e, its closure
xe is a path-connected subset of Xk that has a nontrivial intersection with Xk�1, so
it is contained in Sk . It follows that Xk D Sk , and the induction is complete. ut

Next we address the question of compactness, which is similarly easy to detect
in CW complexes. First we establish two simple preliminary results.

Lemma 5.12. In any CW complex, the closure of each cell is contained in a finite
subcomplex.

Proof. Let X be a CW complex, and let e � X be an n-cell; we prove the lemma
by induction on n. If nD 0, then xe D e is itself a finite subcomplex, so assume the
lemma is true for every cell of dimension less than n. Then by condition (C), xeX e
is contained in the union of finitely many cells of lower dimension, each of which
is contained in a finite subcomplex by the inductive hypothesis. The union of these
finite subcomplexes together with e is a finite subcomplex containing xe. ut
Lemma 5.13. Let X be a CW complex. A subset of X is discrete if and only if its
intersection with each cell is finite.

Proof. Suppose S � X is discrete. For each cell e of X , the intersection S \ xe is a
discrete subset of the compact set xe, so it is finite, and thus so also is S \ e.

Conversely, suppose S is a subset whose intersection with each cell is finite.
Because the closure of each cell is contained in a finite subcomplex, the hypothesis
implies that S \ xe is finite for each e. This means that S \ xe is closed in xe, and
thus by condition (W), S is closed in X . But the same argument applies to every
subset of S ; thus every subset of S is closed in X , which implies that the subspace
topology on S is discrete. ut
Theorem 5.14. Let X be a CW complex. A subset of X is compact if and only if it
is closed in X and contained in a finite subcomplex.

Proof. Every finite subcomplexY �X is compact, because it is the union of finitely
many compact sets of the form xe. Thus if K �X is closed and contained in a finite
subcomplex, it is also compact.

Conversely, supposeK �X is compact. IfK intersects infinitely many cells, by
choosing one point ofK in each such cell we obtain an infinite discrete subset ofK ,
which is impossible. Therefore, K is contained in the union of finitely many cells,
and thus in a finite subcomplex by Lemma 5.12. ut
Corollary 5.15. A CW complex is compact if and only if it is a finite complex. ut

Local compactness of CW complexes is also easy to characterize.

Proposition 5.16. A CW complex is locally compact if and only if it is locally finite.

Proof. Problem 5-11. ut
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Inductive Construction of CW Complexes

Now we are almost ready to describe how to construct CW complexes by attaching
cells of successively higher dimensions, as promised. First we have the following
lemma.

Lemma 5.17. Suppose X is a CW complex, fe˛g˛2A is the collection of cells of X ,
and for each ˛ 2 A, ˚˛ W D˛ ! X is a characteristic map for the cell e˛. Then the
map ˚ W `˛D˛ ! X whose restriction to each D˛ is ˚˛ is a quotient map.

Proof. The map ˚ can be expressed as the composition of two maps: the map
˚1 W `˛D˛ ! `

˛ xe˛ whose restriction to each D˛ is ˚˛ W D˛ ! xe˛, followed
by the map ˚2 W `˛ xe˛ ! X induced by inclusion of each set xe˛. The first is a
quotient map by the closed map lemma and Proposition 3.62(e), and the second by
Proposition 5.2(b). ut
Proposition 5.18. LetX be a CW complex. Each skeletonXn is obtained fromXn�1
by attaching a collection of n-cells.

Proof. Let fen˛g be the collection of n-cells of X , and for each n-cell e n˛ , let
˚n˛ W Dn

˛ ! X be a characteristic map. Define ' W `˛ @D
n
˛ ! X to be the map

whose restriction to each @Dn
˛ is equal to the restriction of ˚ n˛ . By definition of

a cell complex, ' takes its values in Xn�1, so we can form the adjunction space
Xn�1['

�`
˛D

n
˛

�
.

The map ˚ W Xn�1q �`
˛D

n
˛

�! Xn that is equal to inclusion on Xn�1 and to
˚n˛ on each Dn

˛ makes the same identifications as the quotient map defining the
adjunction space, so if we can show that ˚ is a quotient map, then uniqueness of
quotient spaces shows that Xn is homeomorphic to the adjunction space described
in the preceding paragraph.

Suppose therefore thatA is a saturated closed subset of the disjoint union, and let
B D ˚.A/, so that AD ˚�1.B/. The hypothesis means that A\Xn�1 is closed in
Xn�1 and A\Dn

˛ is closed in Dn
˛ for each ˛. The first assertion implies that B \ xe

is closed in xe for every cell e of dimension less than n; and the second implies that
B\en˛ is closed in en˛ for each n-cell because˚ n˛ W Dn

˛ ! en˛ is a closed map by the
closed map lemma. Thus B is closed in Xn. It follows from Proposition 3.60 that ˚
is a quotient map. ut

I Exercise 5.19. Suppose X is an n-dimensional CW complex with n	 1, and e is any
n-cell of X . Show that X Xe is a subcomplex, and X is homeomorphic to an adjunction
space obtained from XXe by attaching a single n-cell.

The next theorem, which is a sort of converse to Proposition 5.18, shows how to
construct CW complexes by inductively attaching cells.

Theorem 5.20 (CW Construction Theorem). Suppose X0 � X1 � � � � � Xn�1 �
Xn � � � � is a sequence of topological spaces satisfying the following conditions:

(i) X0 is a nonempty discrete space.
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(ii) For each n � 1, Xn is obtained from Xn�1 by attaching a (possibly empty)
collection of n-cells.

Then X D S
nXn has a unique topology coherent with the family fXng, and a

unique cell decomposition making it into a CW complex whose n-skeleton is Xn

for each n.

Proof. Give X a topology by declaring a subset B � X to be closed if and only if
B \Xn is closed in Xn for each n. It is immediate that this is a topology, and it is
obviously the unique topology coherent with fXng. With this topology, each Xn is a
subspace of X : if B is closed in X , then B\Xn is closed in Xn by definition of the
topology on X ; conversely, if B is closed in Xn, then by virtue of the fact that each
Xm�1 is closed in Xm by Proposition 3.77, it follows that B \Xm is closed in Xm
for eachm and thus B is also closed in X .

Next we define the cell decomposition of X . The 0-cells are just the points of the
discrete space X0. For each n� 1, let

qn W Xn�1q
 a
˛2An

Dn
˛

!
!Xn

be a quotient map realizing Xn as an adjunction space. Proposition 3.77 shows that
XnXXn�1 is an open subset ofXn homeomorphic to

`
˛ IntDn

˛ , which is a disjoint
union of open n-cells, so we can define the n-cells of X to be the components

˚
en˛
�

of Xn XXn�1. These are subspaces of Xn and hence of X , and X is the disjoint
union of all of its cells.

For each n-cell en
ˇ

, define a characteristic map˚ n
ˇ

W Dn
ˇ

!X as the composition

Dn
ˇ ,!Xn�1q

 a
˛2An

Dn
˛

!
qn!Xn ,!X:

Clearly ˚n
ˇ

maps @Dn
ˇ

into Xn�1, and its restriction to IntDn
ˇ

is a bijective contin-
uous map onto en

ˇ
, so we need only show that this restriction is a homeomorphism

onto its image. This follows because ˚ n
ˇ

jIntDn
ˇ

is equal to the inclusion of IntDn
ˇ

into the disjoint union, followed by the restriction of qn to the saturated open subset
IntDn

ˇ
, which is a bijective quotient map onto en

ˇ
. This proves that X has a cell de-

composition for which Xn is the n-skeleton for each n. Because the n-cells of any
such decomposition are the components of XnXXn�1 this is the unique such cell
decomposition.

Next we have to show that X is Hausdorff. By Exercise 2.35, it suffices to show
that for each p 2 X , there exists a continuous function f W X ! Œ0;1� such that
f �1.0/ D fpg. To prove the existence of such an f , let p 2 X be arbitrary, and
let em˛0

be the unique cell containing p, with m D dimem˛0
. Let ˚m˛0

W Dm
˛0

! X be
the corresponding characteristic map. We start by defining a map fm W Xm ! Œ0;1�

as follows. If m D 0, just let fm.p/ D 0 and fm.x/ D 1 for x ¤ p. Otherwise, let
zp D �

˚m˛0

��1
.p/ 2 IntDm

˛0
. By the result of Problem 5-2(a), there is a continuous
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function F W Dm
˛0

! Œ0;1� that is equal to 1 on @Dm
˛0

and is equal to 0 exactly at zp.
Define a function

zfm W Xm�1q
 a
˛

Dm
˛

!
! R

by letting zfm D F on Dm
˛0

and zfm � 1 everywhere else. Then zfm is continuous
by the characteristic property of the disjoint union, and descends to the quotient to
yield a continuous function fm W Xm ! Œ0;1� whose zero set is fpg.

Now suppose by induction that for some n > m we have defined a continu-
ous function fn�1 W Xn�1 ! Œ0;1� such that .fn�1/�1.0/ D fpg. Define a map
zfn W Xn�1q�`

˛D
n
˛

�! Œ0;1� as follows. OnXn�1, we just let zfn D fn�1. Problem
5-2(b) shows that for each closed n-cell Dn

˛ , the function fn�1 ı˚n˛ j@Dn
˛

W @Dn
˛ !

Œ0;1� extends to a continuous function F n
˛ W Dn

˛ ! Œ0;1� that has no zeros in IntDn
˛ .

If we define

zfn W Xn�1q
 a
˛

Dn
˛

!
! R

by letting zfn D fn�1 onXn�1 and zfn DF n˛ onDn
˛ , then as before, zfn is continuous

and descends to the quotient to yield a function fn W Xn ! Œ0;1� whose zero set is
fpg.

Finally, we just define f W X ! Œ0;1� by letting f .x/ D fn.x/ if x 2 Xn; our
construction ensures that this is well defined, and it is continuous by Proposition
5.2. This completes the proof that X is Hausdorff, so it is a cell complex.

If X contains only finitely many cells, we can stop here, because every finite cell
complex is automatically a CW complex. For the general case, we have to prove
that X satisfies conditions (C) and (W). First, we prove by induction on n that these
conditions are satisfied by Xn for each n. They certainly hold for X0 because it is
a discrete space. Suppose they hold for Xn�1, so that Xn�1 is a CW complex. To
prove that Xn satisfies condition (C), just note that for any k-cell with 1 � k � n,
˚k˛
�
@Dk

˛

�
is a compact subset of the CW complexXk�1, and therefore by Theorem

5.14 it is contained in a finite subcomplex ofXk�1. To prove condition (W), suppose
B � Xn has a closed intersection with xe for every cell e in Xn. Then B \Xn�1 is
closed in Xn�1 becauseXn�1 satisfies condition (W), and B\en˛ is closed in en˛ for
every n-cell en˛ by assumption. It follows that q�1

n .B/ is closed inXn�1q�`
˛D

n
˛

�
,

so B is closed in Xn by definition of the quotient topology.
Finally, we just need to show that X itself satisfies conditions (C) and (W). Con-

dition (C) follows from the argument in the preceding paragraph, because the clo-
sure of each cell lies in some Xn. To prove (W), suppose B � X has a closed inter-
section with xe for every cell e in X . Then by the discussion above,B\X n is closed
in Xn for each n, and therefore B is closed in X by definition of the topology on
X . ut

Here is an interesting example of a CW complex constructed in this way.

Example 5.21. In Example 5.8(d), we showed how to obtain S n from Sn�1 by at-
taching two n-cells. Continuing this process by induction, we obtain an infinite-
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dimensional CW complex S1 DS
nSn with two cells in every dimension. It con-

tains every sphere Sn as a subcomplex. //

The inductive description of CW complexes is often useful in defining maps out
of CW complexes inductively cell by cell. One example of such a construction was
the construction of the function f in the proof of Theorem 5.20 used to show thatX
is Hausdorff. The proof of the next theorem uses another example of this technique.

Theorem 5.22. Every CW complex is paracompact.

Proof. Suppose X is a CW complex, and U D .U˛/˛2A is an indexed open cover
of X . We will show that there is a partition of unity . ˛/˛2A subordinate to U; it
then follows from Problem 4-33 that X is paracompact.

For each nonnegative integer n, let U n
˛ D U˛\Xn. We begin by constructing by

induction, for each n, a partition of unity
�
 n˛
�

for Xn subordinate to
�
U n˛
�
.

For n D 0, we simply choose for each x 2 X0 a set U˛ 2 U such that x 2 U˛,
and let  0˛ .x/D 1 and  0˛0.x/D 0 for ˛0 ¤ ˛.

Now suppose that for k D 0; : : : ;n we have defined partitions of unity
�
 k˛
�

for
Xk subordinate to

�
U k˛
�
, satisfying the following properties for each ˛ 2A and each

k:

(i)  k˛ jXk�1
D  k�1

˛ .
(ii) If k�1

˛ � 0 on an open subset V �Xk�1, then there is an open subset V 0 �Xk
containing V on which  k˛ � 0.

Let q W Xnq �`
�2� DnC1

�

� ! XnC1 be a quotient map realizing XnC1 as an ad-
junction space obtained by attaching .nC1/-cells to Xn. We will extend each func-
tion  n˛ to XnC1 cell by cell.

Fix 	 2 � . Let ˚� W DnC1
� !XnC1 be the characteristic map ˚� D qj

D
nC1
�

, and

let '� D ˚� j
@D

nC1
�

W @DnC1
� ! Xn be the corresponding attaching map. For each

˛ 2 A, let z n˛ D  n˛ ı'� W @DnC1
� ! Œ0;1� and zU nC1

˛ D ˚�1
�

�
U nC1
˛

��DnC1
� .

For any subset A� @DnC1
� and 0 < " < 1, let A."/�DnC1

� be the subset

A."/D ˚
x 2DnC1

� W x=jxj 2 A and 1� " < jxj � 1
�
;

where the norm jxj is defined with respect to some homeomorphism of D nC1
� with

xBnC1. In particular, @DnC1
� ."/ is the set of all x 2DnC1

� such that jxj > 1� ".
By compactness of the set ˚�

�
@DnC1

�

�
and local finiteness of the indexed cover

.supp n˛ /, there are only finitely many indices ˛1; : : : ;˛k for which z n˛i
is not iden-

tically zero on @DnC1
� . For each such index, Ai D supp z n˛i

is a compact subset

of zU nC1
˛ \ @DnC1

� , so there is some "i 2 .0;1/ such that Ai ."i / � zU nC1
˛ . Let " be

the minimum of "1; : : : ;"k , and let � W DnC1
� ! Œ0;1� be a bump function that is

equal to 1 on DnC1
� X@DnC1

� ."/ and supported in @DnC1
� ."=2/. Choose a partition

of unity .�˛/ forDnC1
� subordinate to the cover

� zU nC1
˛

�
, and for each ˛ 2 A define

z nC1
˛ W DnC1

� ! Œ0;1� by
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z nC1
˛ .x/D �.x/�˛.x/C .1��.x// z n˛

�
x

jxj
�
:

Then z nC1
˛ is continuous and supported in zU nC1

˛ , and the restriction of z nC1
˛ to

@DnC1
� is equal to z n˛ . A computation shows that

P
˛

z nC1
˛ � 1.

Now repeat this construction for each .nC1/-cellDnC1
� . By construction, z nC1

˛

passes to the quotient and determines a continuous function  nC1
˛ W XnC1 ! Œ0;1�

supported in U nC1
˛ and satisfying (i). To check that (ii) is also satisfied, suppose V

is an open subset of Xn on which  n˛ � 0. Then for each 	 , there is an open subset
zV ."=2/� DnC1

� on which z nC1
˛ � 0 by construction (where zV D '�1

� .V /, and "
may vary with 	 ). The union of V together with the images of these sets is an open
subset V 0 �XnC1 on which nC1

˛ � 0. To show that the indexed cover
�

supp nC1
˛

�
is locally finite, let x 2 XnC1 be arbitrary. If x is in the interior of an .nC 1/-cell,
then that cell is a neighborhood of x on which only finitely many of the functions
 nC1
˛ are nonzero by construction. On the other hand, if x 2X n, because

�
 n˛
�

is a
partition of unity there is some neighborhoodV of x inX n on which n˛ � 0 except
when ˛ is one of finitely many indices, and then (ii) shows that  nC1

˛ � 0 on V 0
except when ˛ is one of the same indices. Thus

�
 nC1
˛

�
forms a partition of unity

for XnC1 subordinate to
�
U nC1
˛

�
. This completes the induction.

Finally, for each ˛, define  ˛ W X ! Œ0;1� to be the function whose restriction
to each Xn is equal to  n˛ . By (i), this is well defined, and because the topology of
X is coherent with its n-skeleta, it is continuous. Because

P
˛ 

n
˛ � 1 for each n,

it follows that
P
˛ ˛ � 1 on X . To prove local finiteness, let x 2 X be arbitrary.

Then x 2 Xn for some n, and because
�
 n˛
�

is a partition of unity there is some
neighborhood Vn of x in Xn on which  n˛ � 0 except for finitely many choices of
˛. Property (ii) guarantees that there is a sequence of sets Vn � VnC1 � � � � on which
 ˛ � 0 except when ˛ is one of the same indices, with Vk open in Xk for each k. It
follows that

S
k Vk is a neighborhood of x inX on which all but finitely many of the

functions  ˛ are identically zero. Thus . ˛/ is the required partition of unity. ut

CW Complexes as Manifolds

It is usually relatively easy to show that a CW complex is a manifold.

Proposition 5.23. Suppose X is a CW complex with countably many cells. If X is
locally Euclidean, then it is a manifold.

Proof. Every CW complex is Hausdorff by definition. Lemma 5.17 shows that X is
a quotient of a disjoint union of countably many closed cells of various dimensions.
Such a disjoint union is easily seen to be second countable, and then Proposition
3.56 implies that X is also second countable. ut
Proposition 5.24. If M is a nonempty n-manifold and a CW complex, then the di-
mension of M as a CW complex is also n.
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Proof. For this proof, we assume the theorem on invariance of dimension. LetM be
an n-manifold with a given CW decomposition. Because every manifold is locally
compact, the CW decomposition is locally finite by Proposition 5.16. Let x 2M be
arbitrary. Then x has a neighborhoodW that intersects the closures of only finitely
many cells. Suppose k is the maximum dimension of such cells, and let e 0 be an
open k-cell of maximum dimension k such that xe0 has a nontrivial intersection with
W . BecauseW is open, it must contain a point of e0 as well. Let U DW \e0. Then
U is open in e0, so it is a k-manifold. We will show below, using an adaptation of
the argument of Proposition 5.5, thatU is open inM , from which it follows that it is
also an n-manifold, so k D n. Since this shows that every point has a neighborhood
that intersects no cell of dimension larger than n, this completes the proof.

To show that U is open, we show that U \ xe is open in xe for every cell e. It
suffices to consider only cells whose closures have nontrivial intersections with W .
Note that U \ e0 D W \ e0 is open in e0 and hence in xe0 (since e0 is open in xe0).
On the other hand, if e is any other open cell whose closure intersects W , then U
is disjoint from e (because the open cells are disjoint), and xeX e is contained in a
union of cells of dimension less than k, so U \ xe D ¿. It follows that U is open in
M , which completes the proof. ut

Classification of 1-Dimensional Manifolds

In this section, we use the theory of CW complexes to provide a complete classi-
fication of connected 1-manifolds with and without boundary. (Problem 4-9 shows
how to construct all the disconnected ones, once we know what the connected ones
are.)

As a first step toward the classification theorem, we show that every 1-manifold
can be realized as a regular CW complex.

Theorem 5.25. Every 1-manifold admits a regular CW decomposition.

Proof. Let M be a 1-manifold. By Proposition 4.60,M has a countable cover fU ig
by regular coordinate balls. Each such set U i is a regular 1-cell and an open subset
of M , and its boundary consists of exactly two points. For each n 2 N , let M n D
xU1[ � � �[ xUn, so

S
nMn DM .

To construct a CW decomposition of M , we construct a finite regular cell de-
composition En of each subsetMn in such a way thatMn�1 is a subcomplex ofMn.
Begin by letting E1 be the collection consisting of the open 1-cell U1 and its two
boundary points. This is a regular cell decomposition of M 1.

Now let n � 1, and suppose by induction that for each i D 1; : : : ;n we have
defined a finite regular cell decomposition E i ofMi such thatMi�1 is a subcomplex
of Mi . For the inductive step, we proceed as follows. Consider the next regular
coordinate ball UnC1. Some of the finitely many 0-cells of En might lie in UnC1.
We obtain a finite regular cell decomposition C of xUnC1 
 Œ0;1� by letting the 0-
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Mn

e

c

xUnC1

Fig. 5.5: Proof that c � e.

cells of C be those 0-cells of En that lie in UnC1 together with the two boundary
points of xUnC1, and letting the 1-cells be the intervening open intervals.

We will prove that each of the cells of C either is contained in a cell of En, or
is disjoint from all the cells of En. This is obvious for the 0-cells. Consider a 1-cell
c 2 C . By construction, c intersects none of the 0-cells in En. Suppose there is some
1-cell e 2 En such that c\e ¤ ¿ (Fig. 5.5). Since c contains no 0-cells and thus no
boundary points of e, we have c\ e D c\ xe. Since e is open in M and xe is closed
in M , it follows that c\ e is both open and closed in c. Since c is an open 1-cell, it
is connected, so it follows that c\ e D c, which means c � e.

Now let EnC1 be the union of En together with the collection of all the cells in
C that are not contained in any of the cells of En. Then MnC1 is the disjoint union
of the cells in EnC1 by construction. The boundary of each new 1-cell is a pair of
0-cells in EnC1 (either ones that were already in En or new ones that were added).
Therefore, EnC1 is a finite regular cell decomposition of MnC1. Also, Mn �MnC1
is a subcomplex because it is the union of the cells in En, and contains the closures
of all its cells because it is compact. Thus the induction is complete.

Let E D S
nEn. The cells in E are pairwise disjoint (because any two cells lie

in En for some n), and their union is M . If x is any point of M , there is some n
such that x 2 Un � Mn. Our construction ensures that all the cells of E X En are
disjoint from Mn, and thus Un is a neighborhood of x that intersects no cells of
E except for those in the finite subcomplex En. Therefore, E is locally finite. Both
conditions (C) and (W) follow from local finiteness, so this is the required regular
CW decomposition. ut
Lemma 5.26. Suppose M is a 1-manifold endowed with a regular CW decompo-
sition. Then the boundary of every 1-cell of M consists of exactly two 0-cells, and
every 0-cell of M is a boundary point of exactly two 1-cells.

Proof. By Proposition 5.24, the dimension of M as a CW complex is 1. (Although
the proof of that proposition depended on the theorem of invariance of dimension,
for this proof we need only the 1-dimensional case, which is taken care of by Prob-
lem 4-2.)
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vj �2 vj �1 vj vj C1

ej �1 ej ej C1

Fig. 5.6: Classifying 1-manifolds.

If e is any 1-cell of M , then e is an open subset of M by Proposition 5.5. By
definition of a regular CW decomposition, there is a homeomorphism from Œ0;1� to
xe taking .0;1/ to e, so @eD xeXe consists of two points contained in the 0-skeleton.
This proves the first claim.

To prove the second, suppose v is a 0-cell ofM , and let e1; : : : ;en be the (finitely
many) 1-cells that have v as a boundary point. Define

Yv D fvg [ e1[ � � �[ en: (5.1)

We show that Yv is a neighborhood of v by showing that its intersection with the
closure of each cell is open. The intersection of Yv with xv D v is v itself, and the
intersection of Yv with each xei is xei minus a boundary point, hence open in xe i .
For any other cell e, Yv \ xe D ¿. It follows that Yv is open in M . This implies in
particular that Yv is itself a 1-manifold.

If v is not a boundary point of any 1-cell, then Y v D fvg, so v is an isolated point
of M , contradicting the fact that M is a 1-manifold. If v is a boundary point of
only one 1-cell, then Yv is homeomorphic to Œ0;1/, which is a contradiction because
Œ0;1/ is not a 1-manifold (see Problem 4-3). On the other hand, suppose v is a
boundary point of the 1-cells e1; : : : ;ek for k � 3. Because Yv is a 1-manifold, v
has a neighborhood W � Yv that is homeomorphic to R, and therefore W X fvg
has exactly two components. But W X fvg is the union of the disjoint open subsets
W \ e1, . . . , W \ ek . Each of these is nonempty, because W \ xe i is nonempty and
open in xei . Therefore,W X fvg has at least k components, which is a contradiction.
The only other possibility is that v is a boundary point of exactly two 1-cells. ut

Now we are ready for the main theorem of this section.

Theorem 5.27 (Classification of 1-Manifolds). Every nonempty connected 1-
manifold is homeomorphic to S1 if it is compact, and R if it is not.

Proof. Let M be a nonempty connected 1-manifold. By the previous results, we
may assume that M is endowed with a 1-dimensional regular CW decomposition.
Thus M is a graph, in which every edge (1-cell) has exactly two vertices (0-cells)
as boundary points and every vertex is a boundary point of exactly two edges.

We define doubly infinite sequences .vj /j2Z of vertices and .ej /j2Z of edges,
such that for each j , vj�1 and vj are the two distinct boundary points of ej , and ej ,
ejC1 are the two distinct edges that share the boundary point v j (Fig. 5.6). Choose
a vertex v0 arbitrarily, and let e1 be one of the edges that have v0 as a boundary
point. Then e1 has exactly one other boundary point distinct from v 0; call it v1.
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Assuming by induction that we have defined v0; : : : ;vn and e1; : : : ;en satisfying the
given conditions, we let enC1 be the unique edge different from en that shares the
vertex vn, and let vnC1 be the boundary point of enC1 different from vn. Working
similarly in the other direction, let e0 be the unique edge other than e1 that has v0 as
a boundary point, let v�1 be the unique vertex of e0 other than v0, and then continue
by induction to define v�n and e�n for n 2 N .

For each n 2 Z, let Fn W Œn� 1;n� ! xen be a homeomorphism that takes n� 1
to vn�1 and n to vn, and define a map F W R !M by setting F.x/D Fn.x/ when
x 2 Œn�1;n�, n 2 Z. By the result of Problem 4-30, F is continuous.

We now distinguish two cases.
CASE 1: The vertices vn are all distinct. In this case, xem\ xen ¤ ¿ if and only if

mD n�1, n, or nC1, and it follows easily thatF is injective. IfB �M is compact,
then B is contained in a finite subcomplex by Theorem 5.14. Therefore, F �1.B/ is
a closed subset of Œ�C;C � for some constantC , so it is compact. Thus F is a proper
map.

The image of F is closed because F is a proper map. To see that it is also open,
for each vertex vn, let Yn D fvng[en[enC1; then the same argument as in the proof
of Lemma 5.26 shows that Yn is an open subset ofM . SinceF

�
.n�1;nC1/�DYvn

,
the image of F is the open subset

S
nYvn

. BecauseM is connected,F is surjective,
and thus by Corollary 4.97 it is a homeomorphism. This proves that M 
 R in this
case.

CASE 2: vj D vjCk for some j and some k > 0. Choose j and k so that k is the
smallest such integer possible. By our construction of the sequence .v j /, it follows
that k � 2, and the vertices vjC1; : : : ;vjCk are all distinct. In addition, the edges
ejC1; : : : ;ejCk are also distinct, because if any two were equal, there would be a
vertex vj 0 D vj 0Ck0 with 0 < k0 < k, contradicting the minimality of k.

Let bF be the restriction of F to the compact interval Œj;j C k� � R. Then the
image of bF is closed by the closed map lemma, and it is open by essentially the
same argument as in the preceding paragraph, noting that v j D vjCk and Yvj

DbF �Œj;j C1/[ .j Ck�1;j Ck�
�
. It follows that bF is surjective, so it is a quotient

map. By our choice of j and k, the only nontrivial identification made by bF isbF .j /D bF .j Ck/. The quotient mapG W Œj;j Ck�! S1 defined byG.t/D e2�it=k

makes exactly the same identification as bF , so it follows from the uniqueness of
quotient spaces that M 
 S1. ut
Corollary 5.28 (Classification of 1-Manifolds with Boundary). A connected 1-
manifold with nonempty boundary is homeomorphic to Œ0;1� if it is compact, and to
Œ0;1/ if not.

Proof. Let M be such a manifold with boundary, and let D.M/ be the double of
M (see Example 3.80). Then D.M/ is a connected 1-manifold without boundary
(Exercise 4.10), so it is homeomorphic to either S 1 or R, and M is homeomorphic
to a proper connected subspace of D.M/. If D.M/ 
 S 1, we can choose a point
p 2 D.M/XM and obtain an embedding M ,! D.M/X fpg 
 R, so in either
case, M is homeomorphic to a connected subset of R containing more than one
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point, which is therefore an interval. SinceM has a nonempty boundary, the interval
must have at least one endpoint (here we are using the result of Problem 4-3 on the
invariance of the boundary). If it is a closed bounded interval, it is a closed 1-cell and
thus homeomorphic to Œ0;1�; otherwise it is one of the types Œa;b/, Œa;1/, .a;b�, or
.�1;b�, all of which are homeomorphic to Œ0;1/. ut

Simplicial Complexes

In addition to CW complexes, there is another, more specialized class of complexes
that can be useful in many circumstances, called simplicial complexes. These are
constructed from building blocks called simplices, which are points, line segments,
filled-in triangles, solid tetrahedra, and their higher-dimensional analogues. Sim-
plicial complexes are special cases of CW complexes (though they predated the
invention of CW complexes by several decades), whose chief advantage is that they
allow topological information to be encoded in terms of purely combinatorial data.
The theory of simplicial complexes can be approached on many different levels
of generality; we focus primarily on the most geometric setting, complexes in R n.
Some of the material in the first part of this section will be used in an incidental way
in our study of surfaces in the next chapter, and in our study of homology in Chapter
13.

We begin with a little linear algebra. If S � Rn is a linear subspace and b 2 Rn,
the set

bCS D fbCx W x 2 Sg
is called an affine subspace of Rn parallel to S . An affine subspace bCS is a
linear subspace if and only if it contains 0, which is true if and only if b 2 S . It is
straightforward to check that bCS D zbC zS if and only if S D zS and b� zb 2 S .
Thus we can unambiguously define the dimension of b CS to be the dimension of
S .

Suppose v0; : : : ;vk are kC1 distinct points in Rn. As long as n� k, elementary
linear algebra shows that there is always some k-dimensional affine subspace of
Rn containing fv0; : : : ;vkg: for example, if S is any k-dimensional linear subspace
containing fv1� v0; : : : ;vk � v0g, then v0CS is such a space. We say that the set
fv0; : : : ;vkg is affinely independent (or is in general position) if it is not contained
in any affine subspace of dimension strictly less than k.

Proposition 5.29. For any kC 1 distinct points v0; : : : ;vk 2 Rn, the following are
equivalent:

(a) The set fv0; : : : ;vkg is affinely independent.
(b) The set fv1�v0; : : : ;vk �v0g is linearly independent.
(c) If c0; : : : ;ck are real numbers such that
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Fig. 5.7: Simplices.

kX
iD0

civi D 0 and
kX
iD0

ci D 0; (5.2)

then c0 D �� � D ck D 0.

Proof. First we prove that (a) , (b). Let S � Rn denote the linear span of
fv1�v0; : : : ;vk �v0g. First, if fv1 � v0; : : : ;vk � v0g is a linearly dependent set,
then v0CS is an affine subspace of dimension less than k containing fv0; : : : ;vkg.
Conversely, if A is some affine subspace of dimension less than k containing
fv0; : : : ;vkg, then .�v0/CA is a linear subspace of the same dimension contain-
ing S , so the set fv1�v0; : : : ;vk �v0g is linearly dependent.

To show that (b) , (c), suppose that equations (5.2) hold for some c 0; : : : ;ck not
all zero. Then since c0 D �Pk

iD1 ci , we have

kX
iD1

ci .vi �v0/D
kX
iD1

civi �
kX
iD1

civ0 D
kX
iD1

civi C c0v0 D 0;

which implies that the set fv1�v0; : : : vk �v0g is linearly dependent. The converse
is similar. ut

Let fv0; : : : ;vkg be an affinely independent set of kC1 points in Rn. The simplex
(plural: simplices) spanned by them, denoted by Œv0; : : : ;vk �, is the set

Œv0; : : : ;vk �D
(

kX
iD0

tivi W ti � 0 and
kX
iD0

ti D 1

)
; (5.3)

with the subspace topology. For any point x D P
i tivi 2 Œv0; : : : ;vk �, the numbers

ti are called the barycentric coordinates of x with respect to Œv0; : : : ;vk �; it follows
from Proposition 5.29 that they are uniquely determined by x. Each of the points
vi is called a vertex of the simplex. The integer k (one less than the number of ver-
tices) is called its dimension; a k-dimensional simplex is often called a k-simplex.
A 0-simplex is a single point, a 1-simplex is a line segment, a 2-simplex is a triangle
together with its interior, and a 3-simplex is a solid tetrahedron (Fig. 5.7). In particu-
lar, for any real numbers a;b with a < b, the closed interval Œa;b�� R is a 1-simplex
whose vertices are a and b; our notation for simplices is chosen to generalize this.
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For any subsetW � Rn, the convex hull of W is defined to be the intersection of
all convex sets containingW . It is immediate that the convex hull is itself a convex
set, and in fact is the smallest convex set containingW .

Proposition 5.30. Every simplex is the convex hull of its vertices.

I Exercise 5.31. Prove Proposition 5.30.

Proposition 5.32. Every k-simplex is a closed k-cell.

Proof. Consider first the standard k-simplex
k D Œe0; : : : ;ek�� Rk , where e0 D 0

and for i D 1; : : : ;k, ei D .0; : : : ;1; : : : ;0/ has a 1 in the i th place and zeros else-
where. This simplex is just the set of points .t1; : : : ; tk/ 2 Rk such that ti � 0 for
i D 1; : : : ;k and

P
i ti � 1. Any point for which all these inequalities are strict is an

interior point, so 
k is a closed k-cell by Proposition 5.1.
Now suppose � D Œv0; : : : ;vk � � Rn is an arbitrary k-simplex. Define a map

F W 
k ! � by F.t1; : : : ; tk/ D t0v0 C t1v1 C �� � C tkvk , where t0 D 1�Pk
iD1 ti .

This is a continuous bijection, and therefore a homeomorphism by the closed map
lemma. ut

Let � be a k-simplex. Each simplex spanned by a nonempty subset of the vertices
of � is called a face of � . The faces that are not equal to � itself are called its proper
faces. The 0-dimensional faces of � are just its vertices, and the 1-dimensional
faces are called its edges. The .k� 1/-dimensional faces of a k-simplex are called
its boundary faces. Because � is a closed k-cell, it is a compact k-manifold with
boundary. We define the boundary of � to be the union of its boundary faces (which
is the same as the union of all of its proper faces, and is equal to its manifold bound-
ary), and its interior to be � minus its boundary. An open k-simplex is the interior
of a k-simplex. It consists of the set of points of the form

P
tivi , where fv0; : : : ;vkg

are the vertices of the simplex,
P
i ti D 1, and all of the ti ’s are positive. For ex-

ample, an open 0-simplex is the same as a 0-simplex, and an open 1-simplex is a
line segment minus its vertices. Note that unless k D n, an open k-simplex is not
an open subset of Rn, and its interior and boundary as a simplex are not equal to its
topological interior and boundary as a subset of Rn.

A (Euclidean) simplicial complex is a collection K of simplices in some Eu-
clidean space Rn, satisfying the following conditions:

(i) If � 2K , then every face of � is in K .
(ii) The intersection of any two simplices in K is either empty or a face of each.

(iii) K is a locally finite collection.

The local finiteness condition implies that K is countable, because every point of
Rn has a neighborhood intersecting at most finitely many simplices of K , and this
open cover of Rn has a countable subcover. We are primarily concerned with finite
simplicial complexes, which are those containing only finitely many simplices. For
such complexes, condition (iii) is redundant.

If K is a simplicial complex in Rn, the dimension of K is defined to be the
maximum dimension of the simplices in K; it is obviously no greater than n. A
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Fig. 5.8: A complex in R2. Fig. 5.9: Not a complex.

subset K 0 � K is said to be a subcomplex of K if whenever � 2K 0, every face of
� is in K 0. A subcomplex is a simplicial complex in its own right. For any k � n,
the set of all simplices of K of dimension at most k is a subcomplex called the
k-skeleton of K .

Figure 5.8 shows an example of a 2-dimensional finite simplicial complex in
R2. The set of simplices shown in Fig. 5.9 is not a simplicial complex, because the
intersection condition is violated; nor is the set of simplices in Fig. 5.3, because the
local finiteness condition is violated.

Given a simplicial complex K in Rn, the union of all the simplices in K , with
the subspace topology inherited from Rn, is a topological space denoted by jKj and
called the polyhedron of K .

The following observation is an easy consequence of the definitions.

Proposition 5.33. If K is a Euclidean simplicial complex, then the collection con-
sisting of the interiors of the simplices of K is a regular CW decomposition of jKj.

I Exercise 5.34. Prove the preceding proposition.

Thus all of the properties of CW complexes that we developed earlier in the
chapter apply to polyhedra of simplicial complexes. For example, a polyhedron is
compact if and only if its associated simplicial complex is finite, and it is connected
if and only if the polyhedron of its 1-skeleton is connected.

Be careful: despite the close relationships between simplicial complexes and CW
complexes, the standard terminology used for simplicial complexes differs in some
important respects from that used for CW complexes. Although the term “CW com-
plex” refers to a space with a particular CW decomposition (i.e., collection of open
cells), the term “simplicial complex” refers to the collection of cells, with the term
“polyhedron” reserved for the underlying space. Also, note that the cells in a CW
decomposition are open cells, whereas the simplices of a simplicial complex are al-
ways understood to be closed simplices. Until you get used to the terminology, you
might need to remind yourself of these conventions occasionally.

Many of the spaces we have seen so far are homeomorphic to polyhedra. Here
are some simple examples.

Example 5.35 (Polyhedra of Simplicial Complexes).

(a) Any n-simplex together with all of its faces is a simplicial complex whose
polyhedron is homeomorphic to xBn.
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(b) The set of proper faces of an n-simplex constitutes an .n� 1/-dimensional
simplicial complex whose polyhedron is homeomorphic to S n�1.

(c) For any integer m � 3, let Pm be a regular m-sided polygon in the plane. The
set of edges and vertices of Pm is a simplicial complex whose polyhedron is
homeomorphic to S1.

(d) Using the same idea as in Example 5.8(f), we can construct a simplicial com-
plex in R whose polyhedron is R itself: the 1-simplices are the intervals
Œn;nC1� for n 2 Z, and the 0-simplices are the integers.

(e) Similarly, the set of all intervals Œn;nC1� for nonnegative integers n together
with their endpoints constitutes a simplicial complex in R whose polyhedron
is Œ0;1/. //

In general, if X is a topological space, a homeomorphism between X and the
polyhedron of some simplicial complex is called a triangulation of X . Any space
that admits a triangulation is said to be triangulable. In Problem 5-18, you will be
asked to show that certain regular CW complexes are triangulable. (See [Mun84, p.
218] for an example of a nonregular CW complex that is not triangulable.) It follows
from the classification theorem that all 1-dimensional manifolds with and without
boundary are triangulable. The following theorem, which we will use in the next
chapter, was proved by Tibor Radó [Rad25] in 1925.

Theorem 5.36 (Triangulation Theorem for 2-Manifolds). Every 2-manifold is
homeomorphic to the polyhedron of a 2-dimensional simplicial complex, in which
every 1-simplex is a face of exactly two 2-simplices.

The proof is highly technical and beyond our scope, so we can only describe
some of the main ideas here. The basic approach is analogous to the proof of The-
orem 5.25: cover the manifold with regular coordinate disks, and inductively show
that each successive disk can be triangulated in a way that is compatible with the
triangulations that have already been defined. In the case of surfaces, however, find-
ing a triangulation of each disk that is compatible with the previous ones is much
more difficult, primarily because the boundary of the new disk might intersect the
boundaries of the already defined simplices infinitely many times. Even if there are
only finitely many intersections, showing that the regions defined by the intersect-
ing curves are homeomorphic to closed disks, and therefore triangulable, requires a
delicate topological result known as the Schönflies theorem, which asserts that any
topological embedding of the circle into R2 extends to an embedding of the closed
disk. The details of the proof are long and intricate and would take us too far from
our main goals, so we leave it to the reader to look it up. Readable proofs can be
found in [Moi77, Tho92].

Finally, although we will not use it, we mention the following more recent result,
proved in the early 1950s by Edwin Moise (see [Moi77] for an account of the proof).

Theorem 5.37 (Triangulation Theorem for 3-Manifolds). Every 3-manifold is tri-
angulable.
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Beyond dimension 3, matters are not nearly so nice. It was shown in the late
twentieth century that there are manifolds of dimension 4 that admit no triangula-
tions; and it is still not known whether all manifolds of dimension greater than 4
can be triangulated. See [Ran96] for a history of the subject of triangulations and a
summary of the state of the art as of 1996.

Simplicial Maps

One of the main reasons simplicial complexes are interesting is because it is exceed-
ingly easy to describe continuous maps between them. An affine mapF W R n ! Rm

is any map of the form F.x/ D cCA.x/, where A is a linear map and c is some
fixed vector in Rm. Every affine map is continuous.

Proposition 5.38. Let � D Œv0; : : : ;vk � be a k-simplex in Rn. Given any kC1 points
w0; : : : ;wk 2 Rm, there is a unique map f W � ! Rm that is the restriction of an
affine map and takes vi to wi for each i .

Proof. By applying the translations x 7! x�v0 and y 7! y�w0 (which are invert-
ible affine maps), we may assume that v0 D 0 and w0 D 0. Under this assumption,
the set fv1; : : : ;vkg is linearly independent, so we can let f W � ! Rm be the restric-
tion of any linear map such that f .v i /D wi for i D 1; : : : ;k.

A straightforward computation shows that if f W � ! Rm is the restriction of any
affine map, then it satisfies

f

 
kX
iD0

tivi

!
D

kX
iD0

tif .vi / (5.4)

when applied to points in � . This shows that f is uniquely determined by where it
sends the vertices of � . ut

In the situation of the preceding proposition, we say that the map f W � ! Rm is
the affine map determined by the vertex map v i 7! wi , i D 1; : : : ;k.

This construction leads to a natural notion of maps between simplicial com-
plexes. SupposeK and L are simplicial complexes, and let K0 and L0 denote their
respective 0-skeleta (i.e., their sets of vertices). A simplicial map from K to L is
a continuous map f W jKj ! jLj whose restriction to each simplex � 2 K agrees
with an affine map taking � onto some simplex in L. The restriction of f to K 0

yields a map f0 W K0 ! L0 called the vertex map of f . A simplicial map is called
a simplicial isomorphism if it is also a homeomorphism; in this case, it is easy to
check that the inverse of f is also a simplicial map. The central reason why we
study simplicial complexes is contained in the following theorem.

Theorem 5.39 (Simplicial Maps Are Determined by Vertex Maps). Let K and
L be simplicial complexes. Suppose f0 W K0 ! L0 is any map with the property
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that whenever fv0; : : : ;vkg are the vertices of a simplex of K , ff0.v0/; : : : ;f0.vk/g
are the vertices of a simplex of L (possibly with repetitions). Then there is a unique
simplicial map f W jKj ! jLj whose vertex map is f0. It is a simplicial isomor-
phism if and only if f0 is a bijection satisfying the following additional condition:
fv0; : : : ;vkg are the vertices of a simplex ofK if and only if ff0.v0/; : : : ;f0.vk/g are
the vertices of a simplex of L.

I Exercise 5.40. Prove the preceding theorem.

Abstract Simplicial Complexes

We conclude this chapter with a brief look at a more abstract approach to simplicial
complexes. This material is not used anywhere else in the book, but it is included to
help clarify the way in which simplicial complexes can reduce topological questions
to combinatorial ones.

Theorem 5.39 says that a simplicial complex is completely determined up to
simplicial isomorphism by knowledge of its vertices and which sets of vertices span
simplices. Motivated by this observation, we define an abstract simplicial complex
to be a collection K of nonempty finite sets, subject to only one condition: if s 2 K ,
then every nonempty subset of s is in K .

If K is an abstract simplicial complex, the finite sets that make up K are called
abstract simplices. Given an abstract simplex s 2 K , any element of s is called a
vertex of s, and any nonempty subset of s is called a face of s. We say K is a finite
complex if K itself is a finite set, and a locally finite complex if every vertex belongs
to only finitely many abstract simplices. The dimension of an abstract simplex
s 2 K is one less than the number of elements of s. If the dimensions of the abstract
simplices of K are bounded above, then we say K is finite-dimensional, and its
dimension is the smallest upper bound of the dimensions of its simplices.

Now suppose that K and L are abstract complexes. Define their vertex sets by

K0 D
[
s2K

s; L0 D
[
s2L

s:

A map f W K ! L is called an abstract simplicial map if it is of the form
f .fv0; : : : ;vkg/D ff0.v0/; : : : ;f0.vk/g for some map f0 W K0 ! L0, called the ver-
tex map of f (which must have the property that ff0.v0/; : : : ;f0.vk/g 2 L when-
ever fv0; : : : ;vkg 2 K). An abstract simplicial map f is called an isomorphism if
both f0 and f are bijections. In that case, f �1 is also an abstract simplicial map.

One way of constructing an abstract simplicial complex, as you have probably
already guessed, is the following. Given a Euclidean simplicial complex K , let K

denote the collection of all those finite sets fv0; : : : ;vkg that consist of the vertices
of some simplex of K . It is immediate that K is an abstract simplicial complex,
called the vertex scheme of K . It follows from Theorem 5.39 that two Euclidean
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complexes are simplicially isomorphic if and only if their vertex schemes are iso-
morphic.

We can also start with an abstract simplicial complex K and attempt to go back
the other way. If K is a Euclidean simplicial complex whose vertex scheme is iso-
morphic to K , we say K is a geometric realization of K . The discussion above
shows that K is uniquely determined by K , up to simplicial isomorphism. As the
next proposition shows, constructing a geometric realization in the finite case is
easy.

Proposition 5.41. Every finite abstract simplicial complex has a geometric realiza-
tion.

Proof. Let v1; : : : ;vm be the vertices of K in some order, and let K � Rm be the
complex whose vertices are the points fe1; : : : ;emg, where ei D .0; : : : ;1; : : : ;0/,
with simplices Œei1 ; : : : ;eik � 2 K if and only if fvi1 ; : : : ;vik g 2 K . Since all these
simplices are faces of the standardm-simplex
m, the intersection condition is sat-
isfied, and it is straightforward to show that the vertex scheme of K is isomorphic
to K . ut

Problem 5-16 shows how to extend this result to any finite-dimensional, count-
able, locally finite abstract simplicial complex. These conditions are necessary, be-
cause our definition of Euclidean simplicial complexes guarantees that the vertex
scheme of every Euclidean complex will have these properties. However, if we ex-
tend our notion of what we are willing to accept as a “geometric realization,” it
is also possible to construct a sort of geometric realization of an arbitrary abstract
complex. It is not in general a Euclidean complex, but instead lives in a certain ab-
stract vector space constructed out of the vertices of the complex. We do not pursue
that construction here, but you can look it up in [Mun84] or [Spa81].

Example 5.42 (Abstract Simplicial Complexes). The following abstract com-
plexes are isomorphic to the vertex schemes of the Euclidean complexes of Example
5.35:

(a) The set of all nonempty subsets of f0;1;2; : : : ;ng is an abstract complex whose
geometric realization is homeomorphic to xBn.

(b) The set of all proper nonempty subsets of f0;1;2; : : : ;ng is an abstract complex
whose geometric realization is homeomorphic to S n�1.

(c) Let m be an integer greater than or equal to 3, and let Km be the abstract
complex whose 0-simplices are ff1g;f2g; : : : ;fmgg, and whose 1-simplices are
ff1;2g;f2;3g; : : : ;fm� 1;mg;fm;1gg. Its geometric realization is homeomor-
phic to S1.

(d) The set R of all singletons fng and all pairs of the form fn;nC1g, as n ranges
over the integers, is an abstract complex that has a geometric realization home-
omorphic to R.

(e) The subset of R consisting of those singletons fng and pairs fn;nC 1g for
which n � 0 is an abstract complex that has a geometric realization homeo-
morphic to Œ0;1/. //
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Fig. 5.10: Subdivisions.

Simplicial complexes were invented in the hope that they would enable topo-
logical questions about manifolds to be reduced to combinatorial questions about
simplicial complexes. Of course, any triangulable manifold has many different tri-
angulations, so we need an equivalence relation on simplicial complexes that can
be detected combinatorially, and with the property that equivalent complexes have
homeomorphic polyhedra. The most natural way to modify a simplicial complex to
obtain another one with a homeomorphic polyhedron is to “subdivide” the simplices
of the original complex into smaller ones. If K is a Euclidean simplicial complex,
a subdivision of K is a simplicial complexK 0 such that each simplex of K 0 is con-
tained in a simplex of K , and each simplex of K is a union of simplices of K 0.
It follows immediately from these properties that jKj D jK 0j. Some examples of
subdivisions are shown in Fig. 5.10.

Two simplicial complexes are said to be combinatorially equivalent if they have
a common subdivision. It was conjectured by Ernst Steinitz and Heinrich Tietze
in 1908 that if two simplicial complexes have homeomorphic polyhedra, they are
combinatorially equivalent; this conjecture became known as the Hauptvermutung
(main conjecture) of combinatorial topology. It is now known to be true for all com-
plexes of dimension 2 and for triangulated compact manifolds of dimension 3, but
false in all higher dimensions, even for compact manifolds. (See [Ran96] for a nice
discussion of the history of this problem.) Thus the hope of reducing topological
questions about manifolds to combinatorial ones about simplicial complexes has
not been realized. Nonetheless, simplicial theory continues to be useful in many
areas of topology and geometry.

Problems

5-1. SupposeD andD 0 are closed cells (not necessarily of the same dimension).
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(a) Show that every continuous map f W @D! @D 0 extends to a continuous
map F W D !D0, with F.IntD/� IntD 0.

(b) Given points p 2 IntD and p 0 2 IntD0, show that F can be chosen to
take p to p0.

(c) Show that if f is a homeomorphism, then F can also be chosen to be a
homeomorphism.

5-2. SupposeD is a closed n-cell, n� 1.

(a) Given any point p 2 IntD, show that there is a continuous function
F W D ! Œ0;1� such that F �1.1/D @D and F �1.0/D fpg.

(b) Given a continuous function f W @D ! Œ0;1�, show that f extends to a
continuous function F W D ! Œ0;1� that is strictly positive in IntD.

5-3. Recall that a topological space X is said to be topologically homogeneous
if for every pair of points in X there is a homeomorphism of X taking one
point to the other. This problem shows that every connected manifold is
topologically homogeneous.

(a) Given any two points p;q 2 Bn, show that there is a homeomorphism
' W xBn ! xBn such that '.p/D q and 'j@Bn D Id@Bn .

(b) For any topological manifold X , show that every point of X has a
neighborhood U with the property that for any p;q 2 U , there is a
homeomorphism from X to itself taking p to q.

(c) Show that every connected topological manifold is topologically ho-
mogeneous.

5-4. Generalize the argument of Problem 5-3 to show that if M is a connected
topological manifold and .p1; : : : ;pk/ and .q1; : : : ;qk/ are two ordered k-
tuples of distinct points in M , then there is a homeomorphismF W M !M

such that F.pi /D qi for i D 1; : : : ;k.

5-5. Suppose X is a topological space and fX˛g is a family of subspaces whose
union isX . Show that the topology ofX is coherent with the subspaces fX ˛g
if and only if it is the finest topology onX for which all of the inclusion maps
X˛ ,!X are continuous.

5-6. Suppose X is a topological space. Show that the topology of X is coherent
with each of the following collections of subspaces of X :

(a) Any open cover of X
(b) Any locally finite closed cover of X

5-7. Here is another generalization of the gluing lemma. (Cf. also Problem 4-
30.) Suppose X is a topological space whose topology is coherent with a
collection fX˛g˛2A of subspaces of X , and for each ˛ 2 A we are given a
continuous map f˛ W X˛ ! Y such that f˛jX˛\Xˇ

D fˇ jX˛\Xˇ
for all ˛

and ˇ. Show that there exists a unique continuous map f W X ! Y whose
restriction to each X˛ is f˛ .
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5-8. Prove Proposition 5.7 (the topology of a CW complex is coherent with its
collection of skeleta).

5-9. Show that every CW complex is locally path-connected.

5-10. Show that every CW complex is compactly generated.

5-11. Prove Proposition 5.16 (a CW complex is locally compact if and only if it is
locally finite).

5-12. Let P n be n-dimensional projective space (see Example 3.51). The usual
inclusion RkC1 � RnC1 for k < n allows us to consider P k as a subspace of
Pn. Show that P n has a CW decomposition with one cell in each dimension
0; : : : ;n, such that the k-skeleton is P k for 0 < k < n. [Hint: assuming the
result for P n�1, define a map F W xBn ! RnC1X f0g by

F.x1; : : : ;xn/D
�
x1; : : : ;xn;

p
1� jx1j2� � � �� jxnj2

�
:

Show that the composition q ıF W xBn ! Pn serves as a characteristic map
for an n-cell.]

5-13. Let CP n be n-dimensional complex projective space, defined in Problem
3-15. By mimicking the construction of Problem 5-12, show that CP n has a
CW decomposition with one cell in each even dimension 0;2; : : : ;2n, such
that the 2k-skeleton is CP k for 0 < k < n.

5-14. Show that every nonempty compact convex subsetD� R n is a closed cell of
some dimension. [Hint: consider an affine subspace of minimal dimension
containingD and a simplex of maximal dimension contained in D.]

5-15. Define an abstract simplicial complex K to be the following collection of
abstract 2-simplices together with all of their faces:

ffa;b;eg;fb;e;f g;fb;c;f g;fc;f;gg;fa;c;gg;fa;e;gg;
fe;f;hg;ff;h;j g;ff;g;j g;fg;j;kg;fe;g;kg;fe;h;kg;

fa;h;j g;fa;b;j g;fb;j;kg;fb;c;kg;fc;h;kg;fa;c;hgg:
Show that the geometric realization of K is homeomorphic to the torus.
[Hint: look at Fig. 5.11.]

5-16. Show that an abstract simplicial complex is the vertex scheme of a Euclidean
simplicial complex if and only if it is finite-dimensional, locally finite, and
countable. [Hint: if the complex has dimension n, let the vertices be the
points vk D .k;k2;k3; : : : ;k2nC1/ 2 R2nC1. Use the fundamental theorem
of algebra to show that no 2nC2 vertices lie in a proper affine subspace, so
any set of 2nC2 or fewer vertices is affinely independent. If two simplices
� , � with vertices in this set intersect, let �0, �0 be the smallest face of each
containing an intersection point, and consider the set consisting of all the
vertices of �0 and �0. (This proof is from [Sti93].)]

5-17. Suppose � D Œv0; : : : ;vk � is a simplex in Rn and w 2 Rn. If fw;v0; : : : ;vkg
is an affinely independent set, we say that w is affinely independent of � .
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Fig. 5.11: Triangulation of the torus.

In this case, the simplex Œw;v0; : : : ;vk � is denoted by w  � and is called
the cone on � . More generally, suppose K is a finite Euclidean simplicial
complex andw is a point in Rn that is affinely independent of every simplex
in K . Define the cone on K to be the following collection of simplices in
Rn:

w K DK[ fŒw�g [ fw� W � 2Kg:
Show that w K is a Euclidean simplicial complex whose polyhedron is
homeomorphic to the cone on jKj.

5-18. Let X be a regular CW complex.

(a) Let E be the set of (open) cells of X , and let K be the collection of
all nonempty finite subsets fe0; : : : ;ekg � E with the property that the
dimensions of e0; : : : ;ek are all distinct, and (after reordering if nec-
essary) ei�1 � @ei for each i D 1; : : : ;k. Show that K is an abstract
simplicial complex.

(b) Suppose K is a Euclidean simplicial complex whose vertex scheme is
isomorphic to K . Show that X is homeomorphic to jKj via a homeo-
morphism that sends the closure of each cell of X onto the polyhedron
of a subcomplex ofK . [Hint: begin by choosing a point v e in each sim-
plex e 2 E . Using the results of Problems 5-1 and 5-17, define a home-
omorphism F W X ! jKj inductively, one skeleton at a time, in such a
way that it sends each point ve to the vertex of jKj corresponding to e.]

(c) Show that every finite-dimensional, locally finite, countable, and regu-
lar CW complex is triangulable.



Chapter 6

Compact Surfaces

In this chapter we undertake a detailed study of compact 2-manifolds. These are the
manifolds that are most familiar from our everyday experience, and about which the
most is known mathematically. They are thus excellent prototypes for the study of
manifolds in higher dimensions.

We begin with a detailed examination of the basic examples of compact 2-
manifolds: the sphere, the torus, and the projective plane. Next we show how to
build new ones by forming connected sums. To unify these results, we introduce
the notion of polygonal presentations, a special class of cell complexes tailored to
the study of 2-manifolds, in which spaces are represented as quotients of polygonal
regions in the plane with edges identified.

The central part of the chapter presents a classification theorem, which says that
every compact, connected 2-manifold is homeomorphic to a sphere, a connected
sum of one or more tori, or a connected sum of one or more projective planes. Start-
ing with the fact that every compact 2-manifold has a polygonal presentation (which
follows from the triangulation theorem), we need only show that every polygonal
presentation can be reduced to a standard presentation of one of the model surfaces.

In the last two sections we introduce two invariants of presentations, the Euler
characteristic and orientability, which can be used to determine quickly what surface
is represented by a given presentation.

Surfaces

A surface is a 2-manifold. We have already seen several important examples of
compact surfaces: the sphere S2, the torus T 2, and the projective plane P 2. As we
will soon see, these examples are fundamental because every compact surface can
be built up from these three.

In order to systematize our knowledge of surfaces, it is useful to develop a uni-
form way to represent them as CW complexes. The prototype is the representation
of the torus as a quotient of the square by identifying the edges in pairs (Example

J.M. Lee, Introduction to Topological Manifolds, Graduate Texts in Mathematics 202, 159
DOI 10.1007/978-1-4419-7940-7_6, © Springer Science+Business Media, LLC 2011
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�

Fig. 6.1: The sphere as a quotient of the disk.

˛ �

Fig. 6.2: The sphere as a quotient of a square.

3.49). It turns out that every compact surface can be represented as a quotient of a
polygonal region in the plane by an equivalence relation that identifies its edges in
pairs.

Let us begin by seeing how our three basic examples can be so represented. We
have already seen how to do so for the torus, so we focus on the sphere and the
projective plane.

Proposition 6.1. The sphere S2 is homeomorphic to the following quotient spaces.

(a) The closed disk xB2 � R2 modulo the equivalence relation generated by .x;y/�
.�x;y/ for .x;y/ 2 @xB2 (Fig. 6.1).

(b) The square region S D f.x;y/ W jxjCjyj � 1g modulo the equivalence relation
generated by .x;y/ � .�x;y/ for .x;y/ 2 @S (Fig. 6.2).

Proof. To see that each of these spaces is homeomorphic to the sphere, all we need
to do is exhibit a quotient map from the given space to the sphere that makes the
same identifications, and then appeal to uniqueness of quotient spaces (Theorem
3.75).

For (a), define a map from the disk to the sphere by wrapping each horizontal
line segment around a “latitude circle.” Formally, � W xB2 ! S2 is given by
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(a) (b)

Fig. 6.3: Representations of P2 as a quotient space.

�.x;y/D

„ 
�p1�y2 cos

�xp
1�y2 ; �

p
1�y2 sin

�xp
1�y2 ; y

!
; y ¤ ˙1I

.0;0;y/; y D ˙1:
It is straightforward to check that � is continuous and makes exactly the same iden-
tifications as the given equivalence relation. It is a quotient map by the closed map
lemma.

To prove (b), let ˛ W S ! xB2 be the homeomorphism constructed in the proof of
Proposition 5.1, which sends each radial line segment between the origin and the
boundary of S linearly onto the parallel segment between the center of the disk and
its boundary. If we let ˇ D � ı ˛ W S ! S2, where � is the quotient map of the
preceding paragraph, then it follows from the definitions that ˇ identifies .x;y/ and
.�x;y/ when .x;y/ 2 @S , but is otherwise injective, so it makes the same identifi-
cations as the quotient map defined in (b), thus completing the proof. ut
Proposition 6.2. The projective plane P 2 is homeomorphic to each of the following
quotient spaces (Fig. 6.3).

(a) The closed disk xB2 modulo the equivalence relation generated by .x;y/ �
.�x;�y/ for each .x;y/ 2 @xB2.

(b) The square region S D f.x;y/ W jxjCjyj � 1g modulo the equivalence relation
generated by .x;y/ � .�x;�y/ for each .x;y/ 2 @S .

Proof. Let p W S2 ! P2 be the quotient map representing P 2 as a quotient of the
sphere, as defined in Example 4.54. If F W xB2 ! S2 is the map sending the disk onto
the upper hemisphere by F.x;y/D �

x;y;
p
1�x2�y2�, then p ıF W xB2 ! S2=�

is easily seen to be surjective, and is thus a quotient map by the closed map lemma.
It identifies only .x;y/ 2 @xB2 with .�x;�y/ 2 @xB2, so P 2 is homeomorphic to the
resulting quotient space.

Part (b) is left as an exercise. ut
I Exercise 6.3. Prove Proposition 6.2(b).
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When doing geometric constructions like the ones in the last two propositions,
it is often safe to rely on pictures and a few words to describe the maps and iden-
tifications being defined. So far, we have been careful to give explicit definitions
(often with formulas) of all our maps, together with rigorous proofs that they do in
fact give the results we claim; but as your sophistication increases and you become
adept at carrying out such explicit constructions yourself, you can leave out many
of the details. The main thing is that if you skip any such details, you should be
certain that you could quickly write them down and check your claims rigorously;
this is the only way to ensure that you are not hiding real difficulties behind “hand-
waving.” In this book we will begin to leave out some such details in our proofs; for
a while, you should fill them in for yourself to be sure that you know how to turn an
argument based on pictures into a complete proof.

Now we describe a general method for building surfaces by identifying edges of
geometric figures. We define a polygon to be a subset of R2 that is homeomorphic
to S1 and is the union of finitely many 1-simplices that meet only at their endpoints;
thus it is the polyhedron of a 1-dimensional simplicial complex, and a regular finite
CW complex. The 0-simplices and 1-simplices of the polygon are called its vertices
and edges, respectively. (This is slightly different from the terminology we intro-
duced in Chapter 5 for graphs, where we considered an edge to be an open 1-cell,
but it is a bit better suited to our present purposes.) It follows from Lemma 5.26 that
each vertex lies on exactly two edges.

Then we define a polygonal region to be a compact subset of R2 whose interior
is a regular coordinate ball (and thus a regular 2-cell), and whose boundary is a
polygon. The edges and vertices of the boundary polygon are also referred to as the
edges and vertices of the polygonal region. Any 2-simplex in the plane is easily seen
to be a polygonal region, as is a filled-in square, or any compact convex region that
has a nonempty interior and polygonal boundary. Below, we will see more examples
of manifolds obtained as quotients of polygonal regions by identifying the edges in
pairs. It is a general fact that such a quotient space is always a surface.

Proposition 6.4. Let P1; : : : ;Pk be polygonal regions in the plane, let P D P1 q
�� � qPk , and suppose we are given an equivalence relation on P that identifies
some of the edges of the polygons with others by means of affine homeomorphisms.

(a) The resulting quotient space is a finite 2-dimensional CW complex whose 0-
skeleton is the image under the quotient map of the set of vertices of P , and
whose 1-skeleton is the image of the union of the boundaries of the polygonal
regions.

(b) If the equivalence relation identifies each edge of each P i with exactly one
other edge in some Pj (which might or might not be equal to P i ), then the
resulting quotient space is a compact 2-manifold.

Proof. Let M be the quotient space, let � W P !M denote the quotient map, and
let M0, M1, and M2 D M denote the images under � of the vertices, boundaries,
and polygonal regions, respectively. It follows easily from the definition that M 0 is
discrete, and for k D 1;2, Mk is obtained from Mk�1 by attaching finitely many
k-cells. Thus (a) follows from Theorem 5.20.
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v2

v4

v3

v1

Fig. 6.4: Euclidean neighborhood of a vertex point.

Now assume the hypothesis of (b). By Proposition 5.23, to prove that M is a
manifold, it suffices to show that it is locally Euclidean.

Because the 2-cells are open in M , they are Euclidean neighborhoods of each
of their points. Thus it suffices to show that each point in a 1-cell or a 0-cell has a
Euclidean neighborhood.

A point q in a 1-cell has exactly two preimages q1 and q2, each in the interior
of a different edge. Since each Pi is a 2-manifold with boundary, and q1;q2 are
boundary points, each qi has a neighborhood Ui that is a regular coordinate half-
ball (see Chapter 4). By shrinking the neighborhoods if necessary, we may assume
that the equivalence relation identifies the boundary segment of U 1 exactly with that
of U2. Then the same argument as in Theorem 3.79 shows that q has a Euclidean
neighborhood.

The preimage of a 0-cell v is a finite set of vertices fv1; : : : ;vkg � P . For each
of these vertices, we can choose " small enough that the disk B ".vi / contains no
vertices other than vi , and intersects no edges other than the two that have v i as
endpoints. Because the interior of the polygonal regionP j of which vi is a vertex is
a regular coordinate ball, it lies on one side of its boundary, so B ".vi /\Pj is equal
to a “wedge” defined by the intersection of two closed half-planes whose bound-
aries intersect only at v (Fig. 6.4). It is then easy to construct a homeomorphism
from B".vi /\Pj to a wedge of angle 2�=k, which is a set described in polar coor-
dinates by f.r;�/ W �0 � � � �0C2�=kg. (If we place vi at the origin, such a home-
omorphism is given in polar coordinates by a map of the form .r;�/ 7! .r;� 0C c�/

for suitable constants �0;c. Such a map is sometimes called a fan transformation,
because it suggests the opening or closing of a folding paper fan.)

Because each edge is paired with exactly one other, the k wedges can be mapped
onto a set containing a neighborhood of the origin by rotating and piecing them
together. However, this may not respect the edge identifications. To correct this,
we can subject each wedge to a preliminary transformation that rescales its edges
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Fig. 6.5: The Klein bottle.

independently. First, by a rotation followed by a fan transformation, take the wedge
to the first quadrant so that one edge lies along the positive x-axis and the other along
the positive y-axis. Then rescale the two axes by a linear transformation .x;y/ 7!
.ax;by/. Finally, use another fan transformation to insert the wedge into its place.
(The case k D 1 deserves special comment. This case can occur only if the two
edges adjacent to the single vertex v1 are identified with each other; then you can
check that our construction maps a neighborhood of v 1 onto a neighborhood of the
origin, with both edges going to the same ray.) In each case, we end up with a map
defined on a saturated open subset of P , which descends to a homeomorphism from
a neighborhood of v to a neighborhood of the origin in R 2. ut

Here is another example of a manifold formed as a quotient of a polygonal region.

Example 6.5. The Klein bottle is the 2-manifold K obtained by identifying the
edges of the square I � I according to .0; t/ � .1; t/ and .t;0/ � .1� t;1/ for
0 � t � 1. To visualize K , think of attaching the left and right edges together to
form a cylinder, and then passing the upper end of the cylinder through the cylinder
wall near the lower end, in order to attach the upper circle to the lower one “from
the inside” (Fig. 6.5). Of course, this cannot be done with a physical model; in fact,
it can be shown that the Klein bottle is not homeomorphic to any subspace of R 3.
Nonetheless, the preceding proposition shows that it is a 2-manifold. //

Connected Sums of Surfaces

To construct other examples of compact surfaces, we can use the connected sum
construction introduced in Problem 4-18. Let us briefly review that construction.

Given connected n-manifoldsM1 andM2 and regular coordinate balls Bi �Mi ,
the subspaces M 0

i DMi XBi are n-manifolds with boundary whose boundaries are
homeomorphic to Sn�1 (Problem 4-17). If f W @M 0

2 ! @M 0
1 is any homeomorphism,

the adjunction space M 0
1[f M 0

2 is denoted by M1 #M2 and is called a connected
sum of M1 and M2. Problem 4-18 shows that M1 #M2 is a connected n-manifold.

The manifold M1 #M2 depends on several choices: the sets Bi and the homeo-
morphism f . Although we will not prove it, it can be shown that it is possible to
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# D

Fig. 6.6: Connected sum with a sphere.

obtain at most two nonhomeomorphic manifolds as connected sums of a given pair
M1 and M2. (The two possibilities correspond to the cases in which f preserves
or reverses a property of the sphere called its orientation.) The proof of this theo-
rem depends on a result called the annulus theorem, which is easy to believe but
highly nontrivial to prove: it says that if B is any regular coordinate n-ball embed-
ded in a Euclidean ballBr .0/� Rn, then xBr .0/XB is homeomorphic to the annulus
xB2.0/XB1.0/.

In the special case of surfaces, it turns out that the two possible connected sums
that can be formed from a pair of manifolds are in fact homeomorphic to each other.
After we complete the proof of the classification theorem in Chapter 10, you will be
able to use it to prove uniqueness in the compact case: Problem 10-8 shows that any
two connected sums of the same compact surfaces are homeomorphic.

Example 6.6. If M is any n-manifold, a connected sum M # S n is homeomorphic
to M , at least if we make our choices carefully (Fig. 6.6). Let B2 � Sn be the open
lower hemisphere, so .Sn/0 D Sn XB2 is the closed upper hemisphere, which is
homeomorphic to a closed ball. ThenM #Sn is obtained fromM by cutting out the
open ball B1 and pasting back a closed ball along the boundary sphere, so we have
not changed anything. //

Example 6.7. A connected sum of a 2-manifold M with T 2 can be viewed in an-
other way, as a space obtained by “attaching a handle” to M . To make this precise,
let M0 denote M with two regular coordinate disks removed. Then M 0 and S1� I
are both manifolds with boundary, and each boundary is homeomorphic to a dis-
joint union of two circles. Let zM be the adjunction space obtained by attachingM0

and S1� I together along their boundaries (Theorem 3.79). The reason this quo-
tient space is homeomorphic to M # T 2 is suggested in Fig. 6.7, which shows that
a space homeomorphic to M # T 2 can also be obtained by first removing the in-
terior of a regular coordinate disk from M , then attaching a closed disk with two
open disks removed (the shaded region in Fig. 6.7), and then finally attaching the
cylinder S1� I along the two remaining boundary circles. Since the first operation
results in a space homeomorphic to M with two regular coordinate disks removed,
the result is the same as if we had started by removing two disks and then attached
the cylinder to the two resulting boundary circles. //
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Fig. 6.7: Connected sum with a torus versus attaching a handle.

Fig. 6.8: A connected sum of tori. Fig. 6.9: A sphere with handles attached.

Example 6.8. An n-fold connected sum T 2#T 2# � � �#T 2 is called an n-holed torus
(Fig. 6.8). In view of the two preceding examples, it can also be considered as a
sphere with n handles attached (Fig. 6.9). //

Polygonal Presentations of Surfaces

As we mentioned earlier in this chapter, for the classification theorem we need a
uniform way to describe surfaces. We will represent all of our surfaces as quotients
of 2n-sided polygonal regions. Informally, we can describe any edge equivalence
relation by labeling the edges with letters a1; : : : ;an, and giving each edge an arrow
pointing toward one of its vertices, in such a way that edges with the same label are
to be identified, with the arrows indicating which way the vertices match up. With
each such labeling of a polygon we associate a sequence of symbols, obtained by
reading off the boundary labels counterclockwise from the top, and for each bound-
ary label ai , placing ai in the sequence if the arrow points counterclockwise and a�1

i

if it points clockwise. For example, the equivalence relation on I � I of Example
3.49 that yields the torus might result in the sequence of symbols aba�1b�1.

Formally, given a set S , we define a word in S to be an ordered k-tuple of
symbols, each of the form a or a�1 for some a 2 S . (To be more precise, if you like,
you can define a word to be a finite sequence of ordered pairs of the form .a;1/ or
.a;�1/ for a 2 S , and then define a and a�1 as abbreviations for .a;1/ and .a;�1/,
respectively.) A polygonal presentation, written
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aaaa

S2 P2

Fig. 6.10: Presentations of S2 and P2.

P D hS jW1; : : : ;Wki;
is a finite set S together with finitely many words W1; : : : ;Wk in S of length 3 or
more, such that every symbol in S appears in at least one word. As a matter of no-
tation, when the set S is described by listing its elements, we leave out the braces
surrounding the elements of S , and denote the wordsW i by juxtaposition. Thus, for
example, the presentation with S D fa;bg and the single wordW D .a;b;a�1;b�1/
is written ha;b j aba�1b�1i. We also allow as a special case any presentation in
which S has one element and there is a single word of length 2. Except for renam-
ing the symbols, there are only four such: ha j aai, ha j a�1a�1i, ha j aa�1i, and
ha j a�1ai.

Any polygonal presentation P determines a topological space jP j, called the
geometric realization of P , by the following recipe:

1. For each word Wi , let Pi denote the convex k-sided polygonal region in the
plane that has its center at the origin, sides of length 1, equal angles, and one
vertex on the positive y-axis. (Here k is the length of the wordW i .)

2. Define a one-to-one correspondence between the symbols ofW i and the edges
of Pi in counterclockwise order, starting at the vertex on the y-axis.

3. Let jP j denote the quotient space of
`
i Pi determined by identifying edges

that have the same edge symbol, according to the affine homeomorphism that
matches up the first vertices of those edges with a given label a and the last
vertices of those with the corresponding label a�1 (in counterclockwise order).

If P is one of the special presentations with a word of length 2, motivated by
Propositions 6.1 and 6.2 we define jP j to be the sphere if the word is aa�1 or a�1a,
and the projective plane if it is aa or a�1a�1 (Fig. 6.10).

The interiors, edges, and vertices of the polygonal regionsP i are called the faces,
edges, and vertices of the presentation. The number of faces is the same as the num-
ber of words, and the number of edges is sum of the lengths of the words. For an
edge labeled a, the initial vertex is the first one in counterclockwise order, and the
terminal vertex is the other one; for an edge labeled a�1, these definitions are re-
versed. In terms of our informal description above, if we label each edge with an ar-
row pointing counterclockwise when the symbol is a and clockwise when it is a�1,
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Fig. 6.11: Presentations of common surfaces.

the arrow points from the initial vertex to the terminal vertex. Although for definite-
ness we have defined the geometric realization as a quotient of a disjoint union of a
specific collection of polygonal regions, we could have used arbitrary disjoint con-
vex polygonal regions in the plane with the appropriate numbers of edges, because
between the boundaries of any two such regions with the same sequence of edge
labels, there is an obvious homeomorphism taking each edge affinely onto its cor-
responding edge, and then Problem 5-1 shows that this boundary homeomorphism
extends to a homeomorphism between the domains.

A polygonal presentation is called a surface presentation if each symbol a 2 S
occurs exactly twice in W1; : : : ;Wk (counting either a or a�1 as one occurrence).
By Proposition 6.4, the geometric realization of a surface presentation is a compact
surface.

If X is a topological space and P is a polygonal presentation whose geometric
realization is homeomorphic to X , we say that P is a presentation of X . A space
that admits a presentation with only one face is connected, because it is homeomor-
phic to a quotient of a single connected polygonal region; with more than one face,
it might or might not be connected.

Example 6.9. Here are some polygonal presentations of familiar surfaces (Figs.
6.10 and 6.11):

(a) The sphere: ha j aa�1i or ha;b j abb�1a�1i (Proposition 6.1)
(b) The torus: ha;b j aba�1b�1i (Example 3.49)
(c) The projective plane: ha j aai or ha;b j ababi (Proposition 6.2)
(d) The Klein bottle: ha;b j abab�1i (Example 6.5) //

For later use in proving the classification theorem, we need to develop some
general rules for transforming polygonal presentations. If two presentations P 1 and
P2 have homeomorphic geometric realizations, we say that they are topologically
equivalent and write P1 
 P2.

As a matter of notation, in what follows S denotes any sequence of symbols;
a;b;c;a1;a2; : : : denote any symbols from S or their inverses; e denotes any symbol
not in S ; andW1;W2; : : : denote any words made from the symbols in S . Given two
words W1;W2, the notation W1W2 denotes the word formed by concatenating W1

and W2. We adopt the convention that .a�1/�1 D a.
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Fig. 6.12: Reflecting.
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a1 a2
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a3 a4

a4 a5
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Fig. 6.13: Rotating.

It is important to bear in mind that the transformations we are defining are oper-
ations on presentations. We will show below that these transformations yield topo-
logically equivalent presentations. The names they are given, and the illustrations
that go with them, are meant to be suggestive of why the presentations define home-
omorphic quotient spaces; but remember that the real effect of performing an ele-
mentary transformation is first to transform the symbolic presentation as indicated,
and only afterwards to create a new geometric realization from the modified presen-
tation. The pictures do not necessarily reflect the exact appearance of the resulting
geometric realization.

The following operations are called elementary transformations of a polygonal
presentation.

� RELABELING: Changing all occurrences of a symbol a to a new symbol not
already in the presentation, interchanging all occurrences of two symbols a and
b, or interchanging all occurrences of a and a�1 for some a 2 S .

� SUBDIVIDING: Replacing every occurrence of a by ae and every occurrence
of a�1 by e�1a�1, where e is a new symbol not already in the presentation.

� CONSOLIDATING: If a and b always occur adjacent to each other either as ab
or b�1a�1, replacing every occurrence of ab by a and every occurrence of
b�1a�1 by a�1, provided that the result is one or more words of length at least
3 or a single word of length 2.

� REFLECTING (Fig. 6.12):

hS j a1 : : : am; W2; : : : ;Wki 7! hS j a�1
m : : : a�1

1 ; W2; : : : ;Wki:
� ROTATING (Fig. 6.13):

hS j a1a2 : : : am; W2; : : : ;Wki 7! hS j a2 : : : ama1; W2; : : : ;Wki:
� CUTTING (Fig. 6.14): If W1 andW2 both have length at least 2,

hS jW1W2; W3; : : : ;Wki 7! hS;e jW1e; e�1W2; W3; : : : ;Wki:
� PASTING (Fig. 6.14):

hS;e jW1e; e�1W2; W3; : : : ;Wki 7! hS jW1W2; W3; : : : ;Wki:
� FOLDING (Fig. 6.15): If W1 has length at least 3,
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Fig. 6.14: Cutting/pasting.
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Fig. 6.15: Folding/unfolding.

hS;e jW1ee�1; W2; : : : ;Wki 7! hS jW1; W2; : : : ;Wki:
We also allowW1 to have length 2, provided that the presentation has only one
word.

� UNFOLDING (Fig. 6.15):

hS jW1; W2; : : : ;Wki 7! hS;e jW1ee�1; W2; : : : ;Wki:
Proposition 6.10. Each elementary transformation of a polygonal presentation pro-
duces a topologically equivalent presentation.

Proof. Clearly, subdividing and consolidating are inverses of each other, as are cut-
ting/pasting and folding/unfolding, so by symmetry only one of each pair needs to
be proved. We demonstrate the techniques by proving the proposition for cutting
and folding, and leave the rest as exercises.

To prove that cutting produces a homeomorphic geometric realization, letP 1 and
P2 be convex polygonal regions labeledW1e and e�1W2, respectively, and let P 0 be
a convex polygonal region labeled W1W2. For the moment, let us assume that these
are the only words in their respective presentations. Let � W P1 qP2 ! M and
� 0 W P 0 ! M 0 denote the respective quotient maps. The line segment going from
the terminal vertex of W1 in P 0 to its initial vertex lies in P 0 by convexity; label
this segment e. By the result of Problem 5-1, there is a continuous map f W P 1 q
P2 ! P 0 that takes each edge of P1 or P2 to the edge in P 0 with the corresponding
label, and whose restriction to each Pi is a homeomorphism onto its image. By the
closed map lemma, f is a quotient map. Since f identifies the two edges labeled e
and e�1 but nothing else, the quotient maps � 0 ıf and � make precisely the same
identifications, so their quotient spaces are homeomorphic. If there are other words
W3; : : : ;Wk , we just extend f by declaring it to be the identity on their respective
polygonal regions and proceed as above.

For folding, as before we can ignore the additional words W 2; : : : ;Wk . If W1
has length 2, we can subdivide to lengthen it, then perform the folding operation,
and then consolidate, so we assume that W1 has length at least 3. Assume first that
W1 D abc has length exactly 3. Let P and P 0 be convex polygonal regions with
edge labels abcee�1 and abc, respectively, and let � W P !M ,� 0 W P 0 !M 0 be the
quotient maps. Adding edges as shown in Fig. 6.15 turnsP andP 0 into polyhedra of
Euclidean simplicial complexes, and there is a unique simplicial map f W P ! P 0
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Fig. 6.16: The presentation hS1;a;b;c jW1c
�1b�1a�1;abci.

that takes each edge of P to the edge of P 0 with the same label. As before, � 0 ıf
and � are quotient maps that make the same identifications, so their quotient spaces
are homeomorphic.

If W1 has length 4 or more, we can write W1 D Xbc for some X of length at
least 2. Then we cut along a new edge a to obtain

hS;b;c;e j Xbcee�1i 
 hS;a;b;c;e jXa�1;abcee�1i;
and proceed as before. ut

I Exercise 6.11. Prove the rest of Proposition 6.10. Note that you will have to consider
a word of length 2 as a special case when treating subdividing or consolidating.

Next we need to find standard polygonal presentations for connected sums. The
key is the following proposition.

Proposition 6.12. Let M1 and M2 be surfaces that admit presentations hS1 j W1i
and hS2 jW2i, respectively, in which S1 and S2 are disjoint sets and each presen-
tation has a single face. Then hS1;S2 jW1W2i is a presentation of a connected sum
M1 #M2. (Here W1W2 denotes the word formed by concatenatingW1 andW2.)

Proof. Consider the presentation hS1;a;b;c jW1c�1b�1a�1;abci (pictured in the
left half of Fig. 6.16). Pasting along a and folding twice, we see that this presenta-
tion is equivalent to hS1 jW1i and therefore is a presentation of M1. Let B1 denote
the image in M1 of the interior of the polygonal region bounded by triangle abc.
We will show below that B1 is a regular coordinate disk in M1. Assuming this, it
follows immediately that the geometric realization of hS1;a;b;c j W1c�1b�1a�1i
is homeomorphic to M1 XB1 (which we denote by M 0

1), and @B1 is the image
of the edges c�1b�1a�1. A similar argument shows that hS2;a;b;c j abcW2i is
a presentation of M2 with a coordinate disk removed (denoted by M 0

2). There-
fore, hS1;S2;a;b;c j W1c�1b�1a�1;abcW2i is a presentation of M 0

1 qM 0
2 with

the boundaries of the respective disks identified, which is M1 #M2. Pasting along a
and folding twice, we arrive at the presentation hS1;S2 jW1W2i.



172 6 Compact Surfaces

v

Fig. 6.17: Showing that B1 is a regular disk.

It remains only to show thatB1 is a regular coordinate disk inM1, which is to say
that it has an open disk neighborhood in which xB1 corresponds to a smaller closed
disk. One way to see this is suggested in Fig. 6.16: let P1, Q, and P 0

1 be convex
polygonal regions with edges labeled by the words W1c

�1b�1a�1, abc, and W1,
respectively. Triangulating the polygonal regions as shown in Fig. 6.16, we obtain a
simplicial map f W P1qQ! P 0

1 that takes Q to a small triangle Q 0 � P 0
1 sharing

one vertex v in common with P 0
1. The composition P1qQ ! P 0

1 !M1 respects
the identifications made by the quotient map P 0

1 qQ ! M1, so it descends to a
homeomorphism ofM1 taking B1 to the image of Q 0.

Now look back at the proof in Proposition 6.4 that the quotient space of a surface
presentation is a manifold. In constructing a Euclidean neighborhood of a vertex
point, we assembled “wedges” at the various vertices into a coordinate disk. Apply-
ing that construction to the vertex v, Q 0 is taken to a set that is homeomorphic to a
closed disk in the plane (Fig. 6.17), and it is an easy matter to extend that homeo-
morphism to a slightly larger open disk. ut
Example 6.13 (Presentations of Surfaces). Using the preceding proposition, we
can augment our list of presentations of known surfaces as follows. To streamline
the list of surfaces, we interpret a “connected sum of one torus” to mean simply T 2

itself, and similarly for P 2.

� SPHERE:
ha j aa�1i:

� CONNECTED SUM OF n� 1 TORI:

ha1;b1; : : : ;an;bn j a1b1a�1
1 b�1

1 : : : anbna
�1
n b�1

n i:
� CONNECTED SUM OF n� 1 PROJECTIVE PLANES:

ha1; : : : ;an j a1a1 : : : anani:
We call these the standard presentations of these surfaces. //
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The Classification Theorem

We are now ready to state the main result in the classification of surfaces. This
theorem was first proved in 1907 by Max Dehn and Poul Heegaard [DH07] under the
assumption that the surface had some polygonal presentation. The next proposition
shows that this is always the case.

Proposition 6.14. Every compact surface admits a polygonal presentation.

Proof. LetM be a compact surface. It follows from Theorem 5.36 thatM is homeo-
morphic to the polyhedron of a 2-dimensional simplicial complexK , in which each
1-simplex is a face of exactly two 2-simplices.

From this complex, we can construct a surface presentation P with one word of
length 3 for each 2-simplex, and with edges having the same label if and only if they
correspond to the same 1-simplex. We wish to show that the geometric realization
of P is homeomorphic to that of K . If P D P1 q �� � qPk denotes the disjoint
union of the 2-simplices of K , then we have two quotient maps �K W P ! jKj and
�P W P ! jP j, so it suffices to show that they make the same identifications. Both
quotient maps are injective in the interiors of the 2-simplices, both make the same
identifications of edges, and both identify vertices only with other vertices.

To complete the proof, we need to show that �K , like �P , identifies vertices only
when forced to do so by the relation generated by edge identifications. To prove this,
suppose v 2K is any vertex. It must be the case that v belongs to some 1-simplex,
because otherwise it would be an isolated point of jKj, contradicting the fact that jKj
is a 2-manifold. Theorem 5.36 guarantees that this 1-simplex is a face of exactly two
2-simplices. Let us say that two 2-simplices �;� 0 containing v are edge-connected
at v if there is a sequence � D �1; : : : ;�k D � 0 of 2-simplices containing v such that
�i shares an edge with �iC1 for each i D 1; : : : ;k�1. Clearly edge-connectedness is
an equivalence relation on the set of 2-simplices containing v, so to prove the claim
it suffices to show that there is only one equivalence class. If this is not the case,
we can group the 2-simplices containing v into two disjoint sets f�1; : : : ;�kg and
f�1; : : : ;�mg, such that any �i and �j are edge-connected to each other, but no � i is
edge-connected to any �j . Let " be chosen small enough that B".v/ intersects only
those simplices that contain v. Then B".v/\ jKj is an open subset of jKj and thus
a 2-manifold, so v has a neighborhoodW � B".v/\ jKj that is homeomorphic to
R2. It follows that W X fvg is connected. However, if we set

U DW \ .�1[ � � �[�k/X fvg; V DW \ .�1[ � � �[ �m/X fvg;
then U and V are both open in jKj because their intersection with each simplex is
open in the simplex, and W D U [V is a disconnection of W . This is a contradic-
tion. ut

Using this as our starting point, we can now prove the following foundational
result of surface theory.
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Fig. 6.18: Transforming the Klein bottle to P2 # P2.

Theorem 6.15 (Classification of Compact Surfaces, Part I). Every nonempty,
compact, connected 2-manifold is homeomorphic to one of the following:

(a) The sphere S2

(b) A connected sum of one or more copies of T 2

(c) A connected sum of one or more copies of P 2

This is called “Part I” of the classification theorem because it only tells half of
the story: it shows that every compact connected surface is homeomorphic to one
of the ones on this list, but it does not show that the different surfaces on the list
are topologically distinct. We will revisit this question and complete the proof of the
classification theorem in Chapter 10 (see Theorem 10.22).

Before we prove the theorem, we need to make one important observation. You
might have noticed that some surfaces appear to be absent from the list: the Klein
bottle, for example, and T 2#P 2, and, for that matter, every connected sum involving
both tori and projective planes. These apparent deficiencies are explained by the
following two lemmas.

Lemma 6.16. The Klein bottle is homeomorphic to P 2 # P 2.

Proof. By a sequence of elementary transformations, we find that the Klein bottle
has the following presentations (see Fig. 6.18):

ha;b j abab�1i

 ha;b;c j abc; c�1ab�1i (cut along c)


 ha;b;c j bca;a�1cbi (rotate and reflect)


 hb;c j bbcci (paste along a and rotate):

The presentation in the last line is our standard presentation of a connected sum of
two projective planes. ut

Lemma 6.17. The connected sum T 2 # P 2 is homeomorphic to P 2 # P 2 # P 2.

Proof. Start with ha;b;c j abab�1cci (Fig. 6.19), which is a presentation ofK #P 2,
and therefore by the preceding lemma is a presentation of P 2 # P 2 # P 2. Following
Fig. 6.19, we cut along d , paste along c, cut along e, and paste along b, rotating and
reflecting as necessary, to obtain ha;d;e j a�1d�1adeei, which is a presentation of
T 2 # P 2. ut
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Fig. 6.19: Transforming P2 # P2 # P2 to T2 # P2.

Proof of the classification theorem. Let M be a compact connected surface. By
Proposition 6.14, we can assume that M comes with a given polygonal presenta-
tion. We prove the theorem by transforming this presentation to one of our standard
presentations in several steps. Let us say that a pair of edges that are to be identified
are complementary if they appear in the presentation as both a and a�1, and twisted
if they appear as a; : : : ;a or as a�1; : : : ;a�1. (The terminology reflects the fact that
if a polygonal region is cut from a piece of paper, you have to twist the paper to
paste together a twisted edge pair, but not for a complementary pair.)

STEP 1: M admits a presentation with only one face. Since M is connected, if
there are two or more faces, some edge in one face must be identified with an edge
in a different face; otherwise, M would be the disjoint union of the quotients of its
faces, and since each such quotient is open and closed, they would disconnect M .
Thus by performing successive pasting transformations (together with rotations and
reflections as necessary), we can reduce the number of faces in the presentation to
one.

STEP 2: Either M is homeomorphic to the sphere, or M admits a presentation
in which there are no adjacent complementary pairs. Each adjacent complementary
pair can be eliminated by folding, unless it is the only pair of edges in the presenta-
tion; in this case the presentation is equivalent to ha j aa�1i andM is homeomorphic
to the sphere.

From now on, we assume that the presentation is not the standard presentation of
the sphere.

STEP 3: M admits a presentation in which all twisted pairs are adjacent. If a
twisted pair is not adjacent, then the presentation can be transformed by rotations
to one described by a word of the form VaWa, where neither V nor W is empty.
Figure 6.20 shows how to transform the word VaWa into VW �1bb by cutting
along b, reflecting, and pasting along a. (HereW �1 denotes the word obtained from
W by reflecting.) In this last presentation, the twisted pair a;a has been replaced
by another twisted pair b;b, which is now adjacent. Moreover, no other adjacent
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Fig. 6.20: Making a twisted pair adjacent.
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Fig. 6.21: Reducing the number of vertices equivalent to v.

pairs have been separated. We may have created some new twisted pairs when we
reflectedW , but we decreased the total number of nonadjacent pairs (including both
twisted and complementary ones) by at least one. Thus, after finitely many such
operations, there are no more nonadjacent twisted pairs. We may also have created
some new adjacent complementary pairs. These can be eliminated by repeating Step
2, which does not increase the number of nonadjacent pairs.

STEP 4: M admits a presentation in which all vertices are identified to a single
point. Choose some equivalence class of vertices, and call it v. If there are vertices
that are not identified with v, there must be some edge that connects a v vertex with
a vertex in some other equivalence class; label the edge a and the other vertex class
w (Fig. 6.21). The other edge that touches a at its v vertex cannot be identified with
a: if it were complementary to a, we would have eliminated both edges in Step 2,
while if it formed a twisted pair with a, then the quotient map would identify the
initial and terminal vertices of a with each other, which we are assuming is not
the case. So label this other edge b, and label its other vertex x (this one may be
identified with v, w, or neither one).

Somewhere in the polygon is another edge labeled b or b �1. Let us assume for
definiteness that it is b�1; the argument for b is similar except for an extra reflection.
Thus we can write the word describing the presentation in the form baXb �1Y ,
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Fig. 6.22: Bringing intertwined complementary pairs together.

where X and Y are unknown words, not both empty. Now cut along c and paste
along b as in Fig. 6.21. In the new presentation, the number of vertices labeled v
has decreased, and the number labeled w has increased. We may have introduced
a new adjacent complementary pair, so perform Step 2 again to remove it. This
may again decrease the number of vertices labeled v (for example, if a v vertex lies
between edges labeled aa�1 that are eliminated by folding), but it cannot increase
their number. So repeating this sequence a finite number of times—decrease the
v vertices by one, then eliminate adjacent complementary edges—we eventually
eliminate the vertex class v from the presentation altogether. Iterate this procedure
for each vertex class until there is only one left.

STEP 5: If the presentation has any complementary pair a;a�1, then it has
another complementary pair b;b�1 that occurs intertwined with the first, as in
a; : : : ;b; : : : ;a�1; : : : ;b�1. If this is not the case, then the presentation is of the form
aXa�1Y , whereX contains only matched complementary pairs or adjacent twisted
pairs. Thus each edge in X is identified only with another edge in X , and the same
is true of Y . But this means that the terminal vertices of the a and a�1 edges, both
of which touch only X , can be identified only with vertices in X , while the initial
vertices can be identified only with vertices in Y . This is a contradiction, since all
vertices are identified together by Step 4.

STEP 6: M admits a presentation in which all intertwined complementary pairs
occur together with no other edges intervening: aba�1b�1. If the presentation is
given by the word WaXbYa�1Zb�1, perform the elementary transformations in-
dicated in Fig. 6.22 (cut along c, paste along a, cut along d , and paste along b)
to obtain the new word cdc�1d�1WZYX . This replaces the old intertwined set of
pairs with a new adjacent set cdc�1d�1, without separating any other edges that
were previously adjacent. Repeat this for each set of intertwined pairs. (Note that
this step requires no reflections.)

STEP 7: M is homeomorphic to either a connected sum of one or more tori or
a connected sum of one or more projective planes. From what we have done so far,
all twisted pairs occur adjacent to each other, and all complementary pairs occur in
intertwined groups such as aba�1b�1. This is a presentation of a connected sum of
tori (presented by aba�1b�1) and projective planes (presented by cc). If there are
only tori or only projective planes, we are done.
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The only remaining case is that in which the presentation contains both twisted
and complementary pairs. In that case, some twisted pair must occur next to a com-
plementary one; thus the presentation is described either by a word of the form
aba�1b�1ccX or by one of the form ccaba�1b�1X . In either case, this is a con-
nected sum of a torus, a projective plane, and whatever surface is described by the
word X . But Lemma 6.17 shows that the standard presentation of T 2 # P 2 can be
transformed to that of P 2 # P 2 # P 2. Making this transformation, we eliminate one
of the occurrences of T 2 in the connected sum. Iterating this procedure, we elimi-
nate them all, thus completing the proof. ut

This classification theorem leads easily to a characterization of compact 2-
manifolds with boundary (see Problem 6-5). The case of noncompact surfaces, how-
ever, is vastly more complicated; the classification of noncompact surfaces without
boundary was achieved in 1963 [Ric63], but, amazingly, the complete classification
of 2-manifolds with boundary was not completed until 2007 [PM07].

The Euler Characteristic

One of the oldest results in the theory of surfaces is Euler’s formula: if P � R3 is a
compact polyhedral surface that is the boundary of a convex open subset, and P has
F faces, E edges, and V vertices, then V �ECF D 2. This quantity has a natural
generalization to arbitrary finite CW complexes: if X is a finite CW complex of
dimension n, we define the Euler characteristic of X , denoted by .X/ (read “chi
of X”), by

.X/D
nX
kD0

.�1/knk ;

where nk is the number of k-cells of X .
Euler’s formula is a special case of a deep theorem of topology, which says that

the Euler characteristic is actually a topological invariant: if X and Y are finite CW
complexes whose underlying topological spaces are homeomorphic, then .X/ D
.Y /. The proof of this theorem, which requires homology theory, will be presented
in Chapter 13.

To see that Euler’s formula follows from the theorem, just note that a compact
polyhedral surface that bounds a convex open subset of R 3 is homeomorphic to S2

by Proposition 5.1, and in Example 5.8(e) we constructed a CW decomposition of
S2 with exactly one 0-cell and one 2-cell, which therefore has Euler characteristic
2.

Although we are not yet in a position to prove Euler’s formula in full generality,
we can at least show that the Euler characteristic of a compact surface has a certain
kind of combinatorial invariance. Note that every polygonal presentation determines
a finite CW complex, and thus has a well-defined Euler characteristic.
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Proposition 6.18. The Euler characteristic of a polygonal presentation is un-
changed by elementary transformations.

Proof. It is immediate that relabeling, rotating, and reflecting do not change the
Euler characteristic of a presentation, because they leave the numbers of 0-cells,
1-cells, and 2-cells individually unchanged. For the other transformations, we need
only check that the changes to these three numbers cancel out. Subdividing increases
both the number of 1-cells and the number of 0-cells by one, leaving the number of
2-cells unchanged. Cutting increases both the number of 1-cells and the number of
2-cells by one, and leaves the number of 0-cells unchanged. Unfolding increases
the number of 1-cells and the number of 0-cells by one, and leaves the number
of 2-cells unchanged. Finally, consolidating, pasting, and folding leave the Euler
characteristic unchanged, since they are the inverses of subdividing, cutting, and
unfolding, respectively. ut
Proposition 6.19 (Euler Characteristics of Compact Surfaces). The Euler char-
acteristic of a standard surface presentation is equal to

(a) 2 for the sphere,
(b) 2�2n for the connected sum of n tori,
(c) 2�n for the connected sum of n projective planes.

Proof. Just compute. ut
These results allow us to conclude a great deal about a surface from a given

presentation, without actually carrying out the reduction to a standard presentation.
For example, any presentation with Euler characteristic 2 gives the sphere, and a
presentation with Euler characteristic 0 gives either the torus or the Klein bottle,
which is homeomorphic to P 2 # P 2.

We should stress that we still cannot prove even for compact surfaces that the
Euler characteristic is a topological invariant, for the simple reason that we still do
not know that the standard surfaces on our list are not homeomorphic to each other.
(If you do not believe this, just try to prove, e.g., that the projective plane is not
homeomorphic to the torus using the techniques we have developed so far!) The
problem is that we cannot yet rule out the possibility that P 2, say, could have a
presentation that is so exotic that it is not related to the standard one by a series of
elementary transformations, but somehow manages to reduce to a presentation of the
torus after following the algorithm of the classification theorem. We will remedy this
deficiency in Chapter 10, when we show that all of our standard compact surfaces
are topologically distinct; only then will we be able to complete the classification of
compact surfaces.

The Euler characteristic can be used by itself to distinguish presentations that
reduce to connected sums of different numbers of tori or connected sums of dif-
ferent numbers of projective planes. However, to distinguish a presentation of the
connected sum of n tori from one of the connected sum of 2n projective planes (e.g.,
the torus from the Klein bottle), we need one more property: orientability.
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Orientability

The Möbius band is the famous topological space obtained from a rectangle by
pasting two opposite sides together after a half-twist. Formally, we define it to be
the geometric realization of the following polygonal presentation:

ha;b;c j abcbi: (6.1)

(See Fig. 6.23.) It is a 2-dimensional manifold with boundary (though not a man-
ifold). If you have ever made a paper model (it is best to start with a long narrow
rectangle instead of a square), you have undoubtedly noticed that it has the curious
property that it is impossible to consistently pick out which is the “front” side and
which is the “back”—you cannot continuously color one side red and the other side
blue.

Motivated by this example, let us say that a surface presentation P is oriented
if it has no twisted edge pairs. Intuitively, this means that you can decide which is
the “front” side (or “outside”) of jP j by coloring the top surface of each polygonal
region red and the bottom surface blue; the condition on edge pairs ensures that the
colors will match up when edges are pasted together. A compact surface is said to be
orientable if it admits an oriented presentation. (Although this definition will suffice
for our purposes, there are much more general definitions of orientability that apply
to arbitrary triangulated topological manifolds or smooth manifolds; see [Hat02] or
[Mun84] for the topological case and [Lee02] for the smooth case.)

By looking a little more closely at the proof of the classification theorem, we can
identify exactly which compact surfaces are orientable.

Proposition 6.20. A compact surface is orientable if and only if it is homeomorphic
to the sphere or a connected sum of one or more tori.

Proof. The standard presentations of the sphere and the connected sums of tori are
oriented, so these surfaces are certainly orientable. To show that an orientable sur-
face is homeomorphic to one of these, let M be any surface that admits at least
one orientable presentation. Starting with that presentation, follow the algorithm
described in the proof of the classification theorem to transform it to one of the stan-
dard presentations. The only elementary transformation that can introduce a twisted
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pair into an oriented presentation is reflection. The only steps in which reflections
are used are Steps 1, 3, 4, and 7, and you can check that none of those steps require
any reflections if there were no twisted pairs to begin with. Thus the classification
theorem tells us that the presentation can be reduced to one of the standard ones with
no twisted pairs, which means that M is homeomorphic to a sphere or a connected
sum of tori. ut

Because of this result, the connected sum of n tori is also known as the ori-
entable surface of genus n, and the connected sum of n projective planes is called
the nonorientable surface of genus n. By convention, the sphere is the (unique,
orientable) surface of genus 0. Technically, this terminology is premature, because
we still do not know that a connected sum of projective planes is not homeomorphic
to an oriented surface. However, we will prove in Chapter 10 that orientability is
in fact a topological invariant (see Corollary 10.24). With this in mind, we will go
ahead and use this standard terminology with the caveat that all we have proved so
far about the “nonorientable surface of genus n” is that its standard presentation is
not oriented.

Before moving away from classification theorems, it is worth remarking on the
situation with higher-dimensional manifolds. Because of the triangulation theorem
for 3-manifolds stated in Chapter 5, one might hope that a similar approach to clas-
sifying 3-manifolds might bear fruit. Unfortunately, the combinatorial problem of
reducing any given 3-manifold triangulation to some standard form is, so far, un-
solved. And this approach cannot get us very far in dimensions higher than 3, be-
cause we do not have triangulation theorems. Thus, in order to make any progress in
understanding higher-dimensional manifolds, as well as to resolve the question of
whether the standard surfaces are distinct, we need to develop more powerful tools.
This we will begin to do in the remainder of the book.

Problems

6-1. Show that a connected sum of one or more projective planes contains a sub-
space that is homeomorphic to the Möbius band.

6-2. Note that both a disk and a Möbius band are manifolds with boundary, and
both boundaries are homeomorphic to S 1. Show that it is possible to obtain
a space homeomorphic to a projective plane by attaching a disk to a Möbius
band along their boundaries.

6-3. Show that the Klein bottle is homeomorphic to a quotient obtained by at-
taching two Möbius bands together along their boundaries.

6-4. Suppose M is a compact, connected 2-manifold that contains a subset B �
M that is homeomorphic to the Möbius band. Show that there is a compact
2-manifold M 0 such that M is homeomorphic to a connected sum M 0#P 2.
[Hint: first show there is a subset B0 � B such that xB0 is homeomorphic to
the Möbius band andM XB0 is a compact manifold with boundary.]
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6-5. Show that every compact 2-manifold with boundary is homeomorphic to a
compact 2-manifold with finitely many open cells removed. [Hint: first show
that the boundary is homeomorphic to a disjoint union of circles. You may
use the theorem on invariance of the boundary.]

6-6. For each of the following surface presentations, compute the Euler charac-
teristic and determine which of our standard surfaces it represents.

(a) ha;b;c j abacb�1c�1i
(b) ha;b;c j abca�1b�1c�1i
(c) ha;b;c;d;e;f j abc; bde; c�1df; e�1fai
(d) ha;b;c;d;e;f;g;h; i;j;k; l;m;n;o j

abc; bde; dfg; f hi; haj; c�1kl; e�1mn;
g�1ok�1; i�1l�1m�1; j�1n�1o�1i



Chapter 7

Homotopy and the Fundamental Group

The results of the preceding chapter left a serious gap in our attempt to classify
compact 2-manifolds up to homeomorphism: although we have exhibited a list of
surfaces and shown that every compact connected surface is homeomorphic to one
on the list, we still have no way of knowing when two surfaces are not homeo-
morphic. For all we know, all of the surfaces on our list might be homeomorphic
to the sphere! (Think, for example, of the unexpected homeomorphism between
P2 # P 2 # P 2 and T 2 # P 2.)

To distinguish nonhomeomorphic surfaces, we need topological invariants. For
some surfaces, the properties we already know suffice. For example, the 2-sphere
is not homeomorphic to the plane because one is compact, while the other is not.
The plane, the disjoint union of two planes, and the disjoint union of three planes
are all topologically distinct, because they have different numbers of components.
It follows from Problem 4-2 that the line is not homeomorphic to the plane; the
proof involved a rather subtle use of connectedness. But to decide whether, for ex-
ample, the sphere is homeomorphic to the torus, or the plane is homeomorphic to
the punctured plane R2X f0g, we need to introduce some new invariants.

In this chapter we begin our study of the fundamental group, an algebraic object
associated with each topological space that measures the number of “holes” it has,
in a certain sense. To set the stage, let us think about the difference between the
plane and the punctured plane. Both are connected, noncompact 2-manifolds, so
they cannot be distinguished by any of the basic topological properties that we have
discussed so far. Yet intuition suggests that they should not be homeomorphic to
each other because the punctured plane has a “hole,” while the full plane does not.

To see how this distinction might be detected topologically, observe that every
closed curve in R2 can be continuously shrunk to a point (you will prove this rigor-
ously in Exercise 7.15 below); by contrast, it is intuitively clear that a circle drawn
around the hole in the space R2 X f0g can never be continuously shrunk to a point
while remaining in the space, and in fact cannot be deformed into any closed path
that does not go around the hole.

We will define an equivalence relation on closed paths with a fixed starting and
ending point: two such paths are equivalent if one can be continuously deformed into
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Fig. 7.1: A homotopy between f and g .

the other while keeping the starting and ending point fixed. The set of equivalence
classes is called the fundamental group of the space; the product of two elements of
the group is obtained by first following one path and then the other. After making
the basic definitions, we prove that homeomorphic spaces have isomorphic funda-
mental groups. Then we prove that the fundamental group satisfies an even stronger
invariance property, that of homotopy invariance. As a consequence, we are able to
reduce the computations of fundamental groups of many spaces to those of simpler
ones.

Proving that the fundamental group of a space is not trivial turns out to be some-
what harder, and we will not do so until the next chapter.

Before reading this chapter, make sure you are familiar with the basic ideas of
group theory as summarized in Appendix C.

Homotopy

Let X and Y be topological spaces, and let f;g W X ! Y be continuous maps. A
homotopy from f to g is a continuous mapH W X �I ! Y (where I D Œ0;1� is the
unit interval) such that for all x 2X ,

H.x;0/D f .x/I H.x;1/D g.x/: (7.1)

If there exists a homotopy from f to g, we say that f and g are homotopic, and
write f ' g (orH W f ' g if we want to emphasize the specific homotopy). If f is
homotopic to a constant map, we say it is null-homotopic.

A homotopy defines a one-parameter family of continuous maps H t W X ! Y

for 0� t � 1 by Ht .x/DH.x;t/ (Fig. 7.1), and condition (7.1) says that H0 D f
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and H1 D g. We usually think of the parameter t as time, and think of H as giving
a way to deform or “morph” f into g as t goes from 0 to 1. The continuity of H
guarantees that this deformation proceeds without breaks or jumps. The idea is that
a homotopy represents a “continuous deformation” of one map into the other.

Proposition 7.1. For any topological spaces X and Y , homotopy is an equivalence
relation on the set of all continuous maps from X to Y .

Proof. Any map f is homotopic to itself via the trivial homotopyH.x;t/ D f .x/,
so homotopy is reflexive. Similarly, if H W f ' g, then a homotopy from g to f is
given by zH.x;t/DH.x;1�t/, so homotopy is symmetric. Finally, ifF W f ' g and
G W g' h, defineH W X �I ! Y by followingF at double speed for 0� t � 1

2
, and

then followingG at double speed for the remainder of the unit interval. Formally,

H.x;t/D
(
F.x;2t/; 0� t � 1

2
I

G.x;2t �1/; 1
2

� t � 1:

SinceF.x;1/D g.x/DG.x;0/, the two definitions ofH agree at t D 1
2

, where they
overlap. Thus H is continuous by the gluing lemma, and is therefore a homotopy
between f and h. This shows that homotopy is transitive. ut

For any pair of topological spaces X and Y , the set of homotopy classes of con-
tinuous maps from X to Y is denoted by ŒX;Y �.

Proposition 7.2. The homotopy relation is preserved by composition: if

f0;f1 W X ! Y and g0;g1 W Y !Z

are continuous maps with f0 ' f1 and g0 ' g1, then g0 ıf0 ' g1 ıf1.
Proof. Suppose F W f0 ' f1 and G W g0 ' g1 are homotopies. Define H W X �I !
Z by H.x;t/ D G.F.x; t/; t/. At t D 0, H.x;0/ D G.f0.x/;0/D g0.f0.x//, and
at t D 1, H.x;1/DG.f1.x/;1/D g1.f1.x//. Thus H is a homotopy from g0 ıf0
to g1 ıf1. ut
Example 7.3. Define maps f;g W R ! R2 by

f .x/D .x;x2/I g.x/D .x;x/:

Then the mapH.x;t/D .x;x2� tx2C tx/ is a homotopy from f to g. //

Example 7.4. Let B � Rn and let X be any topological space. Suppose f;g W X !
B are any two continuous maps with the property that for all x 2X , the line segment
from f .x/ to g.x/ lies in B . This is the case, for example, if B is convex. Define
a homotopy H W f ' g by letting H.x;t/ trace out the line segment from f .x/ to
g.x/ at constant speed as t goes from 0 to 1 (Fig. 7.2):

H.x;t/D f .x/C t.g.x/�f .x//:
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X �I
B

Rn

Fig. 7.2: A straight-line homotopy.

This is called the straight-line homotopy between f and g. It shows, in particular,
that all maps from a given space into a convex set are homotopic to each other. //

The Fundamental Group

Let X be a topological space. Recall that a path in X is a continuous map f W I !
X . The points pD f .0/ and qD f .1/ are called the initial point and terminal point
of f , respectively, and we say that f is a path from p to q. We will use paths to
detect “holes” in a space.

Example 7.5. Consider the path f W I ! C X f0g defined (in complex notation) by

f .s/D e2�is

and the map H W I � I ! C X f0g by

H.s; t/D e2�ist :

At each time t ,Ht is a path that follows the circle only as far as angle 2�t , soH0 is
the constant path c1.s/� 1 and H1 D f . Thus H is a homotopy from the constant
path to f . //

This last example shows that the circular path around the origin is homotopic in
R2Xf0g to a constant path, so that simply asking whether a closed path is homotopic
to a constant is not sufficient to detect holes. To remedy this, we need to consider
homotopies of paths throughout which the endpoints stay fixed. More generally, it
is useful to consider homotopies that fix an arbitrary subset of the domain.

Let X and Y be topological spaces, and A�X an arbitrary subset. A homotopy
H between maps f;g W X ! Y is said to be stationary on A if
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H.x;t/D f .x/ for all x 2A; t 2 I .

In other words, for each t , the map H t agrees with f on A. If there exists such a
homotopyH , we say that f and g are homotopic relative to A, andH is also called
a homotopy relative to A. Notice that this implies gjA D H1jA D f jA, so for two
maps to be homotopic relative to A they must first of all agree on A. Sometimes,
for emphasis, when two maps are homotopic but the homotopy is not assumed to be
stationary on any particular subspace, we say they are freely homotopic.

I Exercise 7.6. Let B � Rn be any convex set, X be any topological space, and A be
any subset of X . Show that any two continuous maps f;g W X ! B that agree on A are
homotopic relative toA.

Now suppose f and g are two paths in X . A path homotopy from f to g is a
homotopy that is stationary on the subset f0;1g � I , that is, a homotopy that fixes
the endpoints for all time. If there exists a path homotopy between f and g, we say
they are path-homotopic, and write f � g. By the remark above, this is possible
only if f and g share the same initial point and the same terminal point. To be more
specific, if f and g are paths in X from p to q, a path homotopy from f to g is a
continuous map H W I � I ! X such that

H.s;0/D f .s/ for all s 2 I I
H.s;1/D g.s/ for all s 2 I I
H.0;t/D p for all t 2 I I
H.1;t/D q for all t 2 I:

(Here and throughout the book we consistently use s as the “space variable”
parametrizing individual paths, and reserve t for the “time variable” in homotopies.)

Proposition 7.7. Let X be a topological space. For any points p;q 2 X , path ho-
motopy is an equivalence relation on the set of all paths in X from p to q.

I Exercise 7.8. Prove Proposition 7.7.

For any path f in X , we denote the path homotopy equivalence class of f by
Œf �, and call it the path class of f . For our purposes, we are most interested in
paths that start and end at the same point. Such a path is called a loop. If f is a loop
whose initial and terminal point is p 2X , we say that f is based at p, and we call
p the base point of f . The set of all loops in X based at p is denoted by �.X;p/.
The constant loop cp 2 �.X;p/ is the map cp.s/ � p. A null-homotopic loop is
one that is path-homotopic to a constant loop, not just homotopic.

One (not very interesting, but sometimes useful) way to get homotopic paths is
by the following construction. A reparametrization of a path f W I ! X is a path
of the form f ı' for some continuous map ' W I ! I fixing 0 and 1.

Lemma 7.9. Any reparametrization of a path f is path-homotopic to f .
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Fig. 7.3: Homotopy invariance of path multiplication.

Proof. Suppose f ı' is a reparametrization of f , and letH W I �I ! I denote the
straight-line homotopy from the identity map to '. Then f ıH is a path homotopy
from f to f ı'. ut

Proposition 7.7 says in particular that path homotopy is an equivalence rela-
tion on �.X;p/. We define the fundamental group of X based at p, denoted by
�1.X;p/, to be the set of path classes of loops based at p.

To make �1.X;p/ into a group, we must define a multiplication operation. This
is done first on the level of paths: the product of two paths f and g is the path
obtained by first following f and then following g, both at double speed. For future
use, we define products of paths in a more general setting: instead of requiring that
both paths start and end at the same point, we require simply that the second one
start where the first ends.

Thus let f;g W I ! X be paths. We say that f and g are composable paths if
f .1/D g.0/. If f and g are composable, we define their product f �g W I !X by

f �g.s/D
(
f .2s/; 0� s � 1

2
I

g.2s�1/; 1
2

� s � 1:

The condition f .1/D g.0/ guarantees that f �g is continuous by the gluing lemma.

Proposition 7.10 (Homotopy Invariance of Path Multiplication). The operation
of path multiplication is well defined on path classes. More precisely, if f0 � f1
and g0 � g1, and if f0 and g0 are composable, then f1 and g1 are composable and
f0 �g0 � f1 �g1.

Proof. Let F W f0 � f1 andG W g0 � g1 be path homotopies (Fig. 7.3). The required
homotopyH W f0 �g0 � f1 �g1 is given by

H.s; t/D
(
F.2s; t/I 0� s � 1

2
; 0� t � 1I

G.2s�1; t/I 1
2

� s � 1; 0� t � 1:
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Fig. 7.4: f � cp �f .
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cp

f xf

Fig. 7.5: cp � f � xf .

Again, this is continuous by the gluing lemma. ut
With this result, it makes sense to define the product of path classes by setting

Œf � � Œg� D Œf � g� whenever f and g are composable. In particular, it is always
defined for Œf �; Œg� 2 �1.X;p/. We wish to show that �1.X;p/ is a group under
this multiplication, which amounts to proving associativity of path class multiplica-
tion and the existence of an identity and inverses. Again, it is useful to prove these
properties in a slightly more general setting, for paths that do not necessarily have
the same initial and terminal points. For any path f , we define the reverse path xf
by xf .s/D f .1� s/; this just retraces f from its terminal point to its initial point.
Recall that cp denotes the constant loop at p.

Theorem 7.11 (Properties of Path Class Products). Let f be any path from p to
q in a space X , and let g and h be any paths in X . Path multiplication satisfies the
following properties:

(a) Œcp � � Œf �D Œf � � Œcq �D Œf �.

(b) Œf � � h xf
i

D Œcp �;
h xf
i � Œf �D Œcq �.

(c) Œf � � .Œg� � Œh�/D .Œf � � Œg�/ � Œh� whenever either side is defined.

Proof. For (a), let us show that cp �f � f ; the product the other way works simi-
larly. Define H W I �I !X (Fig. 7.4) by

H.s; t/D
˚
p; t � 2sI
f

�
2s� t
2� t

�
; t � 2s:

Geometrically, this maps the portion of the square on the left of the line t D 2s

to the point p, and it maps the portion on the right along the path f at increasing
speeds as t goes from 0 to 1. (The slanted lines in the picture are the level sets of
H , i.e., the lines along which H takes the same value.) This map is continuous by
the gluing lemma, and you can check that H.s;0/D f .s/ and H.s;1/D cp �f .s/.
Thus H W f � cp �f .
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For (b), we just show that f � xf � cp . Since the reverse path of xf is f , the
other relation follows by interchanging the roles of f and xf . Define a homotopy
H W cp � f � xf by the following recipe (Fig. 7.5): at any time t , the pathH t follows
f as far as f .t/ at double speed while the parameter s is in the interval Œ0; t=2�; then
for s 2 Œt=2;1� t=2� it stays at f .t/; then it retraces f at double speed back to p.
Formally,

H.s; t/D

�
f .2s/; 0� s � t=2I
f .t/; t=2� s � 1� t=2I
f .2�2s/ 1� t=2� s � 1:

It is easy to check that H is a homotopy from cp to f � xf .
Finally, to prove associativity, we need to show that .f �g/ �h� f � .g �h/. The

first path follows f and then g at quadruple speed for s 2 Œ0; 1
2
�, and then follows h

at double speed for s 2 Œ 1
2
;1�, while the second follows f at double speed and then

g and h at quadruple speed. The two paths are therefore reparametrizations of each
other and thus homotopic. ut
Corollary 7.12. For any space X and any point p 2X , � 1.X;p/ is a group. ut

Note that path multiplication is not associative on the level of paths, only on the
level of path homotopy classes. For definiteness, let us agree to interpret products
of more than two paths as being grouped from left to right if no parentheses are
present, so that f �g �h means .f �g/ �h.

The next question we need to address is how the fundamental group depends on
the choice of base point. The first thing to notice is that if X is not path-connected,
we cannot expect the fundamental groups based at points in different path compo-
nents to have any relationship to each other; �1.X;p/ can give us information only
about the path component containingp. Therefore, the fundamental group is usually
used only to study path-connected spaces. When X is path-connected, it turns out
that the fundamental groups at different points are all isomorphic; the next theorem
gives an explicit isomorphism between them.

Theorem 7.13 (Change of Base Point). Suppose X is path-connected, p;q 2 X ,
and g is any path from p to q. The map ˚g W �1.X;p/! �1.X;q/ defined by

˚g Œf �D
	xg
 � Œf � � Œg�

is an isomorphism, whose inverse is ˚xg .

Proof. Before we begin, we should verify that ˚g makes sense (Fig. 7.6): since g
goes from p to q and f goes from p to p, paths in the class

	xg
 � Œf � � Œg� go from q

to p (by xg), then from p to p (by f ), and then from p back to q (by g), so ˚ g.f /

does indeed define an element of �1.X;q/.
To check that ˚g is a group homomorphism, use Theorem 7.11:
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f

g

p

q

Fig. 7.6: Change of base point.

˚g Œf1� �˚g Œf2�D 	xg
 � Œf1� � Œg� � 	xg
 � Œf2� � Œg�
D 	xg
 � Œf1� � Œcp � � Œf2� � Œg�
D 	xg
 � Œf1� � Œf2� � Œg�
D ˚g.Œf1� � Œf2�/:

(This is one reason why we needed to prove the properties of Theorem 7.11 for
paths that start and end at different points.)

Finally, the fact that˚g is an isomorphism follows easily from the fact that it has
an inverse, given by ˚ xg W �1.X;q/! �1.X;p/. ut

Because of this theorem, when X is path-connected we sometimes use the im-
precise notation �1.X/ to refer to the fundamental group of X with respect to
an unspecified base point, if the base point is irrelevant. For example, we might
say “�1.X/ is trivial” if �1.X;p/ D fŒcp�g for each p 2 X ; or we might say
“�1.X/Š Z” if there exists an isomorphism�1.X;p/! Z for some (hence any) p.
However, we cannot dispense with the base point altogether: since different paths
from p to q may give rise to different isomorphisms, when we need to refer to a
specific element of the fundamental group, or to a specific homomorphism between
fundamental groups, we must be careful to specify all base points.

If X is path-connected and �1.X/ is trivial, we say that X is simply connected.
This means that every loop inX can be continuously shrunk to a constant loop while
its base point is kept fixed.

I Exercise 7.14. LetX be a path-connected topological space.

(a) Let f;g W I !X be two paths from p to q. Show that f � g if and only if f � xg �
cp .

(b) Show that X is simply connected if and only if any two paths in X with the same
initial and terminal points are path-homotopic.
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Fig. 7.7: The circle representative of a loop.

I Exercise 7.15. Show that every convex subset of Rn is simply connected. Conclude
that Rn itself is simply connected.

Thanks to the previous exercise, the plane is simply connected. We will see later
that the punctured plane is not, thus proving that the two spaces are not homeomor-
phic. In fact, we will show that both R2Xf0g and S1 have infinite cyclic fundamen-
tal groups, generated by the path class of a loop that winds once around the origin.
The proof is the subject of the next chapter.

Circle Representatives

Consider the circle S1 as a subset of the complex plane, with a typical point denoted
by z D xC iy. Let ! W I ! S1 denote the loop given in complex notation by

!.s/D e2�is:

This loop travels once around the circle counterclockwise, and maps 0 and 1 to the
base point 1 2 S1 (which corresponds to .1;0/ 2 R2). By the closed map lemma, it
is a quotient map. If f W I ! X is any loop in a space X , it passes to the quotient
to give a unique map zf W S1 !X such that zf ı! D f (Fig. 7.7), which we call the
circle representative of f . Conversely, any continuous map zf from the circle to X
is the circle representative of the map f D zf ı!.

The next proposition gives a convenient criterion for detecting null-homotopic
loops in terms of their circle representatives.
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Proposition 7.16. LetX be a topological space. Suppose f W I !X is a loop based
at p 2X , and zf W S1 !X is its circle representative. Then the following are equiv-
alent.

(a) f is a null-homotopic loop.
(b) zf is freely homotopic to a constant map.
(c) zf extends to a continuous map from the closed disk into X .

Proof. We prove that (a) ) (b) ) (c) ) (a). Suppose first that f is null-homotopic,
and let H W I � I ! X be a path homotopy between f and the constant loop cp .
The map ! � Id W I � I ! S1 � I is a quotient map by the closed map lemma,
and H respects the identifications made by this map. Thus it descends to a map
zH W S1�I !X , which is easily seen to be a homotopy between zf and the constant

map sending S1 to p.
Next, assume that zf is freely homotopic to a constant map k W S1 ! X , and let

H W S1 � I ! X be a homotopy with H0 D k and H1 D f . Recall from Exam-
ple 4.56 that the quotient space CS1 D .S1 � I /=.S1 � f0g/ (the cone on S1) is
homeomorphic to xB2. The mapH takes S1�f0g to a single point, so it descends to
the quotient to yield a continuous map zH W xB2 
 CS1 ! X . Because the quotient
map restricts to the obvious identification S1� f1g 
 S1 ,! xB2, it follows that the
restriction of zH to S1 is equal to zf .

Finally, assume that zf extends to a continuous map F W xB2 ! X . Because xB2
is convex (see Example 7.4), we can form the straight-line homotopy from the con-
stant loop c1 to the loop �S1 ı! W I ! S1 ,! xB2; call it H W I � I ! xB2. Because
H.s; t/ 2 S1 when .s; t/ 2 @.I �I /, the composite map F ıH W I �I !X satisfies

F ıH.s;0/D zf ıH.s;0/D zf ı c1.s/D p;

F ıH.s;1/D zf ıH.s;1/D zf ı!.s/D f .s/;

F ıH.0;t/D zf ıH.0;t/D zf .1/D p;

F ıH.1;t/D zf ıH.1;t/D zf .1/D p;

and is therefore a path homotopy from cp to f . ut
Lemma 7.17 (Square Lemma). Let F W I � I ! X be a continuous map, and let
f , g, h, and k be the paths in X defined by

f .s/D F.s;0/I
g.s/D F.1;s/I
h.s/D F.0;s/I
k.s/D F.s;1/:

(See Fig. 7.8.) Then f �g � h �k.

Proof. See Problem 7-4. ut
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Fig. 7.8: The square lemma.

Fundamental Groups of Spheres

The most important fundamental group is that of the circle. In the next chapter, we
will show that it is an infinite cyclic group generated by the loop !.s/ D e 2�is ,
which travels once around the circle counterclockwise.

For now, we restrict attention to the higher-dimensional spheres, for which the
situation is much simpler. The n-sphere minus the north pole is homeomorphic to
Rn by stereographic projection (see Example 3.21). In fact, composing the stereo-
graphic projection with a suitable rotation of the sphere shows that the sphere minus
any point is homeomorphic to Rn. Therefore, if we knew that every loop in S n omit-
ted at least one point in the sphere, we could consider it as a loop in Rn; since it is
null-homotopic there, it is null-homotopic in S n.

Unfortunately, an arbitrary loop might not omit any points. For example, there
is a continuous surjective map f W I ! I � I (a “space-filling curve”—see, e.g.,
[Rud76]). Composing this with a surjective map I � I ! S 2 such as the one con-
structed in Proposition 6.1(b) yields a path whose image is all of S 2. But as we will
show below, we can modify any loop by a homotopy so that it does miss a point.
The key is a tool that allows us to “break up” maps from I (or indeed any compact
metric space) into smaller pieces.

Recall that the diameter of a bounded set S in a metric space is defined to be
diam.S/D supfd.x;y/ W x;y 2 Sg (see Exercise B.11). If U is an open cover of a
metric space, a number ı > 0 is called a Lebesgue number for the cover if every set
whose diameter is less than ı is contained in one of the sets U 2 U.

Lemma 7.18 (Lebesgue Number Lemma). Every open cover of a compact metric
space has a Lebesgue number.

Proof. Let U be an open cover of the compact metric spaceM . Each point x 2M is
in some setU 2 U. SinceU is open, there is some r.x/> 0 such thatB2r.x/.x/�U .
The balls fBr.x/.x/ W x 2M g form an open cover of M , so finitely many of them,
say Br.x1/.x1/; : : : ;Br.xn/.xn/, coverM .

We will show that ıD minfr.x1/; : : : ; r.xn/g is a Lebesgue number for U. To see
why, suppose S �M is a nonempty set whose diameter is less than ı. Let y0 be any
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Fig. 7.9: Proof of the Lebesgue number lemma.

point of S ; then there is some xi such that y0 2 Br.xi /.xi / (Fig. 7.9). It suffices to
show that S � B2r.xi /.xi /, since the latter set is by construction contained in some
U 2 U. If z 2 S , the triangle inequality gives

d.z;xi /� d.z;y0/Cd.y0;xi / < ıC r.xi / < 2r.xi /;

which proves the claim. ut
Lemma 7.19. SupposeM is a manifold of dimensionn� 2. If f is a path inM from
p1 to p2 and q is any point in M other than p1 or p2, then f is path-homotopic to
a path that does not pass through q.

Proof. Consider the open cover fU;V g of M , where U is a coordinate ball cen-
tered at q and V D M X fqg. If f W I ! M is any path from p1 to p2, then˚
f �1.U /;f �1.V /

�
is an open cover of I . Let ı be a Lebesgue number for this

cover, and let m be a positive integer such that 1=m < ı. It follows that on each
subinterval Œk=m;.kC1/=m�, f takes its values either in U or in V . If f .k=m/D q

for some k, then the two subintervals Œ.k�1/=m;k=m� and Œk=m;.kC1/=m�must
both be mapped into U . Thus, letting 0 D a0 < � � � < al D 1 be the points of the
form k=m for which f .ai /¤ q, we obtain a sequence of curve segments f j Œai�1;ai �

whose images lie either in U or in V , and for which f .a i /¤ q.
Now, U X fqg is homeomorphic to BnX f0g, which is path-connected. (Here is

where the dimensional restriction comes in: when nD 1, BnXf0g is disconnected.)
Thus, for each such segment that lies in U , there is another path in U Xfqg with the
same endpoints; since U is simply connected, these two paths are path-homotopic
in U and thus in M . Of course, each segment that lies in V already misses q. ut
Theorem 7.20. For n� 2, Sn is simply connected.

Proof. Let N 2 Sn be the north pole, and choose any base point p 2 S n other than
N . If f W I ! Sn is any loop based at p, the preceding lemma shows that f is path-
homotopic in Sn to a loop in SnXfN g. Since SnXfN g 
 Rn, f is null-homotopic
in SnX fN g and therefore also in Sn. ut
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Fig. 7.10: Proof that a manifold has countable fundamental group.

Fundamental Groups of Manifolds

The Lebesgue number lemma also allows us to prove an important theorem about
fundamental groups of manifolds.

Theorem 7.21. The fundamental group of a manifold is countable.

Proof. Let M be a manifold, and let U be a countable cover of M by coordinate
balls. For each U;U 0 2 U the intersectionU \U 0 has at most countably many com-
ponents; choose a point in each such component and let X denote the (countable)
set consisting of all the chosen points as U;U 0 range over all the sets in U. For each
U 2 U and x;x0 2 X such that x;x0 2 U , choose a definite path hUx;x0 from x to x 0
in U .

Now choose any point p 2 X as base point. Let us say that a loop based at p is
special if it is a finite product of paths of the form hU

x;x0 . Because both U and X

are countable sets, there are only countably many special loops. Each special loop
determines an element of �1.M;p/. If we can show that every element of �1.M;p/
is obtained in this way, we are done, because we will have exhibited a surjective
map from a countable set onto �1.M;p/.

So suppose f is any loop based at p. By the Lebesgue number lemma there is an
integer n such that f maps each subinterval Œ.k� 1/=n;k=n� into one of the balls
in U; call this ball Uk . Let fk D f jŒ.k�1/=n;k=n� reparametrized on the unit interval,
so that Œf �D Œf1� � � � � � Œfn� (Fig. 7.10).

For each k D 1; : : : ;n�1, the point f .k=n/ lies in Uk \UkC1. Therefore, there
is some xk 2 X that lies in the same component of Uk \UkC1 as f .k=n/. Choose
a path gk in Uk \UkC1 from xk to f .k=n/, and set zfk D gk�1 � fk � xgk (taking
xk D p and gk to be the constant path cp when k D 0 or n). It is immediate that
Œf � D 	 zf1


 � � � � � 	 zfn


, because all the gk’s cancel out. But for each k, zfk is a path



Homomorphisms Induced by Continuous Maps 197

in Uk from xk�1 to xk , and since Uk is simply connected, zfk is path-homotopic to
h
Uk
xk�1xk

. This shows that f is path-homotopic to a special loop and completes the
proof. ut

Homomorphisms Induced by Continuous Maps

In this section we explore the effect of a continuous map on the fundamental groups
of its domain and codomain. The first thing we need to know is that continuous
maps preserve the path homotopy relation.

Proposition 7.22. The path homotopy relation is preserved by composition with
continuous maps. That is, if f0;f1 W I ! X are path-homotopic and ' W X ! Y

is continuous, then ' ıf0 and ' ıf1 are path-homotopic.

I Exercise 7.23. Prove Proposition 7.22.

An immediate consequence of this proposition is that any continuous map
' W X ! Y induces a well-defined map '� W �1.X;p/ ! �1.Y;'.p// simply by
setting '�Œf �D Œ' ıf �.
Proposition 7.24. For any continuous map ', '� is a group homomorphism.

Proof. Just note that

'�.Œf � � Œg�/D '�Œf �g�D Œ' ı .f �g/�:
Thus it suffices to show that 'ı.f �g/D .'ıf /�.'ıg/. This is immediate, because
expanding both sides using the definition of path multiplication results in identical
formulas. ut

The homomorphism '� W �1.X;p/! �1.Y;'.p// is called the homomorphism
induced by '. It has the following properties.

Proposition 7.25 (Properties of the Induced Homomorphism).

(a) If ' W X ! Y and  W Y !Z are continuous maps, then . ı'/� D  � ı'�.
(b) If IdX W X ! X denotes the identity map of X , then for any p 2X , .IdX /� is

the identity map of �1.X;p/.

Proof. Compute:

 �.'�Œf �/D  �Œ' ıf �D Œ ı' ıf �D . ı'/�Œf �I
.IdX /�Œf �D ŒIdX ıf �D Œf �: ut

Corollary 7.26 (Topological Invariance of �1). Homeomorphic spaces have iso-
morphic fundamental groups. Specifically, if ' W X ! Y is a homeomorphism, then
'� W �1.X;p/! �1.Y;'.p// is an isomorphism.
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Proof. If ' is a homeomorphism, then .'�1/� ı '� D .'�1 ı '/� D .IdX /� D
Id�1.X;p/, and similarly '� ı .'�1/� is the identity on �1.Y;'.p//. ut

Be warned that injectivity or surjectivity of a continuous map does not neces-
sarily imply that the induced homomorphism has the same property. For example,
the inclusion map � W S1 ,! R2 is injective; but, if we accept for the moment the
fact that �1.S1/ is infinite cyclic (we will prove it in the next chapter), we see that
the induced homomorphism �� is not injective. Similarly, the map a W Œ0;1/ ! S1

of Exercise 2.28 that wraps the interval once around the circle is surjective (in fact
bijective), but its induced homomorphism is the zero homomorphism because Œ0;1/
is convex and therefore simply connected.

There is, however, one case in which the homomorphism induced by inclusion
can be easily shown to be injective. Let X be a space and A � X a subspace. A
continuous map r W X ! A is called a retraction if the restriction of r to A is the
identity map ofA, or equivalently if r ı �A D IdA, where �A W A ,!X is the inclusion
map. If there exists a retraction from X to A, we say that A is a retract of X .

I Exercise 7.27. Prove the following facts about retracts.

(a) A retract of a connected space is connected.
(b) A retract of a compact space is compact.
(c) A retract of a retract is a retract; that is, if A�B �X , A is a retract of B , and B is

a retract ofX , then A is a retract ofX .

Proposition 7.28. Suppose A is a retract of X . If r W X ! A is any retraction,
then for any p 2 A, .�A/� W �1.A;p/ ! �1.X;p/ is injective and r� W �1.X;p/!
�1.A;p/ is surjective.

Proof. Since r ı �A D IdA, the composition r� ı .�A/� is the identity on �1.A;p/,
from which it follows that .�A/� is injective and r� is surjective. ut

The next corollary is one of the most useful applications of the fundamental
group.

Corollary 7.29. A retract of a simply connected space is simply connected.

Proof. IfA is a retract ofX , the previous proposition shows that .�A/� W �1.A;p/!
�1.X;p/ is injective. Thus if �1.X;p/ is trivial, so is �1.A;p/. ut

Here are some examples of retractions. For these examples we use the as yet
unproved fact that the circle is not simply connected.

Example 7.30. For any n� 1, it is easy to check that the map r W RnX f0g ! Sn�1
given by r.x/D x=jxj is a retraction. Because S1 is not simply connected, it follows
from Corollary 7.29 that R2 X f0g is not simply connected. Thus R2 X f0g is not
homeomorphic to R2. //

Example 7.31. The torus T 2 D S1� S1 has a subspace A D S1� f1g homeomor-
phic to S1 (Fig. 7.11), and the map r W T 2 ! A given by r.z;w/ D .z;1/ is easily
seen to be a retraction. Thus T 2 is not simply connected, so it is not homeomorphic
to S2. //
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A

Fig. 7.11: S1 is a retract of T2.

E

B

Fig. 7.12: Figure-eight space.

Example 7.32. Consider the figure-eight space E � R2 (Fig. 7.12), which is the
union of the circles of radius 1 around .0;1/ and .0;�1/. Let B denote the upper
circle. There are at least two different retractions of E onto B: one that maps the
entire lower circle to the origin and is the identity on B , and another that “folds” the
lower circle onto the upper one (formally, .x;y/ 7! .x; jyj/). Thus E is not simply
connected. //

I Exercise 7.33. Prove that the circle is not a retract of the closed disk.

Fundamental Groups of Product Spaces

Let X1; : : : ;Xn be topological spaces, and let pi W X1� � � � �Xn ! Xi denote pro-
jection on the i th factor. (We are avoiding our usual notation � i for the projections
here so as not to create confusion with the notation �1 for the fundamental group.)
Choosing base points xi 2Xi , we get maps

pi� W �1.X1� � � ��Xn; .x1; : : : ;xn//! �1.Xi ;xi /:

Putting these together, we define a map

P W �1.X1� � � ��Xn; .x1; : : : ;xn//! �1.X1;x1/�� � ���1.Xn;xn/
by

P Œf �D .p1�Œf �; : : : ;pn�Œf �/: (7.2)

Proposition 7.34 (Fundamental Group of a Product). IfX1, . . . ,Xn are any topo-
logical spaces, the map P defined by (7.2) is an isomorphism.

Proof. First we show that P is surjective. Let Œfi � 2 �1.Xi ;xi / be arbitrary for
i D 1; : : : ;n. Define a loop f in the product space by f .s/ D .f1.s/; : : : ;fn.s//.
Since the component functions of f satisfy f i D pi ı f , we compute P Œf � D
.p1�Œf �; : : : ;pn�Œf �/D .Œp1 ıf �; : : : ; Œpn ıf �/D .Œf1�; : : : ; Œfn�/.
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To show injectivity, suppose f is a loop in the product space such that P Œf �
is the identity element of �1.X1;x1/� � � � � �1.Xn;xn/. Writing f in terms of
its component functions as f .s/ D .f1.s/; : : : ;fn.s//, the hypothesis means that
Œcxi

�D pi�Œf �D Œpi ıf �D Œfi � for each i . If we choose homotopiesH i W fi � cxi
,

it follows easily that the mapH W I �I !X1� � � ��Xn given by

H.s; t/D .H1.s; t/; : : : ;Hn.s; t//

is a homotopy from f to the constant loop c .x1;:::;xn/. ut

Homotopy Equivalence

Although retractions are sometimes useful tools for showing that a certain funda-
mental group is not trivial, it is much more useful to have a criterion under which a
continuous map induces an isomorphism of fundamental groups. In this section we
explore a very general such criterion.

Let ' W X ! Y be a continuous map. We say that another continuous map
 W Y ! X is a homotopy inverse for ' if  ı' ' IdX and ' ı ' IdY . If there
exists a homotopy inverse for ', then ' is called a homotopy equivalence. In this
case, we say that X is homotopy equivalent to Y , or X has the same homotopy type
as Y , and we write X ' Y . Properties that are preserved by homotopy equivalences
are called homotopy invariants.

Proposition 7.35. Homotopy equivalence is an equivalence relation on the class of
all topological spaces.

I Exercise 7.36. Prove Proposition 7.35.

Although the concept of homotopy equivalence is rather abstract, there is one
kind of homotopy equivalence that is relatively easy to visualize. Suppose X is a
topological space, A is a subspace of X , and r W X ! A is a retraction. We say that
r is a deformation retraction if �A ı r is homotopic to the identity map of X , where
�A W A ,! X is the inclusion map. If there exists a deformation retraction from X

to A, then A is said to be a deformation retract of X . Because �A ı r ' IdX and
r ı �A D IdA, it follows that both �A and r are homotopy equivalences.

Most deformation retractions that arise in practice are of the following special
type. A retraction r W X ! A is called a strong deformation retraction if IdX is
homotopic to �A ı r relative to A, which means that there is a homotopy from IdX
to �A ı r that is stationary on A. In this case, we say that A is a strong deformation
retract of X .

Unwinding the definitions, we see that a space A�X is a deformation retract of
X if and only if there exists a homotopyH W X � I !X that satisfies
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H.x;0/D x for all x 2X I
H.x;1/ 2 A for all x 2X I
H.a;1/D a for all a 2A:

(7.3)

For a strong deformation retract, the third condition is replaced by

H.a;t/D a for all a 2 A and all t 2 I :
Given such a homotopy, the map r W X !A defined by r.x/DH.x;1/ is a (strong)
deformation retraction. Thus to say that A is a deformation retract of X is to say
that X can be continuously deformed intoA, with points ofA ending up where they
started. It is a strong deformation retract if the points of A remain fixed throughout
the deformation.

Because the existence of the homotopy is the essential requirement for showing
that a subspace is a deformation retract, it is common in the literature to use the term
“deformation retraction” to refer to the homotopyH rather than the retraction r , and
we sometimes do so when convenient; it should be clear from the context whether
the term refers to the retraction or the homotopy.

(Note also that some authors reserve the term “deformation retraction” for the
type of homotopy that we are calling a strong deformation retraction. As usual, you
have to be careful when you read other books to make sure you know what the
author has in mind.)

In Example 7.30 we showed that Sn�1 is a retract of RnXf0g. The next proposi-
tion strengthens this result.

Proposition 7.37. For any n � 1, Sn�1 is a strong deformation retract of RnX f0g
and of xBnX f0g.

Proof. Define a homotopyH W .RnX f0g/�I ! RnX f0g by

H.x;t/D .1� t/xC t
x

jxj :

This is just the straight-line homotopy from the identity map to the retraction onto
the sphere (Fig. 7.13). The same formula works for xBnX f0g. ut
Corollary 7.38. For n� 3, both RnX f0g and xBnX f0g are simply connected. ut
Example 7.39. If n � 1 and D � Rn is a compact convex subset with nonempty
interior, then Proposition 7.37 and Proposition 5.1 show that @D is homotopy equiv-
alent to both RnX fpg andDX fpg. //

Our main goal in this section is the following theorem, which is a much stronger
invariance property than homeomorphism invariance, and will enable us to compute
the fundamental groups of many more spaces.

Theorem 7.40 (Homotopy Invariance of �1). If ' W X ! Y is a homotopy equiv-
alence, then for any point p 2X , '� W �1.X;p/! �1.Y;'.p// is an isomorphism.
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Fig. 7.13: Strong deformation retraction of R2 Xf0g onto S1.

Before proving the theorem, let us look at several important examples of how it
is used.

Example 7.41. Let X be any space. If the identity map of X is homotopic to a
constant map, we say that X is contractible. Other equivalent definitions are that
any point of X is a deformation retract of X , or X is homotopy equivalent to a
one-point space (Exercise 7.42). Concretely, contractibility means that there exist a
point p 2X and a continuous map H W X �I !X such that

H.x;0/D x for all x 2X I H.x;1/D p for all x 2X:
In other words, the whole space X can be continuously shrunk to a point. Some
simple examples of contractible spaces are convex subsets of Rn, and, more gener-
ally, any subset B � Rn that is star-shaped, which means that there is some point
p0 2B such that for every p 2B , the line segment from p0 to p is contained in B .
Since a one-point space is simply connected, it follows that every contractible space
is simply connected. //

I Exercise 7.42. Show that the following are equivalent:

(a) X is contractible.
(b) X is homotopy equivalent to a one-point space.
(c) Each point of X is a deformation retract of X .

Note that if X is contractible, it is not necessarily the case that each point of X
is a strong deformation retract of X . See Problem 7-12 for a counterexample.

Example 7.43. Proposition 7.37 showed that the circle is a strong deformation re-
tract of R2 X f0g. Therefore, inclusion S1 ,! R2X f0g induces an isomorphism of
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Fig. 7.14: Deformation retractions onto E and 	.

fundamental groups. Once we show that �1.S1/ is infinite cyclic, this characterizes
�1.R2X f0g/ as well. //

Example 7.44. The figure-eight space E of Example 7.32 and the theta space, de-
fined by

� D f.x;y/ 2 R2 W x2Cy2 D 4; or y D 0 and �2� x � 2g;
are both strong deformation retracts of R2 with the two points .0;1/ and .0;�1/
removed. The deformation retractions, indicated schematically in Fig. 7.14, are de-
fined by carving the space up into regions in which straight-line homotopies are
easily defined; the resulting maps are continuous by the gluing lemma. Therefore,
since homotopy equivalence is transitive, E and� are homotopy equivalent to each
other. //

Now we turn to the proof of Theorem 7.40. Roughly speaking, we would like
to prove the theorem by showing that if  is a homotopy inverse for ', then
 ı ' ' IdX implies that  � ı '� D . ı '/� is the identity map, and similarly
for '� ı �. This boils down to showing that homotopic maps induce the same fun-
damental group homomorphisms. However, there is an immediate problem with this
approach: if two maps F0 and F1 are homotopic, we have no guarantee that both
maps take the base point p 2X to the same point in Y , so their induced homomor-
phisms do not even map into the same group!

The following rather complicated-looking lemma is a substitute for the claim
that homotopic maps induce the same fundamental group homomorphism. It says,
in effect, that homotopic maps induce the same homomorphism up to a canonical
change of base point.
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f

H

'.p/

 .p/

 ıf

' ıf

h

X �I

I �I

Y'

 

p

f � Id

Fig. 7.15: Induced homomorphisms of homotopic maps.

Lemma 7.45. Suppose '; W X ! Y are continuous, andH W '' is a homotopy.
For any p 2X , let h be the path in Y from '.p/ to  .p/ defined by h.t/DH.p;t/,
and let ˚h W �1.Y;'.p// ! �1.Y; .p// be the isomorphism defined in Theorem
7.13. Then the following diagram commutes:

�1.Y;'.p//

�1.X;p/

'� �

�1.Y; .p//:

˚h

� � �

Proof. Let f be any loop in X based at p. What we need to show is

 �Œf �D˚h.'�Œf �/

,  ıf � xh � .' ıf / �h
, h � . ıf /� .' ıf / �h:

This follows easily from the square lemma applied to the mapF W I �I ! Y defined
by F.s; t/DH.f .s/; t/ (Fig. 7.15). ut

Proof of Theorem 7.40. Suppose ' W X ! Y is a homotopy equivalence, and let
 W Y !X be a homotopy inverse for it. Consider the sequence of maps

�1.X;p/
'��! �1.Y;'.p//

 ��! �1.X; .'.p///
'��! �1.Y;'. .'.p////: (7.4)
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We need to prove that the first '� above is bijective. As we mentioned earlier,  � is
not an inverse for it, because it does not map into the right group.

Since  ı' ' IdX , Lemma 7.45 shows that there is a path h in X such that the
following diagram commutes:

�1.X;p/

�1.X;p/

.IdX /� �

�1.X; .'.p///:

˚h

�. ı'/� �

Thus
 � ı'� D ˚h; (7.5)

which is an isomorphism. In particular, this means that the first '� in (7.4) is injec-
tive and  � is surjective.

Similarly, the homotopy ' ı ' IdY leads to the diagram

�1.Y;'.p//

�1.Y;'.p//

.IdY / �

�1.Y;'. .'.p////;

˚k

�.' ı /� �

from which it follows that '� ı � W �1.Y;'.p//!�1.Y;'. .'.p//// is an isomor-
phism. This means in particular that  � is injective; since we already showed that it
is surjective, it is an isomorphism. Therefore, going back to (7.5), we conclude that
'� D . �/�1 ı˚h W �1.X;p/! �1.Y;'.p// is also an isomorphism. ut

Homotopy Equivalence and Deformation Retraction

In Example 7.44 we showed that the theta space and the figure-eight space are ho-
motopy equivalent by showing that they are both deformation retracts of a single
larger space. That example is not as special as it might seem. As the next proposition
shows, two spaces are homotopy equivalent if and only if both are homeomorphic
to deformation retracts of a single larger space. We do not use this result elsewhere
in the book, but we include it here because it gives a rather concrete way to think
about homotopy equivalence.
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Fig. 7.16: The mapping cylinder.

Let X and Y be topological spaces, and let f W X ! Y be a continuous map.
Define the mapping cylinder Zf of f to be the adjunction space Y [' .X � I /,
where the attaching map ' W X � f0g ! Y is given by '.x;0/ D f .x/. The space
Zf can be visualized as a “top hat” (Fig. 7.16) formed by pasting the “cylinder”
X �I to Y (the “brim”) by attaching each point .x;0/ on the bottom of the cylinder
to its image f .x/ in Y .

The subspaceX �f1g � Y q .X �I / is a saturated closed subset homeomorphic
toX . The restriction of the quotient map q W Y q.X�I /!Zf to this subset is thus
a one-to-one quotient map, so its image zX is also homeomorphic to X . Similarly,
zY D q.Y / is homeomorphic to Y .

Proposition 7.46. With notation as above, if f is a homotopy equivalence, then zY
and zX are deformation retracts of Zf . Thus two spaces are homotopy equivalent if
and only if they are both homeomorphic to deformation retracts of a single space.

Proof. For any .x;s/ 2 X � I , let Œx;s� D q.x;s/ denote its equivalence class in
Zf ; similarly, Œy�D q.y/ is the equivalence class of y 2 Y .

First we show that zY is a strong deformation retract of Zf , assuming only that
f is continuous. We define a retraction A W Zf ! Zf , which collapses Zf down
onto zY , by

AŒx;s�D Œx;0�I
AŒy�D Œy�:

To be a bit more precise, we should define a map zA W Y q .X � I / ! Zf by
zA.x;s/ D Œx;0� and zA.y/ D Œy�. This map is evidently continuous because its re-
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Fig. 7.17: Homotopies of the mapping cylinder.

strictions to X � I and Y are compositions of continuous maps. Because zA.x;0/D
Œf .x/�D zA.f .x//, zA respects the identifications made by q, so it passes to the quo-
tient to yield the continuous map A defined above. In this proof, we use this kind
of standard argument repeatedly to show that a map from Zf is continuous; we
generally abbreviate it by saying something like “A is well defined and continuous
because AŒx;0�D Œf .x/� D AŒf .x/�.”

Define a homotopyH1 W Zf � I !Zf (Fig. 7.17) by

H1.Œx;s�; t/ D Œx;s.1� t/�I
H1.Œy�; t/ D Œy�:

Because H1.Œx;0�; t/ D Œx;0� D Œf .x/� D H1.Œf .x/�; t/, H1 is well defined. To
check that it is continuous, we need only observe that it respects the identifications
made by the map q� IdI W .Y q .X � I //� I ! Zf � I , which is a quotient map
by Lemma 4.72. Since H1.�;0/ D � and H1.�;1/D A.�/ for any � 2 Zf , H1 is a
homotopy between the identity map ofZf andA. Since, moreover,H1.Œy�; t/D Œy�

for all y 2 Y , it is in fact a strong deformation retraction.
Now suppose f is a homotopy equivalence, and let g W Y ! X be a homotopy

inverse for it. Thus there exist homotopies F W Y �I ! Y andG W X �I !X such
that F W f ıg' IdY andG W g ıf ' IdX . Define two more homotopiesH2 andH3
by

H2.Œx;s�; t/ D ŒF .f .x/;1� t/�I
H2.Œy�; t/D ŒF .y;1� t/�I

H3.Œx;s�; t/ D ŒG.x;st/; t �I
H3.Œy�; t/D Œg.y/; t �:

The straightforward verification that H2 and H3 are well defined and continuous is
left to the reader. Geometrically, H2 deforms all of Zf into the image of f in zY
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along the homotopy F , and thenH3 collapses Zf onto zX by deforming each point
along the homotopyG (Fig. 7.17).

Inserting t D 0 and t D 1 into the definitions ofH2 andH3, we find thatH2 W A'
B andH3 W B ' C , where

BŒx;s�D Œg.f .x//;0�I
BŒy�D Œg.y/;0�I

C Œx;s�D ŒG.x;s/;1�I
C Œy�D Œg.y/;1�:

Because homotopy is transitive, the three homotopies H1;H2;H3 yield IdZf
'

A ' B ' C . Since G.x;1/ D x, we find that C Œx;1� D Œx;1�, so C is a retraction
onto zX , which shows that zX is a deformation retract of Zf . ut

Higher Homotopy Groups

You might have wondered what the subscript 1 stands for in �1.X/. As the nota-
tion suggests, the fundamental group is just one in a series of groups associated
with a topological space, all of which measure “holes” of various dimensions. In
this section we introduce the basic definitions without much detail, just so that you
will recognize this construction when you see it again. We do not use this material
anywhere else in the book.

The definition of the higher homotopy groups is motivated by the identification
of loops with their circle representatives, which allows us to regard the fundamental
group �1.X;p/ as the set of equivalence classes of maps from S1 into X taking
1 to p, modulo homotopy relative to the base point 1. Generalizing this, for any
nonnegative integer n, we define �n.X;p/ to be the set of equivalence classes of
maps from Sn intoX taking .1;0; : : : ;0/ to p, modulo homotopy relative to the base
point. Just as in the case of the fundamental group, it can be shown that � n.X;p/ is
a topological invariant.

The simplest case is n D 0. Because S0 D f˙1g, a map from S0 to X sending
the base point 1 to p is determined by where it sends �1. Two such maps are ho-
motopic if and only if the two images of �1 lie in the same path component of X .
Therefore, �0.X;p/ can be identified with the set of path components of X . There
is no canonical group structure on �0.X;p/; it is merely a set with a distinguished
element (the component containing p). It is conventional to define � 0.X/ to be the
set of path components without any distinguished element.

For n> 1,�n.X;p/ has a multiplication operator (which we do not describe here)
under which it turns out to be an abelian group, called the nth homotopy group of
X based at p. These groups measure the inequivalent ways of mapping S n into X ,
and tell us, in a sense, about the n-dimensional “holes” inX . For example, Corollary
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7.38 shows that �1.R3Xf0g/ is trivial; but it can be shown that the inclusion S2 ,!
R3X f0g represents a nontrivial element of �2.R3X f0g/.

The higher homotopy groups are notoriously hard to compute. In fact, only a
limited amount is known about �k.Sn/ for k much larger than n. The structure
and computation of these groups form the embarkation point for a vast branch of
topology known as homotopy theory. See [Whi78] for an excellent introduction to
the subject.

Categories and Functors

In this section we digress a bit to give a brief introduction to category theory, a
powerful idea that unifies many of the concepts we have seen so far, and indeed
much of mathematics. We only touch on the ideas of category theory from time
to time in this book, but you will use them extensively if you do more advanced
work in algebraic topology, so it is important to familiarize yourself with the basic
concepts.

A category C consists of the following ingredients:

� a class Ob.C/, whose elements are called objects of C
� a class Hom.C/, whose elements are called morphisms of C
� for each morphism f 2 Hom.C/, two objects X;Y 2 Ob.C/ called the source

and target of f, respectively
� for each triple X;Y;Z of objects in C, a mapping called composition:

HomC.X;Y /�HomC.Y;Z/! HomC.X;Z/;

written .f;g/ 7! g ıf , where HomC.X;Y / denotes the class of all morphisms
with source X and target Y

The morphisms are required to satisfy the following axioms:

(i) Composition is associative: .f ıg/ıhD f ı .g ıh/.
(ii) For each objectX 2 Ob.C/, there exists a morphism IdX 2 HomC.X;X/, called

an identity morphism, such that IdB ıf D f D f ı IdA for every morphism
f 2 HomC.A;B/.

It is important that Ob.C/ and Hom.C/ are allowed to be classes, not just sets, be-
cause in many important examples they are actually too big to be sets. The archety-
pal example is the category Set (see below), in which Ob.Set/ is the class of all sets
and Hom.Set/ is the class of all functions between sets, both of which are proper
classes. A category in which both Ob.C/ and Hom.C/ are sets is called a small
category, and one in which each class of morphisms HomC.X;Y / is a set is called
locally small. All of the categories we discuss are locally small, but most are not
small.

There are many alternative notations in use. Given objects X;Y 2 Ob.C/, the
class HomC.X;Y / is also sometimes denoted by MorC.X;Y /, or C.X;Y /, or even
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just Hom.X;Y / or Mor.X;Y / if the category in question is understood. A morphism
f 2 HomC.X;Y / is often written f W X ! Y .

For the most part, you can think of the objects in a category as sets with some
special structure and the morphisms as maps that preserve the structure, although the
definitions do not require this, and we will see below that there are natural examples
that are not of this type.

Example 7.47 (Categories). Here are some familiar examples of categories, which
we describe by specifying their objects and morphisms. In each case, the source and
target of a morphism are its domain and codomain, respectively; the composition
law is given by composition of maps; and the identity morphism is the identity map.

� Set: sets and functions
� Grp: groups and group homomorphisms
� Ab: abelian groups and group homomorphisms
� Rng: rings and ring homomorphisms
� CRng: commutative rings and ring homomorphisms
� VecR real vector spaces and R-linear maps
� VecC complex vector spaces and C-linear maps
� Top topological spaces and continuous maps
� Man: topological manifolds and continuous maps
� CW: CW complexes and continuous maps
� Smp: simplicial complexes and simplicial maps

In each case, the verification of the axioms of a category is straightforward. The
main point is to show that a composition of the appropriate structure-preserving
maps again preserves the structure. Associativity is automatic because it holds for
composition of maps. //

Here is another example of a category that might be a little less familiar, but that
plays an important role in algebraic topology.

Example 7.48. Define a pointed space to be an ordered pair .X;p/, where X is
a nonempty topological space and p is a specific choice of base point in X . If
.X;p/ and .X 0;p0/ are pointed spaces, a pointed map f W .X;p/ ! .X 0;p0/ is a
map f W X ! X 0 such that f .p/ D p0. The pointed topological category is the
category Top� whose objects are pointed spaces and whose morphisms are pointed
continuous maps. //

In any category C, a morphism f 2 HomC.X;Y / is called an isomorphism if
there exists a morphism g 2 HomC.Y;X/ such that f ıg D IdY and g ıf D IdX .
For example, in Set, the isomorphisms are the bijections; in Grp they are the group
isomorphisms; and in Top they are the homeomorphisms.

A subcategory of C is a category D whose objects are (some of the) objects of
C and whose morphisms are some of those in C, with the composition law and
identities inherited from C. A full subcategory is one in which HomD.X;Y / D
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HomC.X;Y / whenever X;Y are objects of D. For example, Ab is a full subcate-
gory of Grp.

The real power of category theory becomes apparent when we consider mappings
between categories. Suppose C and D are categories. A covariant functor from C
to D is a collection of mappings, all denoted by the same symbol F : there is a
mapping F W Ob.C/! Ob.D/, and for each eachX;Y 2 Ob.C/, there is a mapping
F W HomC.X;Y /! HomD.F .X/;F .Y //, such that composition and identities are
preserved:

F .g ıh/D F .g/ı F .h/I F .IdX /D IdF .X/ :

We denote the entire functor by F W C ! D. In many cases, if the functor is under-
stood, it is traditional to write the induced morphism F .g/ as g�.

It is also frequently useful to consider contravariant functors, which are defined
in exactly the same way as covariant functors, except that the induced morphisms
go in the reverse direction: if g 2 HomC.X;Y /, then F .g/ 2 HomD.F .Y /;F .X//;
and the composition law becomes

F .g ıh/D F .h/ı F .g/:

It is common for the morphism F .g/ induced by a contravariant functor F to be
written g� if the functor is understood. (Note the upper star: the use of a lower star
to denote a covariant induced morphism and an upper star to denote a contravariant
one is universal.)

Here are some important examples of functors.

Example 7.49 (Covariant Functors).

� The fundamental group functor �1 W Top� ! Grp assigns to each pointed
topological space .X;p/ its fundamental group based at p, and to each pointed
continuous map its induced homomorphism. The fact that it is a covariant func-
tor is the content of Proposition 7.25.

� The functor �0 W Top ! Set assigns to each topological space its set of path
components; and to each continuous map f W X ! Y , it assigns the map
f� W �0.X/! �0.Y / that takes a path component X0 of X to the path com-
ponent of Y containing f .X0/.

� The forgetful functor F W Top ! Set just assigns to each topological space its
underlying set, and to each continuous map the same map, thought of as a map
between sets. In fact, such a functor exists for any category whose objects are
sets with some extra structure and whose morphisms are structure-preserving
maps. //

Example 7.50 (Contravariant Functors).

� The dual space functor from VecR to itself assigns to each vector space V its
dual space V � (the vector space of linear maps V ! R), and to each linear map
F W V ! W the dual map or transpose F � W W � ! V � defined by F �.'/D
' ıF . The verification of the functorial properties can be found in most linear
algebra texts.



212 7 Homotopy and the Fundamental Group

� The functor C W Top ! CRng assigns to each topological space X its com-
mutative ring C.X/ of continuous real-valued functions ' W X ! R. For any
continuous map F W X ! Y , the induced map F � W C.Y /! C.X/ is given by
F �.'/D ' ıF .

� If X and Z are abelian groups, the set Hom.X;Z/ of group homomorphisms
is also an abelian group under pointwise addition. For a fixed groupZ, we get
a contravariant functor from Ab to itself by sending each groupX to the group
Hom.X;Z/, and each homomorphismF W X ! Y to the dual homomorphism
F � W Hom.Y;Z/! Hom.X;Z/ defined by F �.'/D ' ıF . //

An immediate consequence of the definitions is the following important general
fact about functors.

Theorem 7.51. For any categories C and D, every (covariant or contravariant)
functor from C to D takes isomorphisms in C to isomorphisms in D.

Proof. The proof is exactly the same as the proof for the fundamental group functor
(Corollary 7.26). ut

The examples considered so far are all categories whose objects are sets with
some structure and whose morphisms are structure-preserving maps. Here are some
examples that are not of this type.

Example 7.52 (Homotopy Categories).

� The homotopy category HTop is the category whose objects are topological
spaces as in Top, but whose morphisms are homotopy classes of continuous
maps. Since composition preserves the homotopy relation, this is indeed a cat-
egory. The isomorphisms in this category are the (homotopy classes of) homo-
topy equivalences.

� A closely related category is the pointed homotopy category HTop �, which
has the same objects as Top� but whose morphisms are the equivalence classes
of pointed continuous maps modulo homotopy relative to the base point. One
consequence of the homotopy invariance of the fundamental group is that � 1
defines a functor from HTop� to Grp. //

Example 7.53 (Groups as Categories). Suppose C is a small category with only
one object, in which every morphism is an isomorphism. If we call the object X ,
the entire structure of the category is contained in the set Hom C.X;X/ of mor-
phisms and its composition law. The axioms for a category say that any two mor-
phisms can be composed to obtain a third morphism, that composition is associative,
and that there is an identity morphism. The additional assumption that every mor-
phism is an isomorphism means that each morphism has an inverse. In other words,
HomC.X;X/ is a group! Functors between two such categories are just group ho-
momorphisms. In fact, every group can be identified with such a category. One way
to see this is to identify a groupG with the subcategory of Set consisting of the one
object G and the maps Lg W G !G given by left translation. //
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Another ubiquitous and useful technique in category theory goes by the name of
“universal mapping properties.” These give a unified way to define common con-
structions that arise in many categories, such as products and sums.

Let .X˛/˛2A be any indexed family of objects in a category C. An object P 2
Ob.C/ together with a family of morphisms �˛ W P ! X˛ (called projections) is
said to be a product of the family of objects .X˛/ if given any object W 2 Ob.C/
and morphisms f˛ W W ! X˛, there exists a unique morphism f W W ! P such
that the following diagram commutes for each ˛:

P

W
f˛
�

f

�
X˛:

�˛
�

Theorem 7.54. If a product exists in any category, it is unique up to a unique iso-
morphism that respects the projections. More precisely, if .P;.�˛// and .P 0; .� 0̨ //
are both products of the family .X˛/, there is a unique isomorphism f W P ! P 0
satisfying � 0̨ ıf D �˛ for each ˛.

Proof. Given .P;.�˛// and .P 0; .� 0̨ // as in the statement of the theorem, the defin-
ing property of products guarantees the existence of unique morphisms f W P !P 0
and f 0 W P 0 ! P satisfying � 0̨ ıf D �˛ and �˛ ıf 0 D � 0̨ . If we take W D P and
f˛ D �˛ in the diagram above, then the diagram commutes with either f 0 ıf or
IdP in place of f . By the uniqueness part of the defining property of the product, it
follows that f 0 ıf D IdP . A similar argument shows that f ıf 0 D IdP 0 . ut

In any particular category, products may or may not exist. Here are some exam-
ples of familiar categories in which products always exist.

Example 7.55 (Categorical Products).

(a) The product of a family of sets in Set is just their Cartesian product.
(b) In the category Top, the product of a family of spaces .X˛/ is the space

Q
˛X˛

with the product topology. Given continuous maps f˛ W W ! X˛, for set-
theoretic reasons there is a unique map f W W ! Q

˛X˛ such that �˛ ıf D f˛,
and the characteristic property of the product topology guarantees that it is con-
tinuous.

(c) The product of groups .G˛/˛2A in Grp is their direct product group
Q
˛G˛,

with the group structure obtained by multiplying elements componentwise. //

I Exercise 7.56. Prove that each of the above constructions satisfies the defining property
of a product in its category.

If we reverse all the morphisms in the definition of a product, we get a dual
concept. A coproduct of a family of objects .X˛/ in a category C (also called a
categorical sum) is an object S 2 Ob.C/ together with morphisms �˛ W X˛ ! S

(called injections) such that given any objectW 2 Ob.C/ and morphisms f˛ W X˛ !
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W , there exists a unique morphism f W S ! W such that the following diagram
commutes for each ˛:

S

X˛

�˛
�

f˛
� W:

f
�

Theorem 7.57. If a coproduct exists in a category, it is unique up to an isomorphism
that respects the injections.

I Exercise 7.58. Prove Theorem 7.57.

Some examples of coproducts are given in the problems.

Problems

7-1. Suppose f;g W Sn ! Sn are continuous maps such that f .x/ ¤ �g.x/ for
any x 2 Sn. Prove that f and g are homotopic.

7-2. Suppose X is a topological space, and g is any path in X from p to q. Let
˚g W �1.X;p/! �1.X;q/ denote the group isomorphism defined in Theo-
rem 7.13.

(a) Show that if h is another path in X starting at q, then ˚g�h D ˚h ı˚g .
(b) Suppose  W X ! Y is continuous, and show that the following dia-

gram commutes:

�1.X;p/
 �� �1.Y; .p//

�1.X;q/

˚g
�  �� �1.Y; .q//:

˚ ıg
�

7-3. Let X be a path-connected topological space, and let p;q 2 X . Show that
all paths from p to q give the same isomorphism of �1.X;p/ with �1.X;q/
if and only if �1.X;p/ is abelian.

7-4. Prove Lemma 7.17 (the square lemma).

7-5. Let G be a topological group.

(a) Prove that up to isomorphism, �1.G;g/ is independent of the choice of
the base point g 2G.

(b) Prove that �1.G;g/ is abelian. [Hint: if f and g are loops based at
1 2 G, apply the square lemma to the map F W I � I ! G given by
F.s; t/D f .s/g.t/.]
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7-6. For any path-connected space X and any base point p 2 X , show that the
map sending a loop to its circle representative induces a bijection between
the set of conjugacy classes of elements of �1.X;p/ and ŒS1;X� (the set of
free homotopy classes of continuous maps from S 1 to X ).

7-7. Suppose .M1;d1/ and .M2;d2/ are metric spaces. A map f W M1 ! M2

is said to be uniformly continuous if for every " > 0, there exists ı > 0
such that for all x;y 2 M1, d1.x;y/ < ı implies d2.f .x/;f .y// < ". Use
the Lebesgue number lemma to show that if M1 is compact, then every
continuous map f W M1 !M2 is uniformly continuous.

7-8. Prove that a retract of a Hausdorff space is a closed subset.

7-9. Suppose X and Y are connected topological spaces, and the fundamental
group of Y is abelian. Show that if F;G W X ! Y are homotopic maps such
thatF.x/DG.x/ for some x 2X , thenF� DG� W �1.X;x/!�1.Y;F.x//.
Give a counterexample to show that this might not be true if �1.Y / is not
abelian.

7-10. Let X and Y be topological spaces. Show that if either X or Y is con-
tractible, then every continuous map fromX to Y is homotopic to a constant
map.

7-11. Show that the Möbius band (the space defined by the polygonal presentation
(6.1)) is homotopy equivalent to S 1.

7-12. Let X be the space of Example 5.9.

(a) Show that f.0;0/g is a strong deformation retract of X .
(b) Show that f.1;0/g is a deformation retract of X , but not a strong defor-

mation retract.

7-13. Let X be a topological space, and suppose Y and Y 0 are spaces obtained
by attaching an n-cell to X via homotopic attaching maps. Show that Y and
Y 0 are homotopy equivalent. [Hint: consider an adjunction space of X with
xBn� I .]

7-14. Let M be a compact connected surface that is not homeomorphic to S 2.
Show that there is a point p 2M such thatM Xfpg is homotopy equivalent
to a bouquet of circles.

7-15. Let X be the union of the three circles in the plane with radius 1 and centers
at .0;0/, .2;0/, and .4;0/. Prove thatX is homotopy equivalent to a bouquet
of three circles. [Hint: Problem 5-4 might be useful.]

7-16. Given any family .X˛/˛2A of topological spaces, show that the disjoint
union space

`
˛X˛ is their coproduct in the category Top.

7-17. Show that the wedge sum is the coproduct in the category Top �.

7-18. Given any family of abelian groups .G˛/˛2A, recall that their direct sum is
the subgroup

L
˛G˛ � Q

˛G˛ consisting of those elements .g˛/˛2A such
that g˛ D 0 for all but finitely many ˛ (see Appendix C). Show that the
direct sum, together with the obvious injections �˛ W G˛ ,! L

˛G˛ , is the
coproduct of the G˛’s in the category Ab.
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7-19. Show that the direct sum does not yield the coproduct in the category Grp,
as follows: take G1 D G2 D Z, and find homomorphisms f1 and f2 from
Z to some (necessarily nonabelian) group H such that no homomorphism
f W Z ˚Z !H makes the following diagram commute for i D 1;2:

Z ˚ Z

Z

�i
�

fi
� H:

f
�

(We will see how to construct the coproduct in Grp in Chapter 9.)



Chapter 8

The Circle

So far, we have not actually computed any nontrivial fundamental groups. The pur-
pose of this short chapter is to remedy this by computing the fundamental group
of the circle. We will show, as promised, that �1

�
S1;1

�
is an infinite cyclic group

generated by the path class of the path ! that goes once around the circle counter-
clockwise at constant speed. Thus each element of �1

�
S1;1

�
is uniquely determined

by an integer, called its “winding number,” which counts the net number of times
and in which direction the path winds around the circle.

Here is the essence of the plan. We need to show that every loop in the circle
based at 1 is in some path class of the form Œ!�n for a unique integer n. The geo-
metric crux of the idea is to represent a loop by giving its angle �.s/ as a continuous
function of the parameter, and then the winding number should be essentially 1=2�
times the net change in angle, �.1/��.0/.

Since the angle � is not a well-defined continuous function on the circle, in order
to make rigorous sense of this, we need to undertake a detailed study of the expo-
nential quotient map " W R ! S1 defined at the end of Chapter 3. As we will see, an
angle function for a loop f is just (up to a constant multiple) a “lift” of f to a path
in R. Because R is simply connected, we can always construct a homotopy between
two lifts that have the same total change in angle.

The key technical tools that make all this work are several fundamental results
about lifts. In the first section of the chapter, we state and prove these fundamental
lifting properties, and then we use them to prove that the fundamental group of the
circle is infinite cyclic. In the last section we show how this result can be used to
classify all maps from the circle to itself up to homotopy. The lifting properties
will make another very important appearance later in the book, when we discuss
covering spaces.

J.M. Lee, Introduction to Topological Manifolds, Graduate Texts in Mathematics 202,
DOI 10.1007/978-1-4419-7940-7_8, © Springer Science+Business Media, LLC 2011
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Lifting Properties of the Circle

Throughout this chapter we continue to think of the circle as a subset of the complex
plane, with a typical point denoted by z D xC iy. We typically use the point 1 2 C
as base point.

As mentioned in the introduction to this chapter, the analysis of �1
�
S1;1

�
is

based on a close examination of the exponential quotient map " W R ! S 1 defined
by ".r/D e2�ir . If B is a topological space and ' W B ! S1 is a continuous map, a
lift of ' is a continuous map z' W B ! R such that the following diagram commutes:

R

B
'
�

z' �
S1:

"
�

Geometrically, a lift just represents a continuous choice of angle, up to a constant
multiple: if z' is a lift of ' and we set �.x/D 2� z'.x/, then � is a continuous angle
function such that '.x/D e i�.x/.

It is important to be aware that some maps may have no lifts at all. For example,
suppose � W S1 ! R were a lift of the identity map of S1:

R

S1
Id
�

�

�

S1:

"
�

Then the equation "ı� D Id means that 2�� is a continuous choice of angle function
on the circle. It is intuitively evident that this cannot exist, because any choice of
angle function would have to change by 2� as one goes once around the circle,
and thus could not be continuous on the whole circle. Accepting for the moment
that S1 is not simply connected, we can prove rigorously that � cannot exist just
by noting that if there were such a lift, the induced homomorphism " � ı �� would
be the identity on �1

�
S1;1

�
, which would mean that "� W �1.R;0/! �1

�
S1;1

�
was

surjective and �� W �1
�
S1;1

�! �1.R;0/ was injective. Since �1.R;0/ is the trivial
group and �1

�
S1;1

�
is not, this is impossible.

The next proposition gives a detailed description of the behavior of the quotient
map ".

Proposition 8.1. Each point z 2 S1 has a neighborhoodU with the following prop-
erty (see Fig. 8.1):

"�1.U / is a countable union of disjoint open intervals
zUn with the property that " restricts to a homeomor-
phism from zUn onto U .

(8.1)
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S1

R

"

U

zUn

z

Fig. 8.1: An evenly covered open subset of S1.

Proof. This is just a straightforward computation from the definition of ". We can
cover S1 by the four open subsets

XC D f.xC iy/ W x > 0g; YC D f.xC iy/ W y > 0g;
X� D f.xC iy/ W x < 0g; Y� D f.xC iy/ W y < 0g: (8.2)

The preimage of each of these sets is a countable union of disjoint open intervals of
length 1

2
, on each of which " has a continuous local inverse. For example, "�1.XC/

is the union of the intervals .n� 1
4
;nC 1

4
/ for n 2 Z, and for each of these intervals,

a continuous local inverse "�1 W XC ! .n� 1
4
;nC 1

4
/ is given by

"�1.xC iy/D nC 1

2�
sin�1 y on XC:

Other local inverses are given by

"�1.xC iy/D nC 1

2
� 1

2�
sin�1 y on X�;

"�1.xC iy/D nC 1

2�
cos�1 x on YC;

"�1.xC iy/D n� 1

2�
cos�1 x on Y�:
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Since every point of S1 is in at least one of the four sets listed in (8.2), this completes
the proof. ut

Any open subset U � S1 satisfying (8.1) is said to be evenly covered. If U is
evenly covered, then because the subintervals zUn � "�1.U / are open, connected,
and disjoint, they are exactly the components of "�1.U /.

If q W X ! Y is any surjective continuous map, a section of q is a continuous
map � W Y ! X such that q ı� D IdY (i.e., a right inverse for q):

X

q �

Y:

If U � Y is an open subset, a local section of q over U is a continuous map
� W U ! X such that q ı � D IdU . The local inverses constructed in the proof of
Proposition 8.1 were examples of local sections of " over the sets X˙ and Y˙. The
next corollary shows that every evenly covered open subset of the circle admits lots
of local sections.

Corollary 8.2 (Local Section Property of the Circle). Let U � S 1 be any evenly
covered open subset. For any z 2 U and any r in the fiber of " over z, there is a
local section � of " over U such that �.z/D r .

Proof. Given z 2 U and r 2 "�1.z/, let zU � R be the component of "�1.U / con-
taining r . By definition of an evenly covered open subset, " W zU ! U is a homeo-
morphism. Thus � D �

"j zU
��1

is the desired local section. ut
The keys to analyzing the fundamental group of the circle are the following two

theorems about lifts.

Theorem 8.3 (Unique Lifting Property of the Circle). Let B be a connected topo-
logical space. Suppose ' W B ! S1 is continuous, and z'1; z'2 W B ! R are lifts of '
that agree at some point of B . Then z'1 is identically equal to z'2.

Proof. Let A D fb 2 B W z'1.b/D z'2.b/g. By hypothesis A is not empty. Since B
is connected, if we can show that A is open and closed in B , it must be all of B .

To show that A is open, suppose b 2 A. Write r D z'1.b/ D z'2.b/ and z D
".r/D '.b/. Let U � S1 be an evenly covered neighborhood of z, and let zU be the
component of "�1.U / containing r (Fig. 8.2). If we set V D z'�1

1

� zU �\ z'�1
2

� zU �,
then V is a neighborhood of b on which both z'1 and z'2 take their values in zU . Now,
the fact that z'1 and z'2 are lifts of ' translates to ' D " ı z'1 D " ı z'2. Since " is
injective on zU , we conclude that z'1 and z'2 agree on V , which is to say that V � A,
so A is open.

To show that A is closed, we show that its complement is open. Suppose b … A,
and set r1 D z'1.b/ and r2 D z'2.b/, so that r1 ¤ r2. As above, let z D ".r1/ D
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z'1

z'2

'

z'�1
1

� zU �

z'�1
2

� zU �V

B

r zU

z

U

b

"

Fig. 8.2: Proof of the unique lifting property.

".r2/D '.b/, and let U be an evenly covered neighborhood of z. If zU1 and zU2 are
the components of "�1.U / containing r1 and r2, respectively, then zU1 \ zU2 D ¿,
and " restricts to a homeomorphism from zU1 to U and from zU2 to U . Setting V D
z'�1
1

� zU1
�\ z'�1

2

� zU2
�
, we conclude that z'1.V /� zU1 and z'2.V /� zU2, so z'1 ¤ z'2 on

V , which is to say that V �BXA. Thus A is closed, and the proof is complete. ut
The next theorem says that a homotopy between two maps into S 1 can always be

lifted, provided that one of the maps can be lifted. For the statement of the theorem,
recall that if H W X � I ! Y is a homotopy, for each t 2 I we use the notation
Ht W X ! Y to denote the map Ht .x/DH.x;t/.

Theorem 8.4 (Homotopy Lifting Property of the Circle). Let B be a locally
connected topological space. Suppose that '0;'1 W B ! S1 are continuous maps,
H W B � I ! S1 is a homotopy from '0 to '1, and z'0 W B ! R is any lift of '0.
Then there exists a unique lift of H to a homotopy zH satisfying zH0 D z'0. If H is
stationary on some subset A� B , then so is zH .

Proof. We begin by proving a local form of uniqueness for zH . Suppose W is any
subset ofB , and zH , zH 0 are lifts ofH defined onW �I that agree onW �f0g. Then
for each b 2 W , the two maps t 7! zH.b;t/ and t 7! zH 0.b; t/ are lifts of the path
t 7!H.b;t/ starting at the same point, so they agree by the unique lifting property.
It follows that zH and zH 0 agree on W � I . In particular, taking W D B , we see that
a globally defined lift zH W B � I ! R satisfying zH0 D z'0 is unique if it exists.
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H

zH zH.b0; .j �1/=n/

W

B

B�I

.b0;.j �1/=n/

H.b0; .j �1/=n/
U

.b0;0/

"

Fig. 8.3: Proof of the homotopy lifting property.

To prove existence, let b0 2 B be arbitrary. We begin by defining zH on W � I
for some neighborhood W of b0. For each s 2 I , there exists an evenly covered
neighborhood U of the point H.b0; s/ 2 S1. Because H�1.U / is a neighborhood
of .b0; s/ and product open subsets form a basis for the product topology on B � I ,
there exist open subsets V � B and J � I such that .b0; s/ 2 V �J � H�1.U /.
The collection of all such product sets V �J is an open cover of fb 0g � I , so by
compactness finitely many of them, say V1�J1; : : : ;Vm�Jm, cover fb0g�I . LetW
be a connected neighborhood of b0 contained in V1\� � �\Vm (such a neighborhood
exists by local connectedness), and let ı be a Lebesgue number for the open cover
fJ1; : : : ;Jkg of I (see Lemma 7.18). If n is a positive integer such that 1=n < ı, it
follows that for each j D 1; : : : ;n, the setW � Œ.j �1/=n;j=n� is mapped byH into
an evenly covered open subset of S1.

We define a lift of H on W � I inductively as follows. First, choose an evenly
covered open subset U1 � S1 containing H.W � Œ0;1=n�/, and let �1 W U1 ! R
be the local section of " satisfying �1.'0.b0//D z'0.b0/. For .b;s/ 2W � Œ0;1=n�,
define zH.b;s/D �1 ıH.b;s/. This is a composition of continuous maps, and is thus
continuous. The map zH0 W W ! R given by zH0.b/D zH.b;0/ is a lift of H0 D '0
on a connected domain that agrees with z'0 at the point b0, so by uniqueness of lifts
it agrees with z'0 on all of W .

Now suppose by induction that a continuous lift zH has been defined on W �
Œ0;.j �1/=n� for some j 2 f1; : : : ;ng (Fig. 8.3). Let Uj be an evenly covered open
subset containingH.W � Œ.j �1/=n;j=n�/ and let �j W Uj ! R be the local section
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satisfying �j .H.b0; .j �1/=n//D zH.b0; .j �1/=n/. Define zH.b;s/D �j ıH.b;s/
for .b;s/ 2W � Œ.j �1/=n;j=n�, which is continuous by composition. We need to
show that it agrees with our previous definition where the two domains overlap,
namely for .b;s/ 2 W � f.j � 1/=ng. Note that this set is connected (because W
is), and the restrictions to this set of the old and new definitions of zH are both
lifts of H that agree at the point .b0; .j � 1/=n/. Thus by uniqueness of lifts, they
agree everywhere that both are defined. By the gluing lemma, therefore, we obtain
a continuous lift of H defined on W � Œ0;j=n�. This completes the induction and
proves that H has a continuous lift onW � I .

Every point ofB is contained in some neighborhoodW such thatH can be lifted
toW �I . IfW andW 0 are any two such neighborhoods, then the corresponding lifts
zH and zH 0 agree on .W \W 0/� I by the local uniqueness property proved in the

first paragraph. It follows from the gluing lemma that zH is globally well defined
and continuous, and by construction it is a lift of H satisfying zH0 D z'0.

Finally, if H is stationary on A � B , then for each a 2 A, the path t 7!H.a;t/

is a constant path at '0.a/, whose unique lift starting at z'0.a/ is the constant path
t 7! z'0.a/. It follows that zH is also stationary on A. ut

Before we continue with our study of the circle, this is a good place to remark
that these two lifting theorems are actually special cases of a much more general
theory. A careful examination of their proofs reveals that the only properties of
the map " we used were the fact that each point of S1 has a neighborhood that
is evenly covered, and the consequent existence of local sections. In Chapter 11,
we will extend the term evenly covered to more general continuous maps, and we
will define a covering map to be a surjective continuous map q W Y ! X with the
property that each point ofX has an evenly covered neighborhood. The exponential
quotient map is the archetypal covering map, and the proofs of the lifting theorems
for the circle will carry over verbatim to the more general case of covering maps.

For our present purposes, the next two corollaries express the most important
consequences of these theorems for the circle.

Corollary 8.5 (Path Lifting Property of the Circle). Suppose f W I ! S 1 is any
path, and r0 2 R is any point in the fiber of " over f .0/. Then there exists a unique
lift zf W I ! R of f such that zf .0/D r0, and any other lift differs from zf by addition
of an integer constant.

Proof. A path f can be viewed as a homotopy between two maps from a one-
point space fg into S1, namely  7! f .0/ and  7! f .1/. Thus the existence
and uniqueness of zf follow from the homotopy lifting property. To prove the fi-
nal statement of the corollary, suppose zf 0 is any other lift of f . Then the fact that
"
� zf .s/�D f .s/D "

� zf 0.s/
�

implies that zf .s/� zf 0.s/ is an integer for each s. Be-

cause zf � zf 0 is a continuous function from the connected space I into the discrete
space Z, it must be constant. ut
Corollary 8.6 (Path Homotopy Criterion for the Circle). Suppose f 0 and f1 are
paths in S1 with the same initial point and the same terminal point, and zf0; zf1 W I !
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R are lifts of f0 and f1 with the same initial point. Then f0 � f1 if and only if zf0
and zf1 have the same terminal point.

Proof. If zf0 and zf1 have the same terminal point, then they are path-homotopic
by Exercise 7.14, because R is simply connected. It follows that f0 D " ı zf0 and
f1 D "ı zf1 are also path-homotopic.

Conversely, suppose f0 � f1, and let H W I � I ! S1 be a path homotopy be-
tween them. Then the homotopy lifting property implies that H lifts to a homotopy
zH W I � I ! R such that zH0 D zf0. Because H is stationary on f0;1g, so is zH ,

which means that it is a path homotopy. The path zH1 W I ! R is a lift of f1 starting
at zf0.1/, so by uniqueness of lifts it must be equal to zf1. Thus zf1 is path-homotopic
to zf0, which implies in particular that they have the same terminal point. ut

The Fundamental Group of the Circle

Using the lifting properties developed in the previous section, we are now ready to
determine the fundamental group of the circle. To begin, we examine how the results
of the preceding section apply in the special case of loops in S 1 (i.e., paths that start
and end at the same point).

Suppose f W I ! S1 is a loop based at a point z0 2 S1. If zf W I ! R is any lift
of f , then zf .1/ and zf .0/ are both points in the fiber "�1.z0/, so they differ by an
integer. Since any other lift differs from zf by an additive constant, the difference
zf .1/� zf .0/ is an integer that depends only on f , and not on the choice of lift. This

integer is denoted by N.f /, and is called the winding number of f (see Fig. 8.4).

I Exercise 8.7. A rotation of S1 is a map 
 W S1 ! S1 of the form 
.z/D ei�z for
some fixed ei� 2 S1. Show that if 
 is a rotation, then N.
 ıf /DN.f / for every loop
f in S1.

The key observation is that the winding number classifies loops up to path ho-
motopy.

Theorem 8.8 (Homotopy Classification of Loops in S1). Two loops in S1 based
at the same point are path-homotopic if and only if they have the same winding
number.

Proof. Suppose f0 and f1 are loops in S1 based at the same point. By the path
lifting property (Corollary 8.5), they have lifts zf0; zf1 W I ! R starting at the same
point, and by the path homotopy criterion (Corollary 8.6) these lifts end at the same
point if and only if f0 � f1. By definition of the winding number, this means that f0
and f1 have the same winding number if and only if they are path-homotopic. ut

Recall that ! W I ! S1 denotes the loop !.s/D e2�is based at 1, which traverses
the circle once counterclockwise at constant speed. The complete structure of the
fundamental group of the circle is described by the following theorem.
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"

f
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n

Fig. 8.4: The winding number of a loop.

Theorem 8.9 (Fundamental Group of the Circle). The group �1
�
S1;1

�
is an infi-

nite cyclic group generated by Œ!�.

Proof. Define maps J W Z ! �1
�
S1;1

�
and K W �1

�
S1;1

�! Z by

J.n/D Œ!�n; K.Œf �/DN.f /:

Because the winding number of a loop depends only on its path homotopy class, K
is well defined. Because Œ!�nCm D Œ!�nŒ!�m, J is a homomorphism (considering
Z as an additive group). To prove the theorem, it suffices to show that J is an
isomorphism, which we do by showing that K is a two-sided inverse for it.

For this purpose, it is convenient to use a concrete representative of each path
class Œ!�n, defined as follows. For any integer n, let ˛n W I ! S1 be the loop

˛n.s/D e2�ins: (8.3)

It is easy to see that ˛1 D !, ˛�1 D x! (the reverse path of !), and ˛n is a reparam-
etrization of ˛n�1 �!, so by induction Œ˛n�D Œ!�n for each n. By direct computation,
the path z̨n W I ! R given by z̨n.s/D ns is a lift of ˛n, so the winding number of
˛n is z̨n.1/� z̨n.0/D n.
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To prove that K ı J D IdZ, let n 2 Z be arbitrary, and note that K.J.n// D
K
�
Œ!�n

�DK.Œ˛n�/DN.˛n/D n. To prove that J ıK D Id�1.S1;1/, suppose Œf � is
any element of �1

�
S1;1

�
, and let n be the winding number of f . Then f and ˛n are

path-homotopic because they are loops based at 1 with the same winding number,
so J.K.Œf �//D J.n/D Œ!�n D Œ˛n�D Œf �. ut

Applications to Related Spaces

Now that we know the fundamental group of the circle, we can use that knowledge
to compute the fundamental groups of other related spaces.

We begin with the punctured plane, which we can regard either as R 2 X f0g or
as C X f0g. Because inclusion S1 ,! C X f0g is a homotopy equivalence by Propo-
sition 7.37, we have the following characterization of the fundamental group of the
punctured plane.

Corollary 8.10 (Fundamental Group of the Punctured Plane). The fundamental
group �1.C X f0g;1/ is an infinite cyclic group generated by the path class of the
loop !.s/D e2�is . ut

The notion of winding number also provides a convenient homotopy classifi-
cation of loops in the punctured plane. If f W I ! C X f0g is any loop, we de-
fine the winding number of f to be the winding number of the loop r ıf , where
r W C X f0g ! S1 is the retraction

r.z/D z

jzj :

Because r is a homotopy equivalence, the following corollary is an immediate con-
sequence of Theorem 8.8.

Corollary 8.11 (Classification of Loops in the Punctured Plane). Two loops in
C X f0g based at the same point are path-homotopic if and only if they have the
same winding number. ut

We can also compute the fundamental groups of tori in all dimensions.

Corollary 8.12 (Fundamental Groups of Tori). Let T n D S1� � � �� S1 be the n-
dimensional torus with p D .1; : : : ;1/ as base point, and for each j D 1; : : : ;n, let
!j denote the standard loop in the j th copy of S 1:

!j .s/D .1; : : : ;1;e2�is ;1; : : : ;1/:

The map ' W Zn ! �1.Tn;p/ given by '.k1; : : : ;kn/ D Œ!1�
k1 � � � Œ!n�kn is an iso-

morphism.

Proof. This is a direct consequence of Theorem 8.9 and Proposition 7.34. ut
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Because spheres of dimension n� 2 are simply connected while tori are not, this
finally answers the question about spheres and doughnuts posed in Chapter 1.

Corollary 8.13. For n� 2, the n-sphere is not homeomorphic to the n-torus. ut

Degree Theory for the Circle

In this section, we show how our understanding of �1
�
S1;1

�
can be used to analyze

continuous maps from S1 to itself up to homotopy. If ' W S1 ! S1 is a continuous
map, we define the degree of ' to be the winding number of the loop ' ı!, where
! W I ! S1 is the standard generator of �1

�
S1;1

�
. This integer is denoted by deg'.

Intuitively, the degree of a map is just the net number of times it “wraps” the circle
around itself, with counterclockwise wrapping corresponding to positive degree and
clockwise to negative.

There is another useful way to look at the degree of a map, based on its action on
fundamental groups. Recall that every endomorphism F of an infinite cyclic group
is of the form F.	/D 	 n for a uniquely determined integer n (see Exercise C.16).
Let us call this integer the degree of the endomorphism F , and denote it by degF .
It is easy to check that the degree of a composition of two endomorphisms is the
product of their degrees.

Because �1
�
S1;1

�
is an infinite cyclic group, it follows that every endomorphism

F W �1
�
S1;1

�! �1
�
S1;1

�
has a well-defined degree; it is the unique integer n such

that F.Œ!�/D Œ!�n. If ' W S1 ! S1 is a continuous map such that '.1/D 1, then '�
is an endomorphism of �1

�
S1;1

�
and therefore has a degree in this sense, which we

will soon see is equal to the degree of ' that we defined above. For maps that do not
preserve the base point, however, the situation is a little more complicated, because
their induced homomorphisms do not map �1

�
S1;1

�
to itself. We can remedy this

by following ' with a rotation, as follows. For any continuous map ' W S 1 ! S1,
let �' W S1 ! S1 denote the unique rotation that takes '.1/ to 1, namely �'.z/ D
z='.1/. It follows that �' ı ' maps 1 to 1, so its induced homomorphism has a
well-defined degree.

Lemma 8.14 (Another Characterization of the Degree). If ' W S 1 ! S1 is contin-
uous, the degree of ' is equal to the degree of the following group endomorphism:

.�' ı'/� W �1
�
S1;1

�! �1
�
S1;1

�
:

In particular, if '.1/D 1, then deg' D deg'�.

Proof. Let ' be as in the statement of the lemma, and let n be the degree of ', which
is the winding number of the loop ' ı!. By Exercise 8.7, the winding number of
�' ı' ı! is also n. By Theorem 8.8, this implies that �' ı' ı! � ˛n, where ˛n is
the representative of Œ!�n given by (8.3). Therefore,

.�' ı'/�Œ!�D Œ�' ı' ı!�D Œ˛n�D Œ!�n;
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which is exactly the statement that the degree of .�' ı'/� is also n. ut

Proposition 8.15 (Properties of the Degree).

(a) Homotopic continuous maps have the same degree.
(b) If '; W S1 ! S1 are continuous maps, then deg. ı'/D .deg /.deg'/.

Proof. We begin with (a). Assume that '; W S1 ! S1 are homotopic continuous
maps. Then Lemma 8.14 implies that

deg' D deg.�' ı'/� W �1
�
S1;1

�! �1
�
S1;1

�
;

deg D deg.� ı /� W �1
�
S1;1

�! �1
�
S1;1

�
:

(8.4)

Because every rotation is homotopic to the identity (via a homotopy of the form
H.z; t/D ei t�z/ and composition preserves homotopy, it follows that �' ı' ' � ı
 . Then because both of these maps take 1 to 1, Lemma 7.45 implies that

.� ı /� D˚h ı .�' ı'/� W �1
�
S1;1

�! �1
�
S1;1

�
; (8.5)

where h is a certain path that starts and ends at 1. However, because �1
�
S1;1

�
is

abelian, it follows from the result of Problem 7-3 that the homomorphism ˚ h is
independent of the path h. Replacing h by the constant path c 1, we see that ˚h is
equal to the identity, and thus .� ı /� D .�' ı'/�. It then follows from (8.4) that
deg' D deg , and (a) is proved.

To prove (b), suppose '; W S1 ! S1 are continuous maps. Using Lemma 8.14
together with the fact that the degree of a composition of endomorphisms is the
product of their degrees, we compute

deg. ı'/D deg.� ı' ı ı'/�
D deg.� ı' ı ı��1

' ı�' ı'/�
D �

deg.� ı' ı ı��1
' /�

��
deg.�' ı'/�

�
D �

deg.� ı' ı ı��1
' /

��
deg.�' ı'/�:

Because � ı' ı ı��1
' '  and �' ı' ' ', the result follows from (a). ut

Example 8.16 (Degrees of Some Common Maps).

(a) The identity map of the circle has degree 1.
(b) Every constant map has degree zero.
(c) Every rotation has degree 1, because it is homotopic to the identity map.
(d) For each n 2 Z, let pn W S1 ! S1 be the nth power map, defined in complex

notation by pn.z/ D zn. Since pn ı! D ˛n (where ˛n is defined by (8.3)), it
follows that pn has degree n.

(e) The conjugation map c W S1 ! S1, given by c.z/D xz, reflects the circle across
the x-axis. Because zxz D 1 for z 2 S1, it follows that c is equal to p�1 and
therefore has degree �1.
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(f) The antipodal map is the map ˛ W S1 ! S1 given by ˛.z/ D �z. Since it is
equal to the rotation by e i� , the antipodal map has degree 1. //

The next theorem is the most important fact about degrees.

Theorem 8.17 (Homotopy Classification of Maps of the Circle). Two continuous
maps from S1 to itself are homotopic if and only if they have the same degree.

Proof. One direction was proved in Proposition 8.15. To prove the converse, sup-
pose ' and  have the same degree. First consider the special case in which
'.1/D  .1/D 1. Then the hypothesis means that ' ı! and  ı! are loops based
at 1 with the same winding number, and therefore they are path-homotopic by The-
orem 8.8. Let H W I � I ! S1 be a path homotopy from ' ı ! to  ı !. Note
that ! � Id W I � I ! S1 � I is a quotient map by the closed map lemma. Since
H respects the identifications made by this map, it descends to a continuous map
zH W S1�I ! S1, which is easily seen to be a homotopy between ' and  .

To handle the general case, let �' and � be the rotations taking '.1/ to 1 and
 .1/ to 1, respectively, so that deg.�' ı'/D deg.� ı /. Since both maps take 1
to 1, it follows from the argument in the preceding paragraph that � ' ı' ' � ı ,
and since every rotation is homotopic to the identity map, we conclude finally that
' '  . ut

Here are two important applications of degree theory, showing how knowledge
of the degree of a map can lead to very precise information about its pointwise
behavior.

Theorem 8.18. Let ' W S1 ! S1 be continuous. If deg' ¤ 0, then ' is surjective.

Proof. We prove the contrapositive. If ' is not surjective, then it actually maps into
the subset S1X fcg for some c 2 S1. But S1X fcg is homeomorphic to R (by the
1-dimensional version of stereographic projection, for example) and is therefore
contractible. It follows that ' is homotopic to a constant map and thus has degree
zero. ut

If ' W X !X is any map from a set to itself, a point x 2X is said to be a fixed
point of ' if '.x/D x.

Theorem 8.19. Let ' W S1 ! S1 be continuous. If deg' ¤ 1, then ' has a fixed
point.

Proof. Again we prove the contrapositive. Assuming ' has no fixed point, it follows
that for every z 2 S1, the line segment in C from '.z/ to �z does not pass through
the origin. Thus we can define a homotopy from ' to the antipodal map by

H.z; t/D .1� t/'.z/� tz
j.1� t/'.z/� tzj :

Because the antipodal map has degree 1, so does '. ut
Some more applications of degree theory are indicated in the problems at the end

of this chapter and Chapter 11. In Chapter 13, we show how to extend degree theory
to spheres of higher dimension.
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Problems

8-1. (a) Suppose U � R2 is an open subset and x 2 U . Show that U X fxg is
not simply connected.

(b) Show that if n > 2, then Rn is not homeomorphic to any open subset of
R2.

8-2. INVARIANCE OF DIMENSION, 2-DIMENSIONAL CASE: Prove that a non-
empty topological space cannot be both a 2-manifold and an n-manifold for
some n > 2.

8-3. INVARIANCE OF THE BOUNDARY, 2-DIMENSIONAL CASE: SupposeM is
a 2-dimensional manifold with boundary. Show that a point of M cannot be
both a boundary point and an interior point.

8-4. Show that a continuous map ' W S1 ! S1 has an extension to a continuous
map ˚ W xB2 ! S1 if and only if it has degree zero.

8-5. THE FUNDAMENTAL THEOREM OF ALGEBRA: Prove that every noncon-
stant polynomial in one complex variable has a zero. [Hint: if p.z/ D
znCan�1zn�1C�� �Ca0, write p".z/D "np.z="/ and show that there exists
" > 0 such that jp".z/� znj < 1 when z 2 S1. Prove that if p has no zeros,
then p"jS1 is homotopic to pn.z/ D zn, and use degree theory to derive a
contradiction.]

8-6. THE BROUWER FIXED POINT THEOREM, 2-DIMENSIONAL CASE: Prove
that every continuous map f W xB2 ! xB2 has a fixed point. [Hint: if f W xB2 !
xB2 has no fixed point, define ' W xB2 ! S1 by '.x/D .x�f .x//=jx�f .x/j.
Derive a contradiction by showing that the restriction of ' to S 1 is homo-
topic to the identity.] [Remark: if you draw a picture of a tabletop at any
scale, crumple it, and drop it on the tabletop, this theorem guarantees that
some point on the drawing will lie exactly over the point it represents. The
n-dimensional analogue of this theorem is true as well; see Problem 13-7.]

8-7. Suppose ' W S1 ! S1 is a continuous map. Show that if deg' ¤ ˙1, then '
is not injective.

8-8. Suppose '; W S1 ! S1 are continuous maps of different degrees. Show
that there is a point z 2 S1 where '.z/D � .z/.

8-9. (This problem assumes some familiarity with differentiation and integration
of complex-valued functions of one real variable.) Suppose f W I ! C Xf0g
is a continuously differentiable loop. Show that its winding number is given
by

N.f /D 1

2�i

Z 1

0

f 0.s/
f .s/

ds:

8-10. A vector field on Rn is a continuous map V W Rn ! Rn. If V is a vector field,
a point p 2 Rn is called a singular point of V if V.p/ D 0, and a regular
point if V.p/ ¤ 0. A singular point is isolated if it has a neighborhood
containing no other singular points. Suppose V is a vector field on R 2, and
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let RV � R2 denote the set of regular points of V . For any loop f W I !
RV , define the winding number of V around f , denoted by N.V;f /, to be
the winding number of the loop V ıf W I ! R2X f0g.

(a) Show that N.V;f / depends only on the path class of f .
(b) Suppose p is an isolated singular point of V . Show that N.V;f "/ is

independent of " for " sufficiently small, where f".s/D pC"!.s/, and
! is the standard counterclockwise loop around the unit circle. This
integer is called the index of V at p, and is denoted by Ind.V;p/.

(c) Now assume V has finitely many singular points in the closed unit disk,
all in the interior, and show that the index of V around the loop ! is
equal to the sum of the indices of V at the interior singular points.

(d) Compute the index of each of the following vector fields at the origin:

V1.x;y/D .x;y/I
V2.x;y/D .�x;�y/I
V3.x;y/D .xCy;x�y/I
V4.x;y/D .x2�y2;�2xy/:

8-11. HOMOTOPY CLASSIFICATION OF TORUS MAPS: Show that for each con-
tinuous map ' W T 2 ! T2, there is a 2� 2 integer matrix D.'/, with the
following properties:

(a) Two continuous maps ' and  are homotopic if and only if D.'/ D
D. /.

(b) D. ı'/ is equal to the matrix productD. /D.'/.
(c) For every 2�2 integer matrix E, there is a continuous map ' W T 2 !

T 2 such that D.'/D E.
(d) ' is homotopic to a homeomorphism if and only if D.'/ is invertible

over the integers, meaning that there is another 2�2 integer matrix E
such thatED.'/ andD.'/E are both equal to the 2�2 identity matrix.
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Some Group Theory

In this chapter we depart from topology for a while to discuss group theory. Our
goal, of course, is to use the group theory to solve topological problems, and in
the next chapter we will compute the fundamental groups of all compact surfaces,
and use them to show, among other things, that the different surfaces listed in the
classification theorem of Chapter 6 are not homeomorphic to each other.

Before we do so, however, we need to develop some tools for constructing and
describing groups. We discuss four such tools in this chapter: free products of
groups, free groups, presentations of groups by generators and relations, and free
abelian groups. These will all be important in our computations of fundamental
groups in the next chapter, and the material on free abelian groups will also be used
in the discussion of homology in Chapter 13.

This chapter assumes that you are familiar with the basic facts of group theory
as summarized in Appendix C. If your group theory is rusty, this would be a good
time to pull out an algebra text and refresh your memory.

Free Products

There is a familiar way to create a group as a product of two or more other groups:
the direct product of groups G1; : : : ;Gn (see Appendix C) is the Cartesian product
set G1�� � ��Gn with the group structure obtained by multiplying the entries in two
n-tuples component by component.

For each i , the direct productG1� � � ��Gn has a subgroup f1g�� � �� f1g�Gi �
f1g � � � � � f1g isomorphic to Gi , and it is easy to verify that elements of two dis-
tinct such subgroups commute with each other. As we mentioned in Chapter 7, this
construction yields the product in the category of groups.

For our study of fundamental groups, we need to build another kind of product, in
which the elements of different groups are not assumed to commute. This situation
arises, for example, in computing the fundamental group of the wedge sumX_Y of
two spacesX and Y , defined in Example 3.54. As we will see in the next chapter, the

J.M. Lee, Introduction to Topological Manifolds, Graduate Texts in Mathematics 202, 233
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fundamental group of X _Y contains subgroups isomorphic to � 1.X/ and �1.Y /,
and any loop in X _Y is path-homotopic to a product of loops lying in one space
or the other. But in general, path classes of loops in X do not commute with those
in Y .

In this section we introduce a more elaborate product of groups G 1; : : : ;Gn that
includes eachGi as a subgroup, but in which elements of the different subgroups do
not commute with each other. It is called the “free product,” and roughly speaking,
it is just the set of expressions you can get by formally multiplying together ele-
ments of the different groups, with no relations assumed other than those that come
from the multiplication in each group G i . It turns out (despite its name) to be the
coproduct in the category of groups.

Because terms such as “expressions you can get” and “multiplying elements of
different groups” are too vague to use in mathematical arguments, the actual con-
struction of the free product is rather involved. We begin with some preliminary
terminology.

Let .G˛/˛2A be an indexed family of groups. The index set A can be finite or
infinite; for our applications we need only the finite case, so you are free to think
of finite families throughout this chapter. We usually omit mention of A and denote
the family simply by .G˛/, with ˛ understood to range over all elements of some
implicitly understood index set.

A word in .G˛/ is a finite sequence of any lengthm� 0 of elements of the disjoint
union

`
˛G˛. In other words, a word is an orderedm-tuple of the form .g 1; : : : ;gm/,

where each gi is an element of some G˛ . (Recall that formally, an element of the
disjoint union is a pair .g;˛/, where ˛ is a “tag” to distinguish which group g came
from. We suppress the tag in our notation, but remember that elements of groups
corresponding to different indices have to be considered distinct, even if the groups
are the same.) The sequence of length zero, called the empty word, is denoted by
. /. Let W denote the set of all words in .G˛/. We denote the identity element ofG˛
by 1˛.

Define a multiplication operation in W by concatenation:

.g1; : : : ;gm/.h1; : : : ;hk/D .g1; : : : ;gm;h1; : : : ;hk/:

Clearly, this multiplication is associative, and has the empty word as a two-sided
identity element. However, there are two problems with this structure as it stands:
first, W is not a group under this operation because there are no inverses; and second,
the group structures of the various groups G˛ have played no role in the definition
so far.

To solve both of these problems, we define an equivalence relation on the set of
words as follows. An elementary reduction is an operation of one of the following
forms:

.g1; : : : ;gi ;giC1; : : : ;gm/ 7! .g1; : : : ;gigiC1; : : : ;gm/ if gi ;giC1 2 some G˛ ;

.g1; : : : ;gi�1;1˛;giC1; : : : ;gm/ 7! .g1; : : : ;gi�1;giC1; : : : ;gm/:
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The first operation just replaces two consecutive entries with their product, provided
that they are elements of the same group, and the second deletes any identity element
that appears in a word. We let � denote the equivalence relation on words generated
by elementary reductions: this means that W � W 0 if and only if there is a finite
sequence of wordsW DW0;W1; : : : ;Wn DW 0 such that for each i D 1; : : : ;n, either
Wi is obtained from Wi�1 by an elementary reduction, or vice versa. The set of
equivalence classes is called the free product of the groups .G˛/, and is denoted by¨
˛2AG˛ . In the case of a finite family of groups, we just write G1  � � �Gn.

Proposition 9.1. Given an indexed family of groups .G˛/˛2A, their free product is
a group under the multiplication operation induced by multiplication of words.

Proof. First we need to check that multiplication of words respects the equivalence
relation. If V 0 is obtained from V by an elementary reduction, then it is easy to
see that V 0W is similarly obtained from V W , as is W V 0 from W V . If V � V 0
and W �W 0, it follows by induction on the number of elementary reductions that
V W � V 0W 0. Thus multiplication is well defined on equivalence classes.

The equivalence class of the empty word . / is an identity element for multiplica-
tion of equivalence classes, and multiplication is associative on equivalence classes
because it already is on words. Finally, for any word .g1; : : : ;gm/, it is easy to check
that

.g1; : : : ;gm/.g
�1
m ; : : : ;g�1

1 /� . /� .g�1
m ; : : : ;g�1

1 /.g1; : : : ;gm/;

so the equivalence class of the word .g�1
m ; : : : ;g�1

1 / is an inverse for that of
.g1; : : : ;gm/. ut

Henceforth, we denote the identity element of the free product (the equivalence
class of the empty word) by 1.

For many purposes it is important to have a unique representative of each equiv-
alence class in the free product. We say that a word .g1; : : : ;gm/ is reduced if it
cannot be shortened by an elementary reduction. Specifically, this means that no el-
ement gi is the identity of its group, and no two consecutive elements g i ;giC1 come
from the same group. It is easy to see that any word is equivalent to a reduced word:
just perform elementary reductions until it is impossible to perform any more. What
is not so easy to see is that the reduced word representing any given equivalence
class is unique.

Proposition 9.2. Every element of
¨
˛2AG˛ is represented by a unique reduced

word.

Proof. We showed above that every equivalence class contains a reduced word, so
we need only check that two reduced words representing the same equivalence class
must be equal. The proof amounts to constructing a “canonical reduction algorithm.”
More precisely, if R denotes the set of reduced words and W the set of all words,
we will construct a map r W W ! R with the following properties:

(i) If W is reduced, then r.W /DW .
(ii) If W �W 0, then r.W /D r.W 0/.



236 9 Some Group Theory

Assuming the existence of such a map, the proposition is proved as follows. Suppose
W is any word, and suppose that V and V 0 are both reduced words such that V �W

and V 0 �W . Then
V D r.V /D r.W /D r.V 0/D V 0;

which completes the proof.
To construct the map r , it is useful first to construct a preliminary map

R � W ! R;

which sends a reduced word R and an arbitrary word W to a particular reduced
word that we denote byR �W . We define this map by induction on the length ofW .

When W has length zero, just define

R � . /DR:

Next, when W has length 1, write RD .h1; : : : ;hk/ andW D .g/ with g 2G˛ , and
define

.h1; : : : ;hk/ � .g/D

�
. /; k D 0 and g D 1˛I
.g/; k D 0 and g ¤ 1˛I
.h1; : : : ;hk�1/; hk 2G˛ and hkg D 1˛I
.h1; : : : ;hk�1;hkg/; hk 2G˛ and hkg ¤ 1˛I
.h1; : : : ;hk/; hk …G˛ and g D 1˛I
.h1; : : : ;hk;g/; hk …G˛ and g ¤ 1˛:

(The idea is just to multiply the two words and reduce them in the obvious way; what
is important about this definition is that there are no arbitrary choices involved.) For
words W of lengthm> 1, define the map recursively:

.h1; : : : ;hk/ � .g1; : : : ;gm/D �
.h1; : : : ;hk/ � .g1; : : : ;gm�1/

� � .gm/
D .h1; : : : ;hk/ � .g1/ � .g2/ � � � � � .gm/;

where we understand the dot operation to be performed from left to right: R �V �
W D .R �V / �W .

There are two key observations to be made about this operation. First,

R �W DRW if RW is reduced, (9.1)

because when we evaluate an expression such as .h1; : : : ;hk/ � .g/ at any stage of
the computation, it is never the case that hk 2 G˛ or g D 1˛. Second, and most
important, it takes equivalent words to the same reduced word:

R �W DR �W 0 if W �W 0. (9.2)
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To prove this, it suffices to assume that W 0 is obtained from W by an elemen-
tary reduction. There are two cases, corresponding to the two types of elemen-
tary reduction. In the first case, suppose that W D .g1; : : : ;gi ;giC1; : : : ;gm/, and
W 0 D .g1; : : : ;gigiC1; : : : ;gm/ is obtained by multiplying together two consecutive
elements gi ;giC1 from the same groupG˛ . Then

R �W DR � .g1/ � � � � � .gi�1/ � .gi / � .giC1/ � .giC2/ � � � � � .gm/:
Writing R � .g1/ � � � � � .gi�1/D .h1; : : : ;hk/, it suffices to show that

.h1; : : : ;hk/ � .gi / � .giC1/D .h1; : : : ;hk/ � .gigiC1/:
Applying the definition of the dot operator twice and keeping careful track of the
various cases, you can compute

.h1; : : : ;hk/ � .gi / � .giC1/

D

�
. /; k D 0; gigiC1 D 1˛I
.gigiC1/; k D 0; gigiC1 ¤ 1˛I
.h1; : : : ;hk�1/; hk 2G˛ ; hkgigiC1 D 1˛I
.h1; : : : ;hk�1;hkgigiC1/; hk 2G˛ ; hkgigiC1 ¤ 1˛I
.h1; : : : ;hk/; hk …G˛ ; gigiC1 D 1˛I
.h1; : : : ;hk ;gigiC1/; hk …G˛ ; gigiC1 ¤ 1˛:

On the other hand, .h1; : : : ;hk/ � .gigiC1/ is equal to the same value by definition.
The second case, in which W contains an identity element that is deleted to obtain
W 0, follows in a similar way from the fact that R � .1˛/DR.

Now we define r W W ! R by r.W / D . / �W . It follows from (9.1) and (9.2)
that r satisfies the required properties (i) and (ii) as claimed. ut

For each group G˛ , there is a canonical map �˛ W G˛ ! ¨
˛2AG˛ , defined by

sending g 2G˛ to the equivalence class of the word .g/. Each of these maps is a ho-
momorphism, since .g1g2/� .g1/.g2/ for g1;g2 2G˛. Each map is also injective:
if g ¤ 1˛, then the word .g/ is the unique reduced representative of �˛.g/, and . / is
the unique reduced representative of �˛.1˛/, so �˛.g/¤ �˛.1˛/. We usually identify
G˛ with its image under the injection �˛, and write the equivalence class of the word
.g/ simply as g. Therefore, the equivalence class of a word .g1;g2; : : : ;gm/ can be
written g1g2 � � �gm; by a slight abuse of terminology, we also call such a product a
word, and say that it is reduced if the word .g1;g2; : : : ;gm/ is reduced. Multiplica-
tion in the free product is indicated by juxtaposition of such words. Thus we have
finally succeeded in making mathematical sense of products of elements in different
groups.

Example 9.3. Let Z=2 denote the group of integers modulo 2. The free product
Z=2  Z=2 can be described as follows. If we let ˇ and 	 denote the nontrivial
elements of the first and second copies of Z=2, respectively, each element of Z=2
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Z=2 other than the identity has a unique representation as a string of alternating ˇ’s
and 	 ’s. Multiplication is performed by concatenating the strings and deleting all
consecutive pairs of ˇ’s or 	 ’s. For example,

.ˇ	ˇ	ˇ/.	ˇ	ˇ/D ˇ	ˇ	ˇ	ˇ	ˇI

.	ˇ	ˇ/.ˇ	ˇ	ˇ/D ˇ:

Because these two products are not equal, this group is not abelian. //

Example 9.4. Later we will need to consider the free product �1.S1;1/�1.S1;1/.
Letting !.s/ D e2�is as in the preceding chapter, and letting ˇ;	 denote the path
classes of ! in the first and second copies of �1.S1;1/, respectively, each element
of �1.S1;1/�1.S1;1/ other than the identity has a unique expression of the form
ˇi1	j1 � � �ˇim	jm , where i1 or jm may be zero, but none of the other exponents is
zero. //

The free product of groups has an important characteristic property.

Theorem 9.5 (Characteristic Property of the Free Product). Let .G˛/˛2A be an
indexed family of groups. For any group H and any collection of homomorphisms
'˛ W G˛ ! H , there exists a unique homomorphism ˚ W ¨˛2AG˛ !H such that
for each ˛ the following diagram commutes:©

˛2A
G˛

G˛

�˛
�

'˛
� H:

˚

�

(9.3)

Proof. Suppose we are given a collection of homomorphisms ' ˛ W G˛ ! H . The
requirement that˚ ı �˛ D '˛ implies that the desired homomorphism˚ must satisfy

˚.g/D '˛.g/ if g 2G˛, (9.4)

where, as usual, we identify G˛ with its image under �˛. Since ˚ is supposed to be
a homomorphism, it must satisfy

˚.g1 � � �gm/D ˚.g1/ � � �˚.gm/: (9.5)

Therefore, if ˚ and z̊ both satisfy the conclusion, they must be equal because both
must satisfy (9.4) and (9.5). This proves that ˚ is unique if it exists.

To prove existence of ˚ , we use (9.4) and (9.5) to define it. This is clearly a
homomorphism that satisfies the required properties, provided that it is well defined.
To verify that it is well defined, we need to check that it gives the same result when
applied to equivalent words. As usual, we need only check elementary reductions.
If gi ;giC1 2G˛, we have
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˚.gigiC1/D '˛.gigiC1/D '˛.gi /'˛.giC1/D ˚.gi /˚.giC1/;

from which it follows that the definition of ˚ is unchanged by multiplying together
successive elements of the same group. Similarly,˚.1˛/D '˛.1˛/D 1 2H , which
shows that ˚ is unchanged by deleting an identity element. This completes the
proof. ut
Corollary 9.6. The free product is the coproduct in the category of groups.

Proof. The characteristic property is exactly the defining property of the coproduct
in a category. ut
Corollary 9.7. The free product is the unique group (up to isomorphism) satisfying
the characteristic property.

Proof. Theorem 7.57 shows that coproducts in any category are unique up to iso-
morphism. ut

In some texts, a free product is defined as any group satisfying the characteristic
property, or as the coproduct in the category of groups. One must then prove the
existence of such a group by some construction such as the one we have given before
one is entitled to talk about “the” free product. Once existence is proved, uniqueness
follows automatically from category theory. The nice thing about this uniqueness
result is that no matter what specific construction is used to define the free product
(and there are many in the literature), they are all the same up to isomorphism.

Free Groups

In this section, we use the free product construction to create a new class of groups
called free groups, consisting of all possible products of a set of generators, with no
relations imposed at all. We begin with a few more definitions.

LetG be a group. If S is a subset ofG such that the subgroup hSi generated byG
is all ofG, then S is said to generate G , and the elements of S are called generators
for G (see Appendix C). In this case, Exercise C.1 shows that every element of G
can be expressed as a finite product of integral powers of elements of S .

Of course, every group has a set of generators, because we can take S to be the
whole group G. But it is more interesting to find a small set of generators when
possible. For example, a cyclic group is a group generated by a single element.
Every cyclic group is isomorphic either to Z or to Z=n for some n (Exercise C.14).

We begin by defining a free group generated by a single element. Given any
object � , we can form an infinite cyclic group generated by � , called the free group
generated by � and denoted by F.�/, as follows: F.�/ is the set f�g � Z with
multiplication .�;m/.�;k/D .�;kCm/. We identify � with the element .�;1/; thus
we can abbreviate .�;m/ by �m, and think of F.�/ as the group of all integral
powers of � with the obvious multiplication.
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Now suppose we are given an arbitrary set S . We define the free group on S ,
denoted by F.S/, to be the free product of all the infinite cyclic groups generated
by elements of S :

F.S/D
©
�2S

F.�/:

There is a natural injection � W S ,! F.S/, defined by sending each � 2 S to the
word � 2F.S/. (Make sure you understand the various identifications that are being
made here!) Thus we can consider S as a subset of F.S/, and the properties of free
products discussed in the previous section imply that each element of F.S/ other
than the identity can be expressed uniquely as a reduced word � n1

1 �
n2

2 � � ��nk

k
, where

each �i is some element of S , each ni is a nonzero integer, and �i ¤ �iC1 for i D
1; : : : ;k � 1. Multiplication in F.S/ is performed by juxtaposition and combining
consecutive powers of the same �i by the rule �ni �

k
i D �nCk

i , deleting factors of
�0i whenever they occur. In case S D f�1; : : : ;�ng is a finite set, we often denote
the group F.f�1; : : : ;�ng/ by the simpler notation F.�1; : : : ;�n/. (We rely on the
context and typographical differences to make clear the distinction between the free
group F.S/ on the elements of the set S and the free group F.�/ on the singleton
f�g.)

Example 9.8. The free group on the empty set is by convention just the trivial group
f1g. The free group on any singleton, as noted above, is an infinite cyclic group.
The free group on the two-element set fˇ;	g is F.ˇ;	/ D F.ˇ/F.	/, which is
essentially the same as the group described in Example 9.4. //

Theorem 9.9 (Characteristic Property of the Free Group). Let S be a set. For
any group H and any map ' W S ! H , there exists a unique homomorphism
˚ W F.S/!H extending ':

F.S/

S

�
[

�

'
� H:

˚
� (9.6)

Proof. This can be proved directly as in the proof of Theorem 9.5. Alternatively,
recalling that the free group is defined as a free product, we can proceed as fol-
lows. There is a one-to-one correspondence between set functions ' W S !H and
collections of homomorphisms '� W F.�/!H for all � 2 S , by the equation

'� .�
n/D '.�/n:

Translating the characteristic property of the free product to this special case and
using this correspondence yields the result. The details are left as an exercise. ut

I Exercise 9.10. Carry out the details of the proof of Theorem 9.9.

I Exercise 9.11. Prove that the free group on S is the unique group (up to isomorphism)
satisfying the characteristic property.
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Somewhat more generally, any groupG is said to be a free group if there is some
subset S � G such that the homomorphism ˚ W F.S/ ! G induced by inclusion
S ,!G is an isomorphism. The following proposition is straightforward to check.

Proposition 9.12. A group G is free if and only if it has a generating set S � G

such that every element g 2 G other than the identity has a unique expression as a
product of the form

g D �
n1

1 � � ��nk

k
;

where �i 2 S , ni are nonzero integers, and �i ¤ �iC1 for each i D 1; : : : ;k�1.

Proof. See Problem 9-3. ut

Presentations of Groups

It is often convenient to describe a group by giving a set of generators for it, and list-
ing a few rules, or “relations,” that describe how to multiply the generators together.
For example, a cyclic group of order nmight be described as the group generated by
one element 	 with the single relation 	 n D 1; all other relations in the group, such
as 	3n D 1 or 	k�n D 	k , follow from this one. The direct product group Z � Z
might be described as the group with two generators ˇ;	 satisfying the relation
ˇ	 D 	ˇ. The free group F.ˇ;	/ can be described as the group generated by ˇ;	
with no relations.

So far, this is mathematically very vague. What does it mean to say that “all other
relations follow from a given one”? In this section we develop a way to make these
notions precise.

We define a group presentation to be an ordered pair, denoted by hS jRi, where S
is an arbitrary set andR is a set of elements of the free groupF.S/. The elements of
S and R are called the generators and relators, respectively, of the presentation. A
group presentation defines a group, also denoted by hS jRi, as the following quotient
group:

hS jRi D F.S/= xR;
where xR is the normal closure of R in F.S /, which is the intersection of all nor-
mal subgroups of F.S/ containing R; thus xR is the “smallest” normal subgroup
containingR.

Since the quotient of a group by a normal subgroup is again a group (see Ap-
pendix C), hS jRi is indeed a group. Each of the generators s 2 S determines an
element in hS jRi (its coset in the quotient group), which we usually also write as s.
Each of the relators r 2R represents a particular product of powers of the generators
that is equal to 1 in the quotient.

Here is the motivation behind this construction. IfG is any group generated by S ,
there is a surjective homomorphism˚ W F.S/!G, whose existence is guaranteed
by the characteristic property of the free group, and whose surjectivity follows from
the fact that S generatesG. If all the words ofR are to be equal to the identity inG,
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then the kernel of ˚ must at least contain R, and since it is normal, it must contain
xR; thus by the first isomorphism theorem (Theorem C.10), G is isomorphic to a
quotient of F.S/ by a normal subgroup containing xR. By dividing out exactly xR,
we ensure that the only relations that hold in hS jRi are those that are forced by the
relators in R. Thus, in a certain sense, hS jRi is the “largest” group generated by S
in which all the products represented by elements of R are equal to 1.

If a group is defined by a presentation hS jRi, it is quite easy to describe ho-
momorphisms from it to another group H . Suppose we are given a map from the
generating set S intoH . As long as the natural extension of this map to a homomor-
phism F.S/! H takes each element of R to the identity, its kernel must contain
xR, so it descends to the quotient by Theorem C.9 to yield a well-defined homomor-
phism from hS jRi to H .

Now suppose that G is an arbitrary group. A presentation of G is a group pre-
sentation hS jRi together with a specific isomorphism hS jRi Š G. If such an iso-
morphism exists, it is uniquely determined by specifying which element ofG corre-
sponds to each generator in S . Often, if the isomorphism is understood or irrelevant,
we simply say “hS jRi is a presentation of G.”

At this point, the question naturally arises whether every group has a presenta-
tion. In fact, the answer is yes, but the result is not as satisfying as we might have
hoped. Given a group G, the set of all elements of G certainly generates G. By the
characteristic property of the free group, the identity map ofG to itself has a unique
extension to a homomorphism ˚ W F.G/ ! G. If we set R D Ker˚ , then the first
isomorphism theorem says that G Š F.G/=R. Since R is normal, it is equal to its
normal closure, and therefore G has the presentation hGjRi. This is highly ineffi-
cient, of course, since both F.G/ and R are typically vastly larger than G itself.

If G admits a presentation hS jRi in which both S and R are finite sets, we
say that G is finitely presented. In this case, we usually write the presentation as
hs1; : : : ; sn j r1; : : : ; rmi. Since the ri actually all become equal to the identity in the
group defined by the presentation, it is also often convenient to replace the relators
by the equations obtained by setting them equal to the identity, called relations of
the presentation, as in

hs1; : : : ; sn j r1 D 1; : : : ; rm D 1i
or even

hs1; : : : ; sn j r1 D q1; : : : ; rm D qmi:
We take this to be an alternative notation for hs1; : : : ; sn j r1q�1

1 , . . . , rmq�1
m i.

Here are some important examples of group presentations.

Proposition 9.13 (Presentations of Familiar Groups).

(a) The free group on generators ˛1; : : : ;˛n has the presentation

F.˛1; : : : ;˛n/Š h˛1; : : : ;˛n j ¿i:
In particular, Z has the presentation h˛ j ¿i.
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(b) The group Z �Z has the presentation hˇ;	 j ˇ	 D 	ˇi.
(c) The cyclic group Z=n has the presentation

Z=nŠ h˛ j ˛n D 1i:
(d) The group Z=m�Z=n has the presentation

Z=m�Z=nŠ hˇ;	 j ˇm D 1; 	n D 1; ˇ	 D 	ˇi:
Proof. We prove (b), and leave the rest to Problem 9-6.

For brevity, write G D hˇ;	 j ˇ	 D 	ˇi D hˇ;	 j ˇ	ˇ�1	�1i. As usual, we use
the symbolsˇ and 	 to denote either the generators of the free groupF.ˇ;	/ or their
images in the quotient group G. We begin by noting that G is abelian: the equation
ˇ	ˇ�1	�1 D 1, which holds inG by definition, immediately implies ˇ	 D 	ˇ, and
then a simple induction shows that any products of powers of ˇ and 	 commute
with each other. Since ˇ and 	 generate G, this suffices.

We prove the proposition by defining homomorphisms ˚ W G ! Z � Z and
� W Z � Z ! G and showing that they are inverses of each other. To define ˚ , we
first define z̊ W F.ˇ;	/ ! Z � Z by setting z̊.ˇ/ D .1;0/ and z̊.	/ D .0;1/; this
uniquely determines z̊ by the characteristic property of the free group. Explicitly,
z̊ is given by

z̊.ˇi1	j1 � � �ˇim	jm/D .i1C�� �C im;j1C�� �Cjm/: (9.7)

Because ˇ	ˇ�1	�1 2 Ker z̊ by direct computation, z̊ descends to a map ˚ W G !
Z �Z still given by (9.7).

In the other direction, we define � W Z �Z !G by

�.m;n/D ˇm	n:

It follows from the fact that G is abelian that � is a homomorphism. A simple
computation shows that � ı˚.ˇ/ D ˇ, � ı˚.	/D 	 , and ˚ ı�.m;n/ D .m;n/.
Thus ˚ and � are inverses, so G Š Z �Z. ut

In some ways, a presentation gives a very simple and concrete way to under-
stand the properties of a group, and we will describe the fundamental groups of
surfaces in the next chapter by giving presentations. However, you should be aware
that even with a finite presentation in hand, some very basic questions about a group
may still be difficult or impossible to answer. For example, two of the most basic
problems concerning group presentations were first posed around 1910 by topolo-
gists Heinrich Tietze and Max Dehn, shortly after the invention of the fundamental
group: the isomorphism problem for groups is to decide, given two finite presen-
tations, whether the resulting groups are isomorphic; and the word problem is to
decide, given a finite presentation hS jRi and two words formed from elements of
S , whether those words are equal in the group hS jRi (or equivalently, given one
word, to decide whether it is equal to the identity). It was shown in the 1950s that
there is no algorithm for solving either of these problems that is guaranteed to yield
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an answer for every presentation in a finite amount of time! (See [Sti82] for refer-
ences and historical background.) These ideas form the basis for the subject called
combinatorial group theory, which is a lively research field at the intersection of
algebra, topology, and geometry.

Free Abelian Groups

There is an analogue of free groups in the category of abelian groups. In this section,
since all of our groups are abelian, we always write the group operation additively,
and denote the identity element by 0 and the inverse of x by �x. If G is an abelian
group, g 2G, and n 2 Z, the notation ng means the n-fold sum gC�� �Cg, and nG
is the subgroup fng W g 2Gg. A linear combination of elements of G is a finite sum
of the form

Pk
iD1nigi , where g1; : : : ;gk 2G and n1; : : : ;nk 2 Z.

Given a nonempty set S , we wish to define a group whose elements we can
think of as all possible “linear combinations of the elements of S .” The trouble is
that because S is just a set, a linear combination of elements of S does not make
literal sense as a sum. Instead, we just consider such a sum as a “formal linear
combination.” (The word “formal” is used here to indicate that the expression has the
form of a linear combination, but might not actually represent addition of elements
of a previously-defined group.)

The main property of a linear combination is that it is completely determined by
which elements of S appear and which integer coefficient each element has. Thus
we are led to the following definition: a formal linear combination of elements of
S is a map from S to Z that takes the value zero for all but finitely many � 2 S .
Under the operation of pointwise addition, the set of all such functions is an abelian
group, denoted by ZS and called the free abelian group on S .

We can identify each � 2 S with the element of ZS that takes the value 1 on �
and zero on every other element of S , thus identifying S with a subset of ZS . It
follows that each element of ZS can be written uniquely as a finite sum of the form

kX
iD1

ni�i ;

where �i are elements of S and ni are integers. The free abelian group Zf�g on a
singleton f�g is an infinite cyclic group, and is naturally isomorphic to the free group
F.�/; we generally use the notation Zf�g instead of F.�/ when we are writing the
group operation additively. By convention, the free abelian group on the empty set
is the trivial group f0g (we consider a “linear combination of no elements” to sum
to 0).

Proposition 9.14 (Properties of Free Abelian Groups). Let S be a nonempty set.

(a) CHARACTERISTIC PROPERTY: Given any abelian group H and any map
' W S !H , there exists a unique homomorphism˚ W ZS !H extending '.
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(b) The free abelian group Zf�1; : : : ;�ng on a finite set is isomorphic to Zn via the
map .k1; : : : ;kn/ 7! k1�1C�� �Ckn�n.

I Exercise 9.15. Prove Proposition 9.14.

I Exercise 9.16. Prove that for any set S , the identity map of S induces an isomorphism
between the free abelian group on S and the direct sum of infinite cyclic groups generated
by elements of S : ZS ŠL

�2S Zf�g.

Let G be an abelian group. A nonempty subset S � G is said to be linearly
independent if the only linear combination of elements of S that equals zero is
the one for which all the coefficients are zero. (By convention, the empty set is
considered to be linearly independent.) A basis for G is a linearly independent
subset that generates G. Just as in the case of vector spaces, if S is a basis for G,
every element of G can be written uniquely as a linear combination of elements of
S . For example, S is a basis for the free abelian group ZS . The set of elements
ei D .0; : : : ;1; : : : ;0/ (with a 1 in the i th place) for i D 1; : : : ;n is a basis for Zn,
which we call the standard basis.

IfG is an abelian group and there is a subset S �G such that the homomorphism
ZS !G induced by inclusion S ,!G is an isomorphism, thenG is also said to be
a free abelian group. It is important to note that a free abelian group is not just a
free group that happens to be abelian; in fact, it follows from Problem 9-2 that the
only free groups that are abelian are the trivial group and the infinite cyclic groups.

I Exercise 9.17.

(a) Show that an abelian group is free abelian if and only if it has a basis.
(b) Show that any two free abelian groups whose bases have the same cardinality are

isomorphic.

Lemma 9.18. If an abelian group G has a finite basis, then every finite basis has
the same number of elements.

Proof. Suppose G has a basis with n elements. Then G Š Zn by Proposition
9.14(b), and the quotient group G=2G is easily seen to be isomorphic to .Z=2/ n,
which has exactly 2n elements. Since the order of G=2G is independent of the
choice of basis, every finite basis must have n elements. ut

In view of this lemma, if G is a free abelian group with a finite basis, we say G
has finite rank, and we define the rank of G to be the number of elements in any
finite basis. (In fact, in that case every basis is finite; see Problem 9-8.) If G has no
finite basis, we say it has infinite rank.

Proposition 9.19. SupposeG is a free abelian group of finite rank. Every subgroup
of G is free abelian of rank less than or equal to that of G.

Proof. We may assume without loss of generality thatGD Zn. We prove the propo-
sition by induction on n. For nD 1, it follows from the fact that every subgroup of
a cyclic group is cyclic.
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Suppose the result is true for subgroups of Zn�1, and let H be any subgroup
of Zn. Identifying Zn�1 with the subgroup f.k1; : : : ;kn�1;0/g of Zn, the inductive
hypothesis guarantees that H \Zn�1 is free abelian of rankm�1� n�1, so has a
basis fh1; : : : ;hm�1g. If H � Zn�1, we are done. Otherwise, the image of H under
the projection �n W Zn ! Z onto the nth factor is a nontrivial cyclic subgroup of Z.
Let c 2 Z be a generator of this subgroup, and let hm be an element of H such that
�n.hm/D c. The proof will be complete once we show that fh1; : : : ;hmg is a basis
for H .

Suppose a1h1C�� �Camhm D 0. Applying�n to this equation yields amcD 0, so
am D 0. Then a1 D �� � D am�1 D 0 because of the independence of fh1; : : : ;hm�1g,
so fh1; : : : ;hmg is linearly independent. Now suppose h 2 H is arbitrary. Then
�n.h/D ac for some integer a, so h�ahm 2H \ Zn�1. This element can be writ-
ten as a linear combination of fh1; : : : ;hm�1g, which shows that H is generated by
fh1; : : : ;hmg. ut
Corollary 9.20. Every subgroup of a finitely generated abelian group is finitely gen-
erated.

Proof. Let G be a finitely generated abelian group, and let S �G be a finite gener-
ating set for G. By the characteristic property of free abelian groups, the inclusion
S ,! G extends uniquely to a homomorphism F W ZS ! G, which is surjective
because S generates G. If H � G is any subgroup, then F �1.H/ is a finite-rank
abelian group by Proposition 9.19, and F takes any basis for F �1.H/ to a set of
generators forH . ut

Note that the analogue of Corollary 9.20 for nonabelian groups is false: a sub-
group of a finitely generated nonabelian group need not be finitely generated. See
Problem 12-14 for an example.

For the classification of compact surfaces in Chapter 10 and our study of ho-
mology in Chapter 13, we need to extend the notion of rank to finitely generated
abelian groups that are not necessarily free abelian. To that end, we say that an el-
ement g of an abelian group G is a torsion element if ng D 0 for some nonzero
n 2 Z. If ng D n0g0 D 0, then nn0.gCg0/D 0, so the set of all torsion elements is
a subgroupGtor of G, called the torsion subgroup. We say that G is torsion-free if
the only torsion element is 0. It is easy to check that the quotient group G=G tor is
torsion-free.

Proposition 9.21. Any abelian group that is finitely generated and torsion-free is
free abelian of finite rank.

Proof. Suppose G is such a group. If S � G is a linearly independent subset, then
the subgroup hSi � G generated by S is easily seen to be free abelian with S as a
basis.

The crux of the proof is the following claim: there exists a nonzero integer n and
a finite linearly independent set S �G such that nG � hSi. Assuming this, the rest
of the proof goes as follows. Let ' W G !G be the homomorphism '.g/D ng. It is
injective because G is torsion-free, and the claim implies that '.G/� hSi. Thus G



Free Abelian Groups 247

is isomorphic to the subgroup '.G/ of the free abelian group hSi, so by Proposition
9.19, G is free abelian of finite rank.

We prove the claim by induction on the number of elements in a generating set
forG. IfG is generated by one element g, the claim is true with nD 1 and S D fgg,
because the fact that G is torsion-free implies that fgg is a linearly independent set.

Now assume that the claim is true for every torsion-free abelian group generated
by m� 1 elements, and suppose G is generated by a set T D fg1; : : : ;gmg with m
elements. If T is linearly independent, we just take S D T . If not, there is a relation
of the form a1g1C�� �Camgm D 0 with at least one of the coefficients, say am, not
equal to zero. Letting G 0 denote the subgroup of G generated by fg1; : : : ;gm�1g,
this means that amgm 2 G0. Since G 0 is generated by m�1 elements, by induction
there exist a nonzero integer n0 and a finite linearly independent set S � G 0 such
that n0G0 � hSi. Let nD amn

0. Since G is generated by T , for any g 2G we have

ng D amn
0.b1g1C�� �Cbmgm/

D n0.amb1g1C�� �Cambm�1gm�1/Cn0bm.amgm/:

Both terms above are in n0G0 � hSi. It follows that nG � hSi, which completes the
proof. ut

Now let G be any finitely generated abelian group. Because G=G tor is finitely
generated and torsion-free, the preceding proposition implies that it is free abelian
of finite rank. Thus we can define the rank of G to be the rank of G=G tor.

Example 9.22. The rank of Zn is n, and the rank of every finite abelian group is 0
(since every element is a torsion element). The rank of a product group of the form
G D Zn�Z=k1� � � �� Z=km is n, because Gtor D Z=k1� � � ��Z=km. //

The rank-nullity law is a familiar result from linear algebra, which says that
if T W V ! W is a linear map between finite-dimensional vector spaces, then
dimV D dim.ImT /Cdim.KerT /. The next proposition is an analogue of this result
for abelian groups; it will be used in our treatment of homology in Chapter 13.

Proposition 9.23. Suppose G and H are abelian groups and f W G !H is a ho-
momorphism. Then G is finitely generated if and only if both Imf and Kerf are
finitely generated, in which case rankG D rank.Imf /C rank.Kerf /.

Proof. ReplacingH by the image of f , we may as well assume that f W G !H is
surjective. Write K D Kerf � G.

If G is finitely generated, then so is K by Corollary 9.20; and since f is sur-
jective, it takes a set of generators for G to a set of generators for H , so H is also
finitely generated. Conversely, suppose thatK andH are finitely generated. We can
choose generating sets fk1; : : : ;kpg forK and fh1; : : : ;hqg forH , and the fact that f
is surjective means that there are elements gj 2G such that f .gj /D hj . We show
that fk1; : : : ;kp ;g1; : : : ;gqg is a generating set for G. If g 2 G is arbitrary, we can
write f .g/DP

i nihi for some integers n1; : : : ;nq . It follows that g�Pi nigi 2K ,
so it can be written as

P
j mjkj . Thus g DP

i nigi CP
j mjkj as required.
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Now assume thatG (and hence alsoK andH ) is finitely generated. Assume also
for the moment that G and H are free abelian; then K is too by Proposition 9.19.
Choose bases fk1; : : : ;kpg for K and fh1; : : : ;hqg for H . By surjectivity, there are
elements gj 2G such that f .gj /D hj .

The set fki ;gj g is linearly independent, because a relation of the form g DP
imiki CP

j njgj D 0 implies

0D f .g/D
X
j

njf .gj /D
X
j

njhj ;

which implies nj D 0 for each j . Therefore, g D P
imiki D 0, so mi D 0. On

the other hand, if g 2 G is arbitrary, then we can write f .g/ D P
j njhj , which

implies that g�Pj njgj is in K and thus can be written in the form
P
imiki , so

g DP
j njgj CP

imiki . It follows that fki ;gj g is a basis for G, which therefore
has rank equal to pCq D rankKC rankH .

Now consider the general case, in whichG,H , andK are not assumed to be free
abelian. Because a homomorphism takes torsion elements to torsion elements, f
descends to a surjective homomorphism zf W G=Gtor ! H=Htor. Clearly the kernel
of zf containsK=.K\Gtor/DK=Ktor; however, the two groups might not be equal.
Nonetheless, if we can show they have the same rank, then the argument above
implies rankG D rank.G=Gtor/D rank.H=Htor/C rank

�
Ker zf �D rank.H=Htor/C

rank.K=Ktor/D rankH C rankK .
Because K=Ktor � Ker zf � G=Gtor, and the latter is free abelian, it follows

from Proposition 9.19 that K=K tor and Ker zf are free abelian and rank.K=K tor/ �
rank

�
Ker zf �. Thus we need only prove the reverse inequality. For any g 2 G, let

Œg� denote its equivalence class in G=Gtor.
BecauseHtor is a finitely generated torsion group, there is an integerN such that

Nt D 0 for every t 2 Htor. Thus for any Œg� 2 Ker zf , it follows that f .g/ 2 Htor,
and so f .Ng/ D Nf.g/ D 0. This implies that Ng 2 K , and therefore NŒg� 2
K=Ktor. Thus the homomorphism' W G=G tor !G=Gtor given by 'Œg�DNŒg�maps
Ker zf into K=Ktor. Moreover, ' is injective because G=G tor is torsion-free, so by
Proposition 9.19 we conclude that rank

�
Ker zf �� rank.K=Ktor/. ut

Problems

9-1. Show that every free product of two or more nontrivial groups is infinite and
nonabelian.

9-2. The center of a group G is the set Z of elements of G that commute with
every element of G: thus Z D fg 2 G W gh D hg for all h 2 Gg. Show that
a free group on two or more generators has center consisting of the identity
alone.

9-3. Prove Proposition 9.12 (characterization of free groups).
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9-4. Let G1;G2;H1;H2 be groups, and let fi W Gi ! Hi be group homomor-
phisms for i D 1;2.

(a) Show that there exists a unique homomorphism f1  f2 W G1 G2 !
H1 H2 such that the following diagram commutes for i D 1;2:

G1 G2 f1 f2� H1 H2

Gi

�i
�

fi
� Hi ;

�0i
�

where �i W Gi ! G1 G2 and �0i W Hi !H1 H2 are the canonical in-
jections.

(b) Let S1 and S2 be disjoint sets, and let Ri be a subset of the free group
F.Si / for i D 1;2. Prove that hS1[S2 j R1[R2i is a presentation of
the free product group hS1 jR1i  hS2 j R2i.

9-5. Let S be a set, let R and R 0 be subsets of the free group F.S/, and let
� W F.S/ ! hS j Ri be the projection onto the quotient group. Prove that
hS jR[R0i is a presentation of the quotient group hS jRiı�.R0/.

9-6. Prove parts (a), (c), and (d) of Proposition 9.13 (presentations of familiar
groups).

9-7. Show that the free abelian group on a set S is uniquely determined up to
isomorphism by the characteristic property (Proposition 9.14(a)).

9-8. SupposeG is a free abelian group of finite rank. Show that every basis ofG
is finite.

9-9. This problem describes a categorical definition of “free objects” that gener-
alizes the definitions of free groups and free abelian groups. A concrete
category is a category C together with a functor F W C ! Set with the
property that for each pair X;Y 2 Ob.C/, the mapping F W Hom C.X;Y /!
HomSet.F .X/;F .Y // is injective. (Typically, C is a category of sets with
some extra structure and the morphisms are structure-preserving maps, and
F is the “forgetful functor” as described in Example 7.49.) Suppose C is
a concrete category. If S is a set, a free object on S in C is an object
F 2 Ob.C/ together with a map � W S ! F .F /, such that for any object
Y 2 Ob.C/ and any map ' W S ! F .Y /, there exists a unique morphism
˚ 2 HomC.F;Y / such that the following diagram commutes:

F .F /

S

�
�

'
� F .Y /:

F .˚/

� (9.8)

(a) Show that any two free objects on the same set are isomorphic in C.
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(b) Show that a free group is a free object in Grp, and a free abelian group
is a free object in Ab.

(c) What are the free objects in Top?



Chapter 10

The Seifert–Van Kampen Theorem

In this chapter we develop the techniques needed to compute the fundamental groups
of finite CW complexes, compact surfaces, and a good many other spaces as well.
The basic tool is the Seifert–Van Kampen theorem, which gives a formula for the
fundamental group of a space that can be decomposed as the union of two open,
path-connected subsets whose intersection is also path-connected.

In the first section we state a rather general version of the theorem. Then we
examine two special cases in which the formula simplifies considerably. The first
special case is that in which the intersection of the two subsets is simply connected:
then the theorem says that the fundamental group of the big space is isomorphic
to the free product of the fundamental groups of its subspaces. The second special
case is that in which one of the two subsets is itself simply connected: then the
fundamental group of the big space is the quotient of the fundamental group of the
piece that is not simply connected by the path classes in the intersection.

With the general theory in hand, we then apply it to compute the fundamental
groups of wedge sums, graphs, and finite CW complexes. Using these results, we
compute the fundamental groups of all the compact surfaces, and thereby complete
the classification theorem for surfaces by showing the surfaces on our list are all
topologically distinct because their fundamental groups are not isomorphic.

After these applications, we give a detailed proof of the Seifert–Van Kampen
theorem.

Statement of the Theorem

Here is the situation in which we will be able to compute fundamental groups. Sup-
pose we are given a space X that is the union of two open subsets U;V � X , and
suppose we can compute the fundamental groups of U , V , and U \ V , each of
which is path-connected. As we will see below, every loop in X is path-homotopic
to a product of loops, each of which lies in either U or V ; such a loop can be
thought of as representing an element of the free product � 1.U /�1.V /. But each

J.M. Lee, Introduction to Topological Manifolds, Graduate Texts in Mathematics 202,
DOI 10.1007/978-1-4419-7940-7_10, © Springer Science+Business Media, LLC 2011
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loop in U \V represents only a single element of �1.X/, even though it represents
two distinct elements of the free product (one in �1.U / and one in �1.V /). Thus
the fundamental group of X can be thought of as the quotient of this free product
modulo some relations coming from �1.U \V / that express this redundancy.

Let us set the stage for the precise statement of the theorem. Let X be a topolog-
ical space, let U;V � X be open subsets whose union is X and whose intersection
is nonempty, and choose any base point p 2 U \V . The four inclusion maps

U

U \V

i

�

X

k
�

V

l

�

j �

(10.1)

induce fundamental group homomorphisms

�1.U;p/

�1.U \V;p/

i� �

�1.X;p/:

k�
�

�1.V;p/

l�

�

j� �

Now insert the free product group �1.U;p/ �1.V;p/ into the middle of the
picture. By the characteristic property of the free product, k � and l� induce a ho-
momorphism ˚ W �1.U;p/�1.V;p/! �1.X;p/ such that the following diagram
commutes:

�1.U;p/

�1.U \V;p/

i�
�

�1.U;p/�1.V;p/
�

\

˚� �1.X;p/:

k�
�

�1.V;p/
[

�

l�

�

j� �

(10.2)

Theorem 10.1 (Seifert–Van Kampen). Let X be a topological space. Suppose
that U;V � X are open subsets whose union is X , with U , V , and U \ V path-
connected. Let p 2 U \V , and define a subset C � �1.U;p/�1.V;p/ by

C D ˚
.i�	/.j�	/�1 W 	 2 �1.U \V;p/� :
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Then the homomorphism ˚ defined by (10.2) is surjective, and its kernel is the
normal closure of C in �1.U;p/�1.V;p/. Therefore,

�1.X;p/Š �
�1.U;p/�1.V;p/

�ı xC: (10.3)

In particular, �1.X;p/ is generated by the images of �1.U;p/ and �1.V;p/ under
the homomorphisms induced by inclusion.

The proof of the theorem is rather technical, so we postpone it until the end of
the chapter. Before proving it, we illustrate its use with a number of examples.

It is useful to describe the quotient group that appears in the Seifert–Van Kam-
pen theorem in abstract algebraic terms. Suppose H , G1, and G2 are groups,
and f1 W H ! G1 and f2 W H ! G2 are homomorphisms. The amalgamated free
product of G1 and G2 along H , denoted by G1 H G2, is the quotient group
.G1 G2/

ı xC , where C is the set ff1.g/f2.g/�1 W g 2 H g, thought of as a sub-
set of G1 G2 by means of the usual inclusions of G1 and G2 into the free product.
The Seifert–Van Kampen theorem can thus be rephrased in the following way.

Corollary 10.2. Under the hypotheses of the Seifert–Van Kampen theorem, the ho-
momorphism ˚ descends to an isomorphism from the amalgamated free product
�1.U;p/�1.U\V;p/ �1.V;p/ to �1.X;p/. ut

When the groups in question are finitely presented, the amalgamated free product
has a useful reformulation in terms of generators and relations, which we will use
frequently for describing fundamental groups.

Theorem 10.3 (Presentation of an Amalgamated Free Product). Let f1 W H !
G1 and f2 W H ! G2 be group homomorphisms. Suppose G1, G2, and H have the
following finite presentations:

G1 Š h˛1; : : : ;˛m j �1; : : : ;�r iI
G2 Š hˇ1; : : : ;ˇn j �1; : : : ;�siI
H Š h	1; : : : ;	p j �1; : : : ;�t i:

Then the amalgamated free product has the presentation

G1 H G2 Šh˛1; : : : ;˛m;ˇ1; : : : ;ˇn j
�1; : : : ;�r ;�1; : : : ;�s ;u1 D v1; : : : ;up D vpi; (10.4)

where ua is an expression for f1.	a/ 2 G1 in terms of the generators f˛ig, and va
similarly expresses f2.	a/ 2G2 in terms of fˇj g.

Proof. This is an immediate consequence of Problems 9-4(b) and 9-5. ut
Most of our applications of the Seifert–Van Kampen theorem are in special cases

in which one of the sets U , V , or U \V is simply connected. Let us restate the
theorem in those special cases.

The first special case is that in which U \V is simply connected. In that case, xC
is the trivial group, so the following corollary is immediate.
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Corollary 10.4 (First Special Case: Simply Connected Intersection). Assume the
hypotheses of the Seifert–Van Kampen theorem, and suppose in addition that U \V
is simply connected. Then ˚ is an isomorphism between �1.U;p/�1.V;p/ and
�1.X;p/. If the fundamental groups of U and V have presentations

�1.U;p/Š h˛1; : : : ;˛m j �1; : : : ;�r i;
�1.V;p/Š hˇ1; : : : ;ˇn j �1; : : : ;�si;

then �1.X;p/ has the presentation

�1.X;p/Š h˛1; : : : ;˛m;ˇ1; : : : ;ˇn j �1; : : : ;�r ;�1; : : : ;�si;
where the generators ˛a , ˇa are represented by the same loops as in the original
presentations, but now considered as loops in X instead of U or V . ut

The other special case we need is that in which one of the open subsets, say U , is
simply connected. In that case, diagram (10.2) simplifies considerably. Because the
top group �1.U;p/ is trivial, both of the homomorphisms i� and k� are trivial, and
the free product in the middle reduces to �1.V;p/. Moreover, the homomorphism
˚ is just equal to l�, and the set C is just the image of j�, so the entire diagram
collapses to

�1.U \V;p/ j��! �1.V;p/
l��! �1.X;p/:

The conclusion of the theorem reduces immediately to the following corollary.

Corollary 10.5 (Second Special Case: One Simply Connected Set). Assume the
hypotheses of the Seifert–Van Kampen theorem, and suppose in addition that U is
simply connected. Then inclusion l W V ,!X induces an isomorphism

�1.X;p/Š �1.V;p/

�
j��1.U \V;p/;

where j��1.U \V;p/ is the normal closure of j��1.U \V;p/ in �1.V;p/. If the
fundamental groups of V and U \V have finite presentations

�1.V;p/Š hˇ1; : : : ;ˇn j �1; : : : ;�si;
�1.U \V;p/Š h	1; : : : ;	p j �1; : : : ;�t i;

then �1.X;p/ has the presentation

�1.X;p/Š hˇ1; : : : ;ˇn j �1; : : : ;�s ;v1; : : : ;vpi;
where the generators ˇa are represented by the same loops as in the presentation
of the fundamental group of V , but considered as loops in X ; and each v a is an
expression for j�	a 2 �1.V;p/ in terms of fˇ1; : : : ;ˇng. ut

It is worth remarking here that the Seifert–Van Kampen theorem can be gener-
alized to an open cover of X by any number, finite or infinite, of path-connected
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open subsets containing the base point. This generalization can be found in [Sie92]
or [Mas77].

Applications

The main purpose of this chapter is to show how to use the Seifert–Van Kampen the-
orem to compute fundamental groups. (To “compute” a fundamental group means
to give a description of the group structure, either by describing a group that it is
isomorphic to, or by giving an explicit presentation, and to define explicit loops
representing each of the generators.)

Wedge Sums

As our first application, we compute the fundamental group of a wedge sum of
spaces. Let X1; : : : ;Xn be topological spaces, with base points pj 2 Xj . Recall
from Example 3.54 that the wedge sum X1_ � � � _Xn is defined as the quotient of`
j Xj by the equivalence relation generated by p1 � � � � � pn. Let q W `j Xj !

X1_ � � �_Xn denote the quotient map.
Observe that inclusion of Xj into

`
j Xj followed by projection onto the quo-

tient induces continuous injective maps �j W Xj ,! X1 _ � � � _Xn. Each of these
maps is an embedding: if U � Xj is an open subset not containing pj , then U
is a saturated open subset, so �j .U / is open. On the other hand, if pj 2 U , then
V D q

�
U [`k¤j Xk

�
is the image of a saturated open subset and thus open in the

quotient space; and �j .U / is equal to the intersection of �j .Xj / with V and thus is
open in the subspace topology of �j .Xj /.

Identifying each Xj with its image under �j , we consider Xj as a subspace of
X1_� � �_Xn. We let  denote the point inX1_� � �_Xn that is the equivalence class
of the base points p1; : : : ;pn.

In order to use the Seifert–Van Kampen theorem to compute the fundamental
group of the wedge sum, we need to put a mild restriction on the type of base points
we consider. A point p in a topological space X is said to be a nondegenerate base
point if p has a neighborhood that admits a strong deformation retraction ontop. For
example, every base point in a manifold is nondegenerate, because any coordinate
ball neighborhood admits a strong deformation retraction onto each of its points. (In
more advanced treatments of homotopy theory a slightly more restrictive definition
of nondegenerate base point is used, but this one suffices for our purposes.)

Lemma 10.6. Suppose pi 2Xi is a nondegenerate base point for i D 1; : : : ;n. Then
 is a nondegenerate base point in X1_ � � �_Xn.

Proof. For each i , choose a neighborhoodW i of pi that admits a strong deformation
retraction ri W Wi ! fpig, and let Hi W Wi � I ! Wi be the associated homotopy
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Fig. 10.1: Computing the fundamental group of a wedge sum.

from IdWi
to �fpi g ı ri . Define a mapH W �`iWi

��I !`
iWi by lettingH DHi

onWi�I . The restriction of the quotient map q to the saturated open subset
`
iWi is

a quotient map to a neighborhoodW of , and thus q� Id I W �`iWi
��I !W �I

is a quotient map by Lemma 4.72. Since q ıH respects the identifications made by
q� IdI , it descends to the quotient and yields a strong deformation retraction of W
onto fg. ut
Theorem 10.7. Let X1; : : : ;Xn be spaces with nondegenerate base points pj 2Xj .
The map

˚ W �1.X1;p1/ � � ��1.Xn;pn/! �1.X1_ � � �_Xn;/
induced by �j � W �1.Xj ;pj /! �1.X1_ � � �_Xn;/ is an isomorphism.

Proof. First consider the wedge sum of two spaces X1_X2. We would like to use
Corollary 10.4 to the Seifert–Van Kampen theorem with U DX 1, V DX2 (consid-
ered as subspaces of the wedge sum), and U \V D fg. The trouble is that these
spaces are not open in X1_X2, so the corollary does not apply directly. To rem-
edy this, we replace them by slightly “thicker” spaces using the nondegenerate base
point condition.

Choose neighborhoods Wi in which pi is a strong deformation retract, and let
U D q.X1qW2/, V D q.W1qX2/, where q W X1qX2 !X1_X2 is the quotient
map (Fig. 10.1). Since X1qW2 and W1qX2 are saturated open sets in X1qX2,
the restriction of q to each of them is a quotient map onto its image, and U and V
are open in the wedge sum.

The key fact is that the three inclusion maps
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fg ,! U \V;
X1 ,! U;

X2 ,! V

are all homotopy equivalences, because each subspace on the left-hand side is
a strong deformation retract of the corresponding right-hand side. For U \ V ,
this follows immediately from the preceding lemma. For U , choose a homotopy
H2 W W2 � I ! W2 that gives a strong deformation retraction of W2 onto p2, and
define G1 W .X1 qW2/� I ! X1 qW2 to be the identity on X1 � I and H2 on
W2� I ; it descends to the quotient and yields a strong deformation retraction of U
onto X1. A similar construction shows V 'X2.

Because U \ V is contractible, Corollary 10.4 implies that the inclusion maps
U ,!X1_X2 and V ,!X1_X2 induce an isomorphism

�1.U;/�1.V;/! �1.X1_X2;/:
Moreover, the injections �1 W X1 ,!U and �2 W X2 ,! V , which are homotopy equiv-
alences, induce isomorphisms �1.X1;p1/! �1.U;/ and �1.X2;p2/! �1.V;/.
Composing these isomorphisms proves the proposition in the case nD 2. The case
of n > 2 spaces follows by induction, because Lemma 10.6 guarantees that the hy-
potheses of the proposition are satisfied by X1 and X2_ � � �_Xn. ut
Example 10.8. The preceding proposition shows that the bouquet S 1_� � �_S1 of n
circles has a fundamental group isomorphic to Z  � � � Z, which is a free group on
n generators. In fact, it shows more: since the isomorphism is induced by inclusion
of each copy of S1 into the bouquet, we can write explicit generators of this free
group. If !i denotes the standard loop in the i th copy of S 1, then the fundamental
group of the bouquet is just the free group F.Œ!1�; : : : ; Œ!n�/. //

Graphs

As a second application, we compute the fundamental group of a finite graph. Let
us begin by recalling and expanding upon the definitions from Chapter 5. A graph
is a CW complex of dimension 0 or 1. The 0-cells of a graph are called its vertices,
and the 1-cells are called its edges. It follows from the definition of a CW complex
that for each edge e, the set xeX e consists of one or two vertices; if a vertex v is
contained in xe, we say that v and e are incident. A subgraph is a subcomplex of
a graph; thus if a subgraph contains an edge, it also contains the vertex or vertices
incident with it.

An edge that is incident with only one vertex is called a self-loop. If two or more
edges are incident with the same one or two vertices, they are called multiple edges.
A graph with no self-loops or multiple edges is called a simple graph. (Some graph
theory texts reserve the term “graph” to refer to a simple graph, in which case the
more general kind of graph defined here is usually called a multigraph.)
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Fig. 10.2: A graph with three cycles. Fig. 10.3: A tree.

An edge path in a graph is a finite sequence .v0;e1;v1; : : : ;vk�1;ek;vk/ that
starts and ends with vertices and alternates between vertices and edges, such that
for each i , fvi�1;vi g is the set of vertices incident with the edge ei . (Thus vi�1 D vi
if and only if ei is a self-loop.) The vertices v0 and vk are called the initial vertex
and terminal vertex of the edge path, respectively, and we say it is an edge path
from v0 to vk. We also allow a trivial edge path .v0/ consisting of one vertex alone.
An edge path is said to be closed if v0 D vk , and simple if no edge or vertex appears
more than once, except that v0 might be equal to vk .

I Exercise 10.9. Show that a graph � is connected if and only if given any two vertices
v;v0 2 � , there is an edge path from v to v0. In a connected graph, show that any two
vertices can be connected by a simple edge path.

A cycle is a nontrivial simple closed edge path (see Fig. 10.2). A tree is a con-
nected graph that contains no cycles (Fig. 10.3). A tree cannot contain self-loops
or multiple edges: if e is a self-loop incident with the vertex v, then .v;e;v/ is a
cycle; and if e 0 and e00 are two edges incident with the vertices v 0 and v00, then
.v0;e0;v00;e00;v0/ is a cycle. It follows that every tree is a simple graph.

Theorem 10.10. Every finite tree is contractible, and thus simply connected.

Proof. Let T be a finite tree. The proof is by induction on the number of edges in T .
If there are no edges, then T consists of a single vertex and is therefore contractible.
So assume every tree with n edges is contractible, and let T be a tree with nC 1

edges.
Because T is a simple graph, every edge of T is incident with exactly two ver-

tices. If every vertex in T is incident with at least two edges, then arguing exactly
as in the proof of the classification theorem for 1-manifolds (Theorem 5.27), we can
construct doubly infinite sequences .vj /j2Z of vertices and .ej /j2Z of edges such
that for each j , vj�1 and vj are the two vertices incident with ej , and ej , ejC1 are
two different edges incident with vj . Because T is finite, there must be some inte-
gers n and nCk > n such that vn D vnCk . If n and k are chosen so that k is the min-
imum positive integer with this property, this means that .vn;enC1; : : : ;enCk;vnCk/
is a cycle, contradicting the assumption that T is a tree. Thus there must be a vertex
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T0

vv0

e

Fig. 10.4: Proof that a tree is contractible.

v that is incident with at most one edge. Since T is connected, v is incident with
exactly one edge, say e, and e is incident with exactly one other vertex v 0 (Fig. 10.4).

Let T0 be the subgraph of T with the vertex v and the edge e deleted. The con-
stant map from xe onto fv 0g is a strong deformation retraction; extending this to be
the identity on T0 yields a strong deformation retraction of T onto T0. Therefore, T
is homotopy equivalent to T0, which is contractible by the induction hypothesis. ut

Let � be a graph. A spanning tree in � is a subgraph that is a tree and that
contains every vertex of � .

Proposition 10.11. Every finite connected graph contains a spanning tree.

Proof. Let � be a finite connected graph. If � D ¿, then the empty subgraph is
a spanning tree. Otherwise, we begin by showing that � contains a maximal tree,
meaning a subgraph that is a tree and is not properly contained in any larger tree in
� . To prove this, start with any nonempty tree T0 � � (e.g., a single vertex). If it is
not maximal, then it is contained in a strictly larger tree T1. Continuing in this way
by induction, we obtain a sequence of trees T0 � T1 � � � � , each properly contained
in the next. Because � is finite, the process cannot go on forever, so eventually we
obtain a tree T � � that is not contained in any strictly larger tree.

To show that T is a spanning tree, suppose for the sake of contradiction that there
is a vertex v 2 � that is not contained in T . Because � is connected, there is an edge
path from a vertex v0 2 T to v, say .v0;e1; : : : ;ek ;vk D v/. Let vi be the last vertex
in the edge path that is contained in T . Then the edge e iC1 is not contained in T ,
because if it were, viC1 would also be in T because T is a subgraph. The subgraph
T 0 D T [eiC1 properly contains T , so it is not a tree, and therefore contains a cycle.
This cycle must include eiC1 or viC1, because otherwise it would be a cycle in T .
However, since eiC1 is the only edge of T 0 that is incident with viC1, and viC1 is
the only vertex of T 0 incident with eiC1, there can be no such cycle. ut

Let � be a finite connected graph. We construct a set of generators for the fun-
damental group of � as follows. Choose a vertex v as base point, and let T � �

be a spanning tree. Let e1; : : : ;en be the edges of � that are not in T (Fig. 10.5),
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Fig. 10.5: Generators for the fundamental group of a graph.

and for each i let fwi ;w0
i g be the set of vertices incident with ei . (Thus wi D w0

i

if ei is a self-loop.) We can choose paths gi and hi in T from v to wi and w0
i , re-

spectively. Let fi denote the loop in � obtained by first following g i from v to wi ,
then traversing ei , and then following xhi fromw0

i back to v. Note that the path class
Œfi � is independent of the choices of gi and hi , because any two paths in T with the
same endpoints are path-homotopic.

Theorem 10.12 (Fundamental Group of a Finite Graph). The fundamental group
of a finite connected graph� based at a vertex v is the free group on the path classes
Œf1�; : : : ; Œfn� constructed above.

Proof. We prove the theorem by induction on the number n of edges in � XT . If
nD 0, then � is a tree and hence simply connected, so there is nothing to prove.

For nD 1, we must show that � is the infinite cyclic group generated by Œf1�. Let
T be the chosen spanning tree, and let e be the single edge in � XT . By assumption,
there is a cycle .v0;e1; : : : ;em;vm/ in � (Fig. 10.6(a)). This cycle must include the
edge e, because otherwise it would be a cycle in T . The subgraphC � � consisting
of the union of the vertices and edges fv0;e1; : : : ;em;vmg is homeomorphic to S1

by the same argument as in the proof of Theorem 5.27. We will show that inclusion
C ,! � is a homotopy equivalence.

Let K be the union of all the edges in � XC together with their vertices. Each
componentKi ofK is a connected subgraph of � contained in T , and is therefore a
tree (since a cycle in Ki would also be one in T ). Moreover, each such component
shares at least one vertex yi with C because � is connected. In fact, it shares exactly
one: if Ki \C contained two vertices yi ;y0

i , it would be possible to find a cycle in
T by following an edge path in K i from yi to y 0

i followed by the edge path in C
from y 0

i to yi that does not contain e.
Now define a strong deformation retraction of � onto C as follows: on each K i ,

it is a strong deformation retraction of K i onto yi , which exists by Problem 10-4;
and on C it is the identity. The resulting map is continuous by the gluing lemma,
and shows that � ' S1.
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Fig. 10.6: Proof that the fundamental group of a graph is free.

It remains to show that the path class Œf1� is a generator of �1.�;v/. Let z be any
vertex in C . A path a that starts at z and traverses each edge of C in order is clearly
path-homotopic to the standard generator of S 1 
 C (or its inverse). Choosing any
path b from z to v yields an isomorphism ˚b W �1.�;z/! �1.�;v/ as in Theorem
7.13. Thus a generator of �1.�;v/ is ˚bŒa�D

	xb �a �b
. Since xb �a �b is a path that
goes from v to w1, traverses e, and returns to v, it is homotopic to f1. (Remember
that the path class of f1 is independent of which paths we choose from v to w1 and
w0
1.) This completes the proof in the case nD 1.
Now let n� 1, and assume the conclusion holds for every graph with n edges in

the complement of a spanning tree. Let � be a graph with a spanning tree T � �

such that � X T consists of nC 1 edges e1; : : : ;enC1. We apply the Seifert–Van
Kampen theorem in the following way. For each i D 1; : : : ;nC 1, choose a point
xi 2 ei (Fig. 10.6(b)). Let U D � X fx1; : : : ;xng and V D � X fxnC1g. Both U and
V are open in � , and just as before it is easy to construct deformation retractions
to show that U \ V ' T , U ' T [ enC1, and V ' � X enC1. By the inductive
hypothesis, �1.V;v/ D F.Œf1�; : : : ; Œfn�/ and �1.U;v/ D F.ŒfnC1�/. Since U \V
is simply connected, Corollary 10.4 shows that �1.�;v/ is isomorphic to the free
product of these two free groups, which in turn is isomorphic the free group on
Œf1�; : : : ; ŒfnC1� as claimed. ut

Fundamental Groups of CW Complexes

Our next application of the Seifert–Van Kampen theorem is to give an algorithm
for computing a presentation of the fundamental group of a finite CW complex. We
have already taken care of the case of a complex of dimension 0 or 1 in our treatment
of graphs above. The next step is to examine the consequence of attaching cells of
higher dimensions.
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Fig. 10.7: Attaching a disk.

We begin with 2-cells. Although the details of the proof are a bit involved, the
basic idea is that when a 2-cell is attached to a space X , the attaching map can be
thought of as the circle representative for an element of �1.X/, and attaching the
cell “kills” that element because it becomes null-homotopic in the adjunction space.

Proposition 10.13 (Attaching a Disk). Let X be a path-connected topological
space, and let zX be the space obtained by attaching a closed 2-cellD toX along an
attaching map ' W @D !X . Let v 2 @D, zv D '.v/ 2X , and 	 D '�.˛/ 2 �1.X; zv/,
where ˛ is a generator of the infinite cyclic group �1.@D;v/. Then the homomor-
phism �1.X; zv/ ! �1

� zX; zv� induced by inclusion X ,! zX is surjective, and its
kernel is the smallest normal subgroup containing 	 . If �1.X; zv/ has a finite presen-
tation

�1.X; zv/Š hˇ1; : : : ;ˇn j �1; : : : ;�si;
then �1

� zX; zv� has the presentation

�1
� zX; zv�Š hˇ1; : : : ;ˇn j �1; : : : ;�s ;�i;

where � is an expression for 	 2 �1.X; zv/ in terms of fˇ1; : : : ;ˇng.

Proof. Let q W X qD ! zX be the quotient map. As usual, we identify X with
its image under q, so we can consider X as a subspace of zX . First we set up some
notation (see Fig. 10.7). Choose a point z 2 IntD, set U D IntD and V DXq �

DX
fzg�, and let zU D q.U /, zV D q.V /� zX . Since U and V are saturated open subsets,

the restrictions of q toU and V are quotient maps, and their images zU ; zV are open in
zX . Moreover, zU and zU \ zV are path-connected because they are continuous images
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of path-connected sets, and zV is path-connected because it is the union of the path-
connected sets X and zU \ zV that have the point zv in common.

In order to apply the Seifert–Van Kampen theorem in this situation, we need to
work with a base point in zU \ zV . Choose p 2 IntDXfzg 
 B2Xf0g, and let c W I !
IntDXfzg be a loop based at p whose path class generates �1.IntDXfzg;p/. Then
let zp D q.p/ 2 zU \ zV , and zc D q ı c. In general, we use symbols without tildes to
denote sets, points, or paths in D, and the same symbols with tildes to denote their
images in zX .

The restriction of q to U is a one-to-one quotient map and therefore a home-
omorphism onto its image. Since U is simply connected, so is zU . On the other
hand, zU \ zV is the image under q of the saturated open subset IntD X fzg, so
q W IntDXfzg ! zU \ zV is an injective quotient map and thus a homeomorphism. It
follows that �1

� zU \ zV ; zp� is the infinite cyclic group generated by Œzc�. Now Corol-

lary 10.5 implies that inclusion zV ,! zX induces a surjective map

�1
� zV ; zp�! �1

� zX; zp�; (10.5)

whose kernel is the normal closure of the cyclic subgroup generated by Œzc�.
We are really interested in the base point zv, not zp. Let b be a path in D from

p to v; a be a path in @D that is a representative of the generator ˛ mentioned in
the statement of the theorem; zb D q ı b, a path in zV from zp to zv; and za D q ı a, a
loop in X based at zv which represents 	 . The loop xb � c � b based at v is a genera-
tor of �1.DX fzg;v/, and thus (after replacing c with its reverse path if necessary)
it is path-homotopic in D X fzg to a. Therefore, the change of basis isomorphism
˚zb W �1

� zX; zp� ! �1
� zX; zv� given by Theorem 7.13 takes Œzc� to Œza� D 	 , and sim-

ilarly with zV in place of zX . Applying these isomorphisms to (10.5) (and noting
that the change of basis isomorphisms commute with homomorphisms induced by
inclusions), we obtain a surjective homomorphism

�1
� zV ; zv�! �1

� zX; zv� (10.6)

whose kernel is the smallest normal subgroup containing 	 .
To complete the proof, we just need to relate the fundamental group of zV with

that of X . Combining a strong deformation retraction of D X fzg onto @D with
the identity map of X , we obtain a homotopy H W V � I ! V that yields a strong
deformation retraction of V ontoXq@D. Because qıH respects the identifications
made by q � IdI W V � I ! zV � I (which is a quotient map by Lemma 4.72), it
descends to a strong deformation retraction of zV onto X . Therefore the inclusion
X ,! zV is a homotopy equivalence. Thus we can replace �1

� zV ; zv� with �1
�
X; zv�

in (10.6), and we still have a surjective homomorphism whose kernel is the smallest
normal subgroup containing 	 . The statement about presentations then follows from
Theorem 10.3. ut

The analogous result for higher-dimensional cells is much simpler.
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Proposition 10.14 (Attaching an n-cell). Let X be a path-connected topological
space, and let zX be a space obtained by attaching an n-cell to X , with n� 3. Then
inclusion X ,! zX induces an isomorphism of fundamental groups.

Proof. We define open subsets zU ; zV � zX just as in the preceding proof. In this case,
zU \ zV is simply connected, because it is homeomorphic to BnX f0g, and the result
follows. ut

Putting these results together, we obtain the following powerful theorem. For
technical reasons, the computations are much simpler if we assume that the base
point lies in the closure of each of the 2-cells. We leave it to the interested reader to
work out the modifications needed when this is not the case.

Theorem 10.15 (Fundamental Group of a Finite CW Complex). Suppose X is
a connected finite CW complex, and v is a point in the 1-skeleton of X that is
contained in the closure of every 2-cell. Let ˇ1; : : : ;ˇn be generators for the free
group �1.X1;v/, and let e1; : : : ;ek be the 2-cells of X . For each i D 1; : : : ;k,
let ˚i W Di ! X be a characteristic map for ei that takes vi 2 @Di to v, let
'i D ˚i j@Di

W @Di ! X1 be the corresponding attaching map, let ˛ i be a gener-
ator of �1.@Di ;vi /, and let �i be an expression for .'i /�.˛i / 2 �1.X1;v/ in terms
of the generators fˇig. Then �1.X;v/ has the following presentation:

�1.X;v/Š hˇ1; : : : ;ˇn j �1; : : : ;�ki:
Proof. This follows immediately by induction from the two preceding propositions,
using the result of Exercise 5.19. ut

Fundamental Groups of Compact Surfaces

The computations in this chapter allow us to compute the fundamental groups of
all compact surfaces. Now it will become clear why we chose similar notations for
surface presentations and group presentations.

Theorem 10.16 (Fundamental Groups and Polygonal Presentations). Let M be
a topological space with a polygonal presentation ha1; : : : ;an jW i with one face, in
which all vertices are identified to a single point. Then �1.M/ has the presentation
ha1; : : : ;an jW i.

Proof. As we observed in Chapter 6, a polygonal presentation determines a CW
decomposition of M in a natural way. Under the assumption that all the vertices
are identified to a single point, the 1-skeleton M1 is a wedge sum of circles, one
for each symbol in the presentation, and thus its fundamental group has the presen-
tation ha1; : : : ;an j ¿i. The attaching map of the single 2-cell maps the boundary
of the polygon onto the loop in M1 obtained by following the generators in the or-
der specified by the word W (see Fig. 10.8). The result follows immediately from
Proposition 10.13. ut
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M

Fig. 10.8: Fundamental group of a surface.

Corollary 10.17 (Fundamental Groups of Compact Surfaces). The fundamental
groups of compact connected surfaces have the following presentations:

(a) �1
�
S2
�Š h¿ j ¿i (the trivial group).

(b) �1
�
T2 # � � �# T 2

�Š ˝
ˇ1;	1; : : : ;ˇn;	n j ˇ1	1ˇ�1

1 	�1
1 � � �ˇn	nˇ�1

n 	�1
n D 1

˛
.

(c) �1
�
P2 # � � �# P 2

�Š ˝
ˇ1; : : : ;ˇn j ˇ21 � � �ˇ2n D 1

˛
.

Proof. For S2, this follows from Theorem 7.20. For all of the other surfaces, it
follows from Theorem 10.16, using the standard presentations of Example 6.13,
and noting that for each surface other than the sphere, the standard presentation
identifies all of the vertices to one point, as you can easily check. ut

In particular, for the torus this gives �1
�
T 2
� Š hˇ;	 j ˇ	 D 	ˇi, which agrees

with the result we derived earlier. In the case of the projective plane, this gives
�1
�
P2
�Š ˝

ˇ j ˇ2 D 1
˛Š Z=2.

Now we are finally in a position to fill the gap in our classification of surfaces by
showing that the different surfaces on our list are actually topologically distinct. We
do so by showing that their fundamental groups are not isomorphic. Even this is not
completely straightforward, because it involves solving the isomorphism problem
for certain finitely presented groups. But in this case we can reduce the problem to
a much simpler problem involving abelian groups.

Given a group G, the commutator subgroup of G , denoted by ŒG;G�, is the
subgroup of G generated by all elements of the form ˛ˇ˛�1ˇ�1 for ˛;ˇ 2G.

I Exercise 10.18. Suppose G is a group.

(a) Show that ŒG;G� is a normal subgroup of G.
(b) Show that ŒG;G� is trivial if and only ifG is abelian.
(c) Show that the quotient group G=ŒG;G� is always abelian.
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The quotient groupG=ŒG;G� is denoted by Ab.G/ and called the abelianization
of G . Because an isomorphismF W G1 !G2 takes the commutator subgroup ofG1
to that of G2, isomorphic groups have isomorphic abelianizations. The abelianiza-
tion is the “largest” abelian quotient of G, or equivalently the largest abelian ho-
momorphic image of G, in the sense that any other homomorphism into an abelian
group factors through the abelianization, as the following characteristic property
shows.

Theorem 10.19 (Characteristic Property of the Abelianization). Let G be a
group. For any abelian groupH and any homomorphism ' W G !H , there exists a
unique homomorphism z' W Ab.G/!H such that the following diagram commutes:

G
'� H

Ab.G/:
� z'

�

I Exercise 10.20. Prove Theorem 10.19.

It is relatively easy to compute the abelianizations of our surface groups.

Proposition 10.21. The fundamental groups of compact surfaces have the following
abelianizations:

Ab
�
�1
�
S2
��D f1gI

Ab
�
�1
�
T 2 # � � �# T 2„ ƒ‚ …

n

��Š Z2nI

Ab
�
�1
�
P2 # � � �# P 2„ ƒ‚ …

n

��Š Zn�1� Z=2:

Proof. The case of the sphere is immediate from Theorem 7.20. Consider next an
orientable surface of genus n, and let

G Š ˝
ˇ1;	1; : : : ;ˇn;	n j ˇ1	1ˇ�1

1 	�1
1 � � �ˇn	nˇ�1

n 	�1
n

˛
be the fundamental group. Define a map ' W Ab.G/ ! Z2n as follows. Let ei D
.0; : : : ;1; : : : ;0/ 2 Z2n (1 in the i th place), and set

'.ˇi /D ei ; '.	i /D eiCn:

Thought of as a map from the free group F.ˇ1;	1; : : : ;ˇn;	n/ into Z2n, this sends
the element ˇ1	1ˇ�1

1 	�1
1 � � �ˇn	nˇ�1

n 	�1
n to .0; : : : ;0/, so it descends to a homo-

morphism from G to Z2n. By the characteristic property of the abelianization, it
also descends to a homomorphism (still denoted by ') from Ab.G/ to Z 2n.

To go back the other way, define  W Z2n ! Ab.G/ by



Fundamental Groups of Compact Surfaces 267

 .ei /D
(
Œˇi �; 1� i � n;

Œ	i�n�; nC1� i � 2n;

where the brackets on the right-hand side denote the equivalence class in Ab.G/,
and extend it to be a homomorphism. It is easy to check that ' and  are inverses
of each other.

Next consider a connected sum of projective planes, and write the fundamental
group as

H Š ˝
ˇ1; : : : ;ˇn j ˇ21 � � �ˇ2n

˛
:

Let f denote the nontrivial element of Z=2, and define ' W Ab.H/! Zn�1� Z=2
by

'.ˇi /D
(
ei ; 1� i � n�1I
f � en�1� � � �� e1; i D n:

As before, '
�
ˇ21 � � �ˇ2n

�D .0; : : : ;0/ by direct computation (noting that f Cf D 0),
so ' gives a well-defined map fromH that descends to Ab.H/. The homomorphism
 W Zn�1� Z=2! Ab.H/ defined by

 .ei /D Œˇi �;  .f /D Œˇ1 � � �ˇn�
is easily verified to be an inverse for '. ut
Theorem 10.22 (Classification of Compact Surfaces, Part II). Every nonempty,
compact, connected 2-manifold is homeomorphic to exactly one of the surfaces S 2,
T2 # � � �# T 2, or P 2 # � � �# P 2.

Proof. Theorem 6.15 showed that every nonempty, compact, connected surface is
homeomorphic to one of the surfaces on the list, so we need only show that no two
surfaces on the list are homeomorphic to each other. First note that the sphere can-
not be homeomorphic to a connected sum of tori or projective planes, because one
has a trivial fundamental group and the other does not. Next, if M is a connected
sum of projective planes, then Ab.�1.M// contains a nontrivial torsion element,
whereas the abelianized fundamental groups of connected sums of tori are torsion-
free. Therefore, no connected sum of projective planes can be homeomorphic to a
connected sum of tori. IfM is a connected sum of n tori, then its abelianized funda-
mental group has rank 2n. Thus the genus (i.e., the number of tori in the connected
sum) can be recovered from the fundamental group, so the genus of an orientable
surface is a topological invariant. Similarly, a connected sum of n projective planes
has abelianized fundamental group of rank n�1, so once again the genus is a topo-
logical invariant. ut

Now we can tie up the loose ends regarding the combinatorial invariants we dis-
cussed at the end of Chapter 6. Recall that a compact 2-manifold is said to be ori-
entable if it admits an oriented presentation.

Corollary 10.23. A connected sum of projective planes is not orientable.
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Proof. By the argument in Chapter 6, if a manifold admits an oriented presentation,
then it is homeomorphic to a sphere or a connected sum of tori. The preceding
corollary showed that a connected sum of projective planes is not homeomorphic to
any of these surfaces. ut
Corollary 10.24. Orientability of a compact surface is a topological invariant.

Proof. Combining the results of Proposition 6.20 and Corollary 10.23, we can con-
clude that no surface that has an oriented presentation is homeomorphic to one that
does not. ut
Corollary 10.25. The Euler characteristic of a surface presentation is a topological
invariant.

Proof. Suppose P and Q are polygonal surface presentations such that jP j 
 jQj.
Each of these presentations can be transformed into one of the standard ones by
elementary transformations, and since the surfaces represented by different stan-
dard presentations are not homeomorphic, both presentations must reduce to the
same standard one. Since the Euler characteristic of a presentation is unchanged by
elementary transformations, the two presentations must have had the same Euler
characteristic to begin with. ut

Because of this corollary, if M is a compact surface, we can define the Euler
characteristic of M , denoted by .M/, to be the Euler characteristic of any presen-
tation of that surface.

Proof of the Seifert–Van Kampen Theorem

Proof of Theorem 10.1. Because we need to consider paths and their homotopy
classes in various spaces, for this proof we refine our notation to specify explicitly
where homotopies are assumed to lie. If a and b are paths in X that happen to lie in
one of the subsets U , V , or U \V , we use the notation

a �
U
b; a �

V
b; a �

U\V b; a �
X
b

to indicate that a is path-homotopic to b in U , V , U \V , or X , respectively. We
write Œa�U for the path class of a in �1.U;p/, and similarly for the other sets. Thus,
for example, if a is a loop in U \V , the homomorphisms induced by the inclusions
i W U \V ,! U and k W U ,!X can be written

i�.Œa�U\V /D Œa�U ;

k�.Œa�U /D Œa�X :

We have to consider two different types of products: path class multiplication
within any one fundamental group, and word multiplication in the free product
group. As usual, we denote path and path class multiplication by a dot, as in
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Œa�U � Œb�U D Œa � b�U :
To emphasize the distinction between the two products, we denote multiplication in
the free product group by an asterisk, so, for example,

Œa�U  Œb�U  Œc�V D Œa � b�U  Œc�V 2 �1.U;p/�1.V;p/:
Then the map ˚ W �1.U;p/�1.V;p/! �1.X;p/ can be written

˚.Œa1�U  Œa2�V � � � Œam�1�U  Œam�V /
D k�Œa1�U � l�Œa2�V � � � � �k�Œam�1�U � l�Œam�V
D Œa1�X � Œa2�X � � � � � Œam�1�X � Œam�X
D Œa1 �a2 � � � � �am�1 �am�X :

(10.7)

We need to prove three things: (1)˚ is surjective (2) xC � Ker˚ , and (3) Ker˚ �
xC .

STEP 1: ˚ is surjective. Let a W I ! X be any loop in X based at p. By the
Lebesgue number lemma, we can choose n large enough that a maps each subin-
terval Œ.i � 1/=n;i=n� either into U or into V . (This is why it is important that the
sets U and V be open.) Letting ai denote the restriction of a to Œ.i � 1/=n;i=n�
(reparametrized so that its parameter interval is I ), the path class of a in X factors
as

Œa�X D Œa1 � � � � �an�X :
The problem with this factorization is that in general, the paths a i are not loops.

To remedy this, for each i D 1; : : : ;n� 1, choose a path h i from p to a.i=n/ (Fig.
10.9). If a.i=n/ 2 U \V , choose hi to lie entirely in U \V ; otherwise, choose it to
lie in whichever set U or V contains a.i=n/. (This is why the sets U , V , and U \V
must all be path-connected.) Then set za i D hi�1 �ai � xhi (where we let h0 and hn be
the constant loop cp), so that each zai is a loop based at p and lying entirely in either
U or V . It follows easily that a also factors as

Œa�X D 	za1 � � � � � zan


X
:

Now consider the element

ˇ D 	za1
U  	za2
V  � � � 	zan
V 2 �1.U;p/�1.V;p/;
where we choose either U or V for each za i depending on which set contains its
image. Then as in (10.7) above,

˚.ˇ/D 	za1 � � � � � zan


X

D Œa�X :

This proves that ˚ is surjective.
STEP 2: xC � Ker˚ . If we can show that C is contained in Ker˚ , then its normal

closure is contained in Ker˚ as well because Ker˚ is normal. To see this, let 	 D
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a
�

iC1

n

�
a
�

i
n

�
a
�

i�1
n

�
ai

aiC1

hiC1

hi

hi�1

U
V

p

a

Fig. 10.9: Proof that ˚ is surjective.

Œa�U\V 2 �1.U \V;p/ be arbitrary. Then

˚
�
.i�	/ .j�	/�1

�D ˚
�
Œa�U  	xa


V

�D 	
a � xa


X
D 1:

STEP 3: Ker˚ � xC . This is the crux of the proof. Let

˛ D Œa1�U  Œa2�V  � � � Œak�V 2 �1.U;p/�1.V;p/
be an arbitrary element of the free product, and suppose that˚.˛/D 1. Using (10.7)
again, this means that

Œa1 � � � � �ak�X D 1;

which is equivalent to
a1 � � � � �ak �

X
cp:

We need to show that ˛ 2 xC .
Let H W I � I ! X be a path homotopy from a1 � � � � � ak to cp in X . By the

Lebesgue number lemma again, we can subdivide I � I into squares of side 1=n so
that H maps each square Sij D Œ.i �1/=n;i=n�� Œ.j �1/=n;j=n� either into U or
into V .

Let vij denote the image under H of the vertex .i=n;j=n/; and let a ij denote
the restriction of H to the horizontal line segment Œ.i � 1/=n;i=n�� fj=ng, and
bij the restriction to the vertical segment fi=ng � Œ.j � 1/=n;j=n�, both suitably
reparametrized on I (see Fig. 10.10).
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p

H

ai;j �1

aij

bi�1;j

bij

anna1n

: : : : : :

: : :: : : ain

Sij

a10 ai0 an0

Fig. 10.10: Proof that Ker˚ � xC .

The restriction of H to the bottom edge of I � I , where t D 0, is equal to the
path product a1 � � � � �ak . By taking n to be a sufficiently large power of 2, we can
ensure that the endpoints of the paths a i in this product are of the form i=n, so the
path obtained by restricting H to the bottom edge of the square can also be written

H0 � a1 � � � � �ak � .a10 � � � � �aq0/ � � � � � .ar0 � � � � �an0/:
In the free product, this means that

˛ D Œa10 � � � � �aq0�U  � � � Œar0 � � � � �an0�V :
We would like to factor this in the free product as Œa10�U  Œa20�U  � � � and so forth.
But these paths are not loops based at p, so we cannot yet use this relation directly.
This is easy to fix, as in Step 1: for each i and j , choose a path h ij from p to vij ,
staying in U \V if vij 2 U \V , and otherwise in U or V ; if vij happens to be the
base point p, choose hij to be the constant loop cp . Then define loops

zaij D hi�1;j �aij � xhij ; zbij D hi;j�1 �bij � xhij ; (10.8)

each of which lies entirely in U or V . Then ˛ can be factored as

˛ D 	za10
U  	za20
U  � � � 	zan0
V : (10.9)

The main idea of the proof is this: we will show that modulo xC , the expression
(10.9) for ˛ can be replaced by a similar expression obtained by restrictingH to the
top edge of the first row of squares,

˛ � 	za11
U  � � � 	zan1
V .mod xC/;
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but possibly with U and V interchanged in some of the factors. Repeating this ar-
gument, we move up to the next row, and so forth by induction, until we obtain

˛ � 	za1n
U  � � � 	zann
V .mod xC/:
But the entire top edge of I �I is mapped byH to the point p, so each za in is equal
to the constant loop cp , and this last product is equal to the identity. This shows that
˛ 2 xC , completing the proof.

Thus we need to prove the following inductive step: assuming by induction that

˛ � 	za1;j�1


U

 � � � 	zan;j�1


V

.mod xC/; (10.10)

we need to show that ˛ is equivalent modulo xC to the analogous expression with
j �1 replaced by j , and possibly with U and V interchanged in some of the factors.

First we observe the following simple fact: suppose a is a loop in U \V . Then
Œa�U and Œa�V are in the same coset in the free product modulo xC , because

Œa�V  xC D �
Œa�U  Œxa�U

� Œa�V  xC D Œa�U  �Œxa�U  Œxa��1V
� xC D Œa�U  xC:

Since xC is normal, this also implies x Œa�V y xC D x Œa�V  xC y D x Œa�U 
xC y D x  Œa�U y  xC for any x;y in the free product. Thus, as long as we are
computing modulo xC and a is a loop in U \V , we can freely interchange Œa�U with
Œa�V wherever either appears.

Consider a typical square Sij , and suppose for definiteness that H maps S ij
into V . The boundary of S ij , traversed clockwise starting at the lower left corner,
is mapped to the path .bi�1;j � aij / � �xbij � xai;j�1

�
. By the square lemma (Lemma

7.17), this means that
ai;j�1 �

V
bi�1;j �aij � xbij : (10.11)

The definition (10.8) of the loops za ij and zbij and (10.11) together yield

zai;j�1 D hi�1;j�1 �ai;j�1 � xhi;j�1

�
V
hi�1;j�1 �bi�1;j �aij � xbij � xhi;j�1

�
V

zbi�1;j � zaij � xzbij ;
(10.12)

since the interior factors of hij and hi�1;j and their inverses cancel out.
Now start with the expression (10.10) for ˛. For each factor

	zai;j�1


U

, check
whether the square Sij above it is mapped into U or V . If it is mapped into V , then
zai;j�1 must map into U \V , and we can replace this factor by

	zai;j�1


V

modulo
xC . Correct each factor whose square maps into U similarly.

By (10.12), we can replace each such factor
	zai;j�1



V

by
	zbi�1;j 
V  	zaij 
V 	zbij 
�1V , and similarly for the factors in U . Thus
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˛ � 	zb0j 
U  	za1j 
U  	zb1j 
�1U  � � � 	zbn�1;j


V

 	zanj 
V  	zbnj 
�1V .mod xC/
� 	za1j 
U  � � � 	zanj 
V .mod xC/:

Here we have used the facts that the interior zbij factors all cancel each other out
(interchanging

	zbij 
U and
	zbij 
V when necessary), and the paths zb0j and zbnj on

the ends are both equal to the constant loop cp. This completes the inductive step
and thus the proof. ut

Problems

10-1. Use the Seifert–Van Kampen Theorem to give another proof that S n is sim-
ply connected when n� 2.

10-2. LetX � R3 be the union of the unit 2-sphere with the line segment f.0;0;z/ W
�1 � z � 1g. Compute �1.X;N /, where N D .0;0;1/ is the north pole,
giving explicit generator(s).

10-3. Show that any two vertices in a tree are joined by a unique simple edge path.

10-4. Show that every vertex in a finite tree is a strong deformation retract of the
tree.

10-5. Compute the fundamental group of the complement of the three coordinate
axes in R3, giving explicit generator(s). [Hint: this space is homotopy equiv-
alent to the 2-sphere with six points removed.]

10-6. Suppose M is a connected manifold of dimension at least 3, and p 2 M .
Show that inclusion M X fpg ,! M induces an isomorphism �1.M X
fpg/Š �1.M/.

10-7. Suppose M and N are connected n-manifolds with n � 3. Prove that the
fundamental group of M #N is isomorphic to �1.M/�1.N /. [Hint: use
Problems 4-19 and 10-6.]

10-8. Suppose M and N are nonempty, compact, connected 2-manifolds. Show
that any two connected sums of M andN are homeomorphic, as follows:

(a) Show that it suffices to prove that any two connected sums have iso-
morphic fundamental groups.

(b) Suppose p;p 0 are points inM , andU;U 0 2M are coordinate balls con-
taining p and p 0, respectively. Show that there exist a homeomorphism
F W M X fpg !M X fp0g and a loop f W I ! U , such that Œf � gener-
ates �1.U Xfpg/ and ŒF ıf � generates �1.U 0 Xfp0g/. [Hint: Problem
8-1 might be helpful.]

(c) Use Problem 4-19 to complete the proof.

10-9. LetXn be the union of the n circles of radius 1 that are centered at the points
f0;2;4; : : : ;2n� 2g in C, which are pairwise tangent to each other along
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0 2 4 2n�2: : :

Fig. 10.11: The space Xn of Problem 10-9.

the x-axis (Fig. 10.11). (Note that X2 is homeomorphic to the figure-eight
space.) Prove that �1.Xn;1/ is a free group on n generators, and describe
explicit loops representing the generators.

10-10. Let G be a finitely presented group. Show that there is a finite CW complex
whose fundamental group is isomorphic to G.

10-11. For each of the following spaces, give a presentation of the fundamental
group together with a specific loop representing each generator.

(a) A closed disk with two interior points removed.
(b) The projective plane with two points removed.
(c) A connected sum of n tori with one point removed.
(d) A connected sum of n tori with two points removed.

10-12. Give a purely algebraic proof that the groups
˝
˛;ˇ j ˛ˇ˛ˇ�1˛ and

˝
�;	 j

�2	2
˛

are isomorphic. [Hint: look at the Klein bottle for inspiration.]

10-13. Let n be an integer greater than 2. Construct a polygonal presentation whose
geometric realization has a fundamental group that is cyclic of order n.

10-14. Show that a compact connected surface M is nonorientable if and only if it
contains a subset homeomorphic to the Möbius band. [Hint: use Problems
6-2, 6-4, and 10-8.]

10-15. Let Q be the following annulus in the plane:

QD fz 2 C W 1� jzj � 3g:
Let � be the equivalence relation on Q generated by

z � �z if z 2 @Q:
Let zQ DQ=�, and let q W Q! zQ be the quotient map. Find a presentation
for �1

� zQ;q.2/�, identifying specific loop(s) representing the generator(s).

10-16. Show that abelianization defines a functor from Grp to Ab. (You have to
decide what the induced homomorphisms are.)
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10-17. Given a groupG, show that Ab.G/ is the unique group (up to isomorphism)
that satisfies the characteristic property expressed in Theorem 10.19.

10-18. For any groups G1 and G2, show that Ab.G1 G2/ Š Ab.G1/˚ Ab.G2/.
Conclude as a corollary that the abelianization of a free group on n gener-
ators is free abelian of rank n, and that isomorphic finitely generated free
groups have the same number of generators.

10-19. For any set S , show that the abelianization of the free group F.S/ is iso-
morphic to the free abelian group ZS .

10-20. Let � be a finite connected graph. The Euler characteristic of � is .� /D
V �E, where V is the number of vertices and E is the number of edges.
Show that the fundamental group of � is a free group on 1�.� / genera-
tors. Conclude that .� / is a homotopy invariant, meaning that homotopy
equivalent graphs have the same Euler characteristic. [Hint: first show that
the Euler characteristic of a finite tree is 1.]

10-21. This problem describes a categorical setting for the amalgamated free prod-
uct. LetA0,A1, andA2 be objects in a category C and let fi 2 HomC.A0;Ai /

for i D 1;2. A pushout of the pair .f1;f2/ is an object P 2 Ob.C/ together
with a pair of morphisms gi 2 HomC.Ai ;P / such that g1 ıf1 D g2 ıf2, and
the following characteristic property is satisfied.

CHARACTERISTIC PROPERTY OF A PUSHOUT: Given an object
B 2 Ob.C/ and morphisms hi 2 HomC.Ai ;B/ such that h1ıf1 D
h2ıf2, there exists a unique morphismh2 HomC.P;B/ such that
hıgi D hi for i D 1;2:

A1

A0

f1

�

P
h �

g1 �

B:

h1

�

A2

h2

�
g2

�

f2
�

(a) Prove that if a pushout of a pair of morphisms exists, it is unique up to
isomorphism in C.

(b) Prove that the amalgamated free product is the pushout of two group
homomorphisms with the same domain.

(c) Let S1 and S2 be sets with nonempty intersection. Prove that in the
category of sets, the pushout of the inclusions S1\S2 ,! S1 and S1\
S2 ,! S2 is S1[S2 together with appropriate inclusion maps.

(d) Suppose X and Y are topological spaces, A � Y is a closed subset,
and f W A ! X is a continuous map. Show that the adjunction space
X [f Y is the pushout of .�A; f / in the category Top.

(e) Prove that in the category Top, given two continuous maps with the
same domain, the pushout always exists.





Chapter 11

Covering Maps

So far, we have developed two general techniques for computing fundamental
groups. The first is homotopy equivalence, which can often be used to show that
one space has the same fundamental group as a simpler one. This was used, for ex-
ample, in Chapter 7 to show that every contractible space is simply connected, and
in Chapter 8 to show that the fundamental group of the punctured plane is infinite
cyclic. The second is the Seifert–Van Kampen theorem, which was used in Chapter
10 to compute the fundamental groups of wedge sums, graphs, CW complexes, and
surfaces.

The only other fundamental group we have computed is that of the circle, for
which we used a technique that at first glance might seem to be rather ad hoc. The
strategy for computing �1

�
S1;1

�
in Chapter 8 was the following: we used the prop-

erties of the exponential quotient map " to show that every loop based at 1 in the
circle lifts to a path in R that starts at 0 and ends at an integer called the winding
number of the loop, and that different loops are path-homotopic if and only if they
have the same winding number. Another way to express this result is that lifting
provides a one-to-one correspondence between the fiber of " over 1 and the funda-
mental group of the circle.

The main ingredients in the proof were the unique lifting property and homotopy
lifting property of the circle (Theorems 8.3 and 8.4). These, in turn, followed from
the basic fact that every point in the circle has an evenly covered neighborhood.

In this chapter we introduce a far-reaching generalization of these ideas, and
show how the same techniques can be applied to a broad class of topological spaces.
This leads to the concept of covering maps, the next major subject in the book. A
covering map is a particular type of quotient map that has many of the same prop-
erties as the exponential quotient map. As we show in this chapter, covering maps
are intimately related to fundamental groups. A careful study of covering maps will
eventually enable us to compute and analyze more fundamental groups, in addition
to many other important applications such as understanding the homotopy proper-
ties of maps between various spaces.

After introducing the definitions and basic properties of covering maps, we give
our first application of the theory, to the problem of deciding which maps into the
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base of a covering admit lifts to the covering space. The keys to solving this prob-
lem are the two lifting properties that we proved for the circle; here we show that
they are valid for arbitrary covering spaces, with essentially the same proofs. As an
application, we solve the general lifting problem for covering maps.

Next we begin to develop the relationship between covering maps and funda-
mental groups. The link between the two concepts is provided by a certain transitive
action of the fundamental group of the base of a covering on each fiber, called the
monodromy action. After developing the properties of the monodromy action, we
use them to understand homomorphisms and isomorphisms between coverings, and
show how fundamental groups can be used to determine when two covering spaces
are “the same.”

At the end of the chapter, we show that a simply connected covering space is
“universal,” in the sense that it covers every other covering space of the same base;
and then we show that every sufficiently nice space (including every manifold) has
a universal covering space.

Definitions and Basic Properties

Let E and X be topological spaces, and let q W E ! X be a continuous map. An
open subset U � X is said to be evenly covered by q if q�1.U / is a disjoint union
of connected open subsets of E (called the sheets of the covering over U ), each of
which is mapped homeomorphically onto U by q (Fig. 11.1). Note that the fact that
the sheets are connected, disjoint, and open implies that they are the components
of q�1.U /, and the fact that q restricts to a homeomorphism from each sheet to U
implies that U is connected. We usually visualize q�1.U / as a “stack of pancakes”
that are projected down onto U by q. It is easy to verify that every connected open
subset of an evenly covered open subset is itself evenly covered.

A covering map is a continuous surjective map q W E ! X such that E is con-
nected and locally path-connected, and every point of X has an evenly covered
neighborhood. If q W E ! X is a covering map, we call E a covering space of X ,
and X the base of the covering.

Proposition 11.1 (Elementary Properties of Covering Maps).

(a) Every covering map is a local homeomorphism, an open map, and a quotient
map.

(b) An injective covering map is a homeomorphism.
(c) A finite product of covering maps is a covering map.
(d) The restriction of a covering map to a saturated, connected, open subset is a

covering map onto its image.

I Exercise 11.2. Prove Proposition 11.1.

A few words about the connectivity requirements in the definition are in order.
If q W E ! X is a covering map, the combination of connectedness and local path
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E

X

q

x

Fig. 11.1: An evenly covered neighborhood of x.

connectedness implies that E is actually path-connected by Proposition 4.26. Since
q is surjective, it follows from Theorem 4.15 that X is also path-connected, and
since q is an open quotient map, it follows from Problem 4-7 that X is locally
path-connected. One consequence of this is that open subsets of X or E are path-
connected if and only if they are connected.

Some authors define covering spaces more generally, omitting the requirement
that E be locally path-connected or even connected. In that case, various connectiv-
ity hypotheses have to be added to the theorems below. We are including these hy-
potheses in the definition of covering maps, because most of the interesting results—
such as the lifting criterion, the automorphism group structure theorem, and the
classification of covering spaces—require them, and this frees us from having to
remember which connectivity hypotheses are necessary for which theorems. In any
case, connected manifolds and most interesting spaces built from them will always
satisfy the hypotheses.

Example 11.3. The exponential quotient map " W R ! S 1 given by ".x/D e2�ix is
a covering map; this is the content of Proposition 8.1. //

Example 11.4. The nth power map pn W S1 ! S1 given by pn.z/ D zn is also a
covering map. For each z0 2 S1, the set U D S1 X f�z0g has preimage equal to
fz 2 S1 W zn ¤ �z0g, which has n components, each of which is an open arc mapped
homeomorphically by pn onto U . //
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A B C

Fig. 11.2: Two views of the map of Exercise 11.7.

Example 11.5. Define "n W Rn ! Tn by

"n.x1; : : : ;xn/D .".x1/; : : : ;".xn//;

where " is the exponential quotient map of Example 11.3. Since a product of cover-
ing maps is a covering map (Proposition 11.1(c)), "n is a covering map. //

Example 11.6. Define a map q W Sn ! Pn (n � 1) by sending each point x in the
sphere to the line through the origin and x, thought of as a point in P n. Then q
is a covering map (Problem 11-2), and the fiber over each point of P n is a pair of
antipodal points fx;�xg. //

I Exercise 11.7. Let Xn be the union of n circles in C as described in Problem 10-9.
Define a map q W X3 !X2 by letting A, B , and C denote the unit circles centered at 0,
2, and 4, respectively (see Fig. 11.2), and defining

q.z/D
˚
z; z 2AI
2� .z�2/2; z 2BI
4�z; z 2C:

(In words, q is the identity on A, wraps B twice around itself, and reflects C onto A).
Show that q is a covering map.

It is important to realize that a surjective local homeomorphism need not be a
covering map, as the next example shows.

Example 11.8. Let E be the interval .0;2/� R, and define f W E ! S1 by f .x/D
e2�ix (Fig. 11.3). Then f is a local homeomorphism (because it is the restriction of
the covering map "), and is clearly surjective. However, f is not a covering map, as
is shown in the following exercise. //
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E

f

Fig. 11.3: A surjective local homeomorphism that is not a covering map.

I Exercise 11.9. Prove that the map f in the preceding example is not a covering map
by showing that the point 1 2 S1 has no evenly covered neighborhood.

Recall from Chapter 8 that a local section of a continuous map q W E ! X over
an open subset U �X is a continuous map � W U !E such that q ı� D IdU .

Lemma 11.10 (Existence of Local Sections). Let q W E ! X be a covering map.
Given any evenly covered open subset U � X , any x 2 U , and any e 0 in the fiber
over x, there exists a local section � W U !E such that �.x/D e0.

Proof. Let zU0 be the sheet of q�1.U / containing e0. Since the restriction of q to zU0
is a homeomorphism, we can just take � D �

qj zU0

��1
. ut

Proposition 11.11. For every covering map q W E !X , the cardinality of the fibers
q�1.x/ is the same for all fibers.

Proof. Define an equivalence relation on X by saying that x � x 0 if and only if
q�1.x/ and q�1.x0/ have the same cardinality. Suppose x 2 X , and let U be an
evenly covered neighborhood of x. Then each sheet of q �1.U / contains exactly one
point of each fiber, so for any x 0 2 U , there are one-to-one correspondences

q�1.x/$ fsheets of q�1.U /g $ q�1.x0/;

which shows that x 0 � x. It follows that U is contained in the equivalence class
Œx�, so each equivalence class is open. Thus, by Exercise 4.3, there is only one
equivalence class. ut

If q W E !X is a covering map, the cardinality of any fiber is called the number
of sheets of the covering. For example, the nth power map of Example 11.4 is an n-
sheeted covering, the map q W Sn ! Pn of Example 11.6 is a two-sheeted covering,
and the covering map " W R ! S1 has a countably infinite number of sheets.
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Lifting Properties

If q W E !X is a covering map and ' W Y !X is any continuous map, a lift of ' is
a continuous map z' W Y !E such that q ı z' D ':

E

Y
'
�

z' �

X:

q
�

The key technical tools for working with covering spaces are the following two the-
orems about lifts, which are straightforward generalizations of the ones we proved
for the circle in Chapter 8 (Theorems 8.3 and 8.4). The proofs of those theorems
apply verbatim to this more general situation, after replacing " W R ! S 1 by an ar-
bitrary covering map q W E !X .

Theorem 11.12 (Unique Lifting Property). Let q W E ! X be a covering map.
Suppose Y is connected, ' W Y ! X is continuous, and z'1; z'2 W Y ! E are lifts of
' that agree at some point of Y . Then z'1 is identically equal to z'2. ut
Theorem 11.13 (Homotopy Lifting Property). Let q W E !X be a covering map,
and let Y be a locally connected space. Suppose '0;'1 W Y ! X are continuous
maps, H W Y � I ! X is a homotopy from '0 to '1, and z'0 W Y ! E is any lift of
'0. Then there exists a unique lift of H to a homotopy zH satisfying zH0 D z'0. If H
is stationary on some subset A� Y , then so is zH . ut

The next corollary is proved exactly like its counterpart for the circle (Corollary
8.5).

Corollary 11.14 (Path Lifting Property). Let q W E !X be a covering map. Sup-
pose f W I !X is any path, and e 2E is any point in the fiber of q over f .0/. Then
there exists a unique lift zf W I !E of f such that zf .0/D e. ut

Whenever q W E ! X is a covering map, we use the following notation for lifts
of paths: if f W I ! X is a path and e 2 q�1.f .0//, then zfe W I ! E denotes the
unique lift of f satisfying zfe.0/D e.

In our study of the circle, we proved one more important corollary of the lifting
theorems (Corollary 8.6), which said roughly that paths in S 1 are path-homotopic
if and only if their lifts end at the same point. That proof used in an essential way
the fact that R is simply connected, so it does not apply to arbitrary covering maps.
However, we do have the following substitute. It is a topological version of a the-
orem commonly proved in complex analysis texts about the uniqueness of analytic
continuation (see, e.g., [Con78]).

Theorem 11.15 (Monodromy Theorem). Let q W E !X be a covering map. Sup-
pose f and g are paths inX with the same initial point and the same terminal point,
and zfe , zge are their lifts with the same initial point e 2E.
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(a) zfe � zge if and only if f � g.
(b) If f � g, then zfe.1/D zge.1/.

Proof. If zfe � zge , then f � g because composition with q preserves path homotopy.
Conversely, suppose f � g, and let H W I � I ! X be a path homotopy between
them. Then the homotopy lifting property implies thatH lifts to a homotopy zH W I �
I !E between zfe and some lift of g starting at e, which must be equal to zge by the
unique lifting property. This proves (a). To prove (b), just note that f � g implies
that zfe and zge are path-homotopic by (a), so they have the same terminal point. ut
Theorem 11.16 (Injectivity Theorem). Let q W E !X be a covering map. For any
point e 2 E, the induced homomorphism q� W �1.E;e/! �1.X;q.e// is injective.

Proof. Suppose Œf � 2 �1.E;e/ is in the kernel of q�. This means that q�Œf �D Œcx �,
where xD q.e/. In other words, qıf � cx inX . By the monodromy theorem, there-
fore, any lifts of q ıf and cx that start at the same point must be path-homotopic
in E. Now, f is a lift of q ıf starting at e, and the constant loop ce is a lift of cx
starting at the same point; therefore, f � ce in E, which means that Œf �D 1. ut

The injectivity theorem shows that the fundamental group of a covering space is
isomorphic to a certain subgroup of the fundamental group of the base. We call this
the subgroup induced by the covering.

Example 11.17. Let q W X3 !X2 be the covering map of Exercise 11.7, and choose
1 as base point in bothX3 andX2. To compute the subgroup induced by q, we need
to compute the action of q on the generators of �1.X3;1/. Let a, b, c be loops that
go once counterclockwise around each circle A, B , and C , starting at 1, 1, and 3,
respectively; and let b1 and b2 be the lower and upper halves of b, so b1 is a path
from 1 to 3, b2 is a path from 3 to 1, and b � b1 � b2. Using the result of Problem
10-9, we conclude that �1.X3;1/ is the free group on Œa�, Œb�, and

	
b1 � c � xb1



,

and �1.X2;1/ is the free group on Œa� and Œb�. The images of these generators of
�1.X3;1/ under q� are Œa�, Œb�2, and Œb� � Œa� � Œb��1, so the subgroup induced by q
is the subgroup of F.Œa�; Œb�/ generated by these three elements. //

The General Lifting Problem

As our first significant application of the theory of covering spaces, we give a general
solution to the lifting problem for covering maps: this is the problem of deciding,
given a continuous map ' W Y ! X , whether ' admits a lift z' to a covering space
E of X . The following theorem reduces this topological problem to an algebraic
problem.

Theorem 11.18 (Lifting Criterion). Suppose q W E !X is a covering map. Let Y
be a connected and locally path-connected space, and let ' W Y !X be a continu-
ous map. Given any points y0 2 Y and e0 2 E such that q.e0/D '.y0/, the map '
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has a lift z' W Y ! E satisfying z'.y0/D e0 if and only if the subgroup '��1.Y;y0/
of �1.X;'.y0// is contained in q��1.E;e0/.

Proof. The necessity of the algebraic condition is easy to prove (and, in fact, does
not require any connectivity assumptions about Y ). If z' satisfies the conditions in
the statement of the theorem, the following diagram commutes:

�1.E;e0/

�1.Y;y0/
'�
�

z'� �

�1.X;'.y0//:

q�
�

Therefore, '��1.Y;y0/D q� z'��1.Y;y0/� q��1.E;e0/.
To prove the converse, we “lift ' along paths” using the path lifting property. If

z' does exist, it will have the following property: for any point y 2 Y and any path f
from y0 to y, z' ıf is a lift of ' ıf starting at e0, and z'.y/ is equal to the terminal
point of this path. We use this observation to define z': namely, for any y 2 Y , choose
a path f from y0 to y, and set

z'.y/D .A' ıf /e0
.1/;

where, as usual, .A' ıf /e0
is the lift of ' ıf to a path in E starting at e0. We need

to show two things: (1) z' is well defined, independently of the choice of the path
f ; and (2) z' is continuous. Then it is immediate from the definition that q ı z'.y/D
q ı .A' ıf /e0

.1/D ' ıf .1/D '.y/, so z' is a lift of '.
CLAIM 1: z' is well defined. Suppose f and f 0 are two paths from y0 to y (Fig.

11.4). Then f 0 � xf is a loop based at y0, so

'�
h
f 0 � xf

i
2 '��1.Y;y0/� q��1.E;e0/:

This means that
	
' ı �f 0 � xf �
D Œq ıg� for some loop g in E based at e0. Thus we

have the following path homotopy in X :

q ıg � ' ı �f 0 � xf �D .' ıf 0/ � �' ıf �;
which implies

.q ıg/ � .' ıf /� .' ıf 0/:

By the monodromy theorem, the lifts of these two paths starting at e 0 have the same
terminal points. Since the lift of q ıg is g, which starts and ends at e0, this implies

.A' ıf 0/e0
.1/D g � .A' ıf /e0

.1/D .A' ıf /e0
.1/;

so z' is well defined.
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y
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q
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'.y/

q ıg
' ıf 0

X

E

g
e0

. e' ıf /e0

z'.y/
.A' ıf 0/e0

Fig. 11.4: Proof that z' is well defined.

Y

y0

y1

y2

f

g
V

z'

E

e0

z'.V /

z'.y1/
z'.y2/

Fig. 11.5: Proof that z' takes path-connected sets to path-connected sets.

CLAIM 2: z' is continuous. Before proving this, we show that z' has one important
property of a continuous map: it takes path-connected sets to path-connected sets.
Let V � Y be path-connected, and y1;y2 2 V be arbitrary. There is a path f in Y
from y0 to y1, and a path g in V from y1 to y2 (Fig. 11.5); by definition, z' maps the
path f �g to the lift of .' ıf / � .' ıg/. In particular, the lift of ' ıg is a path from
z'.y1/ to z'.y2/ that is contained in z'.V /. This proves that z'.V / is path-connected.

To prove that z' is continuous, it suffices to show that each point in Y has a
neighborhood on which z' is continuous. Let y 2 Y be arbitrary, let U be an evenly
covered neighborhood of '.y/, and let zU be the sheet of q�1.U / containing z'.y/
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y
V

Y

z'

'

� q

z'.y/ zU

E

'.y/ U

X

Fig. 11.6: Proof that z' is continuous.

(Fig. 11.6). If V is the path component of ' �1.U / containing y, the argument above
shows that z'.V / is a connected subset of q�1.U /, and must therefore be contained
in zU . Since Y is locally path-connected, V is open and thus is a neighborhood of y.
Let � W U ! zU be the local section of q taking '.y/ to z'.y/, so q ı� is the identity
on U . The following equation holds on V :

q ı z' D ' D q ı� ı':
Both z' and � ı ' map V into zU , where q is injective, so this equation implies
z' D � ı' on V , which is a composition of continuous maps. ut

The following corollaries are immediate.

Corollary 11.19 (Lifting Maps from Simply Connected Spaces). If q W E !X is
a covering map and Y is a simply connected and locally path-connected space, then
every continuous map ' W Y ! X has a lift to E. Given any point y0 2 Y , the lift
can be chosen to take y0 to any point in the fiber over '.y0/. ut
Corollary 11.20 (Lifting Maps to Simply Connected Spaces). Suppose q W E !
X is a covering map and E is simply connected. For any connected and locally
path-connected space Y , a continuous map ' W Y !X has a lift to E if and only if
'� is the zero homomorphism for some base point y0 2 Y . If this is the case, then
the lift can be chosen to take y0 to any point in the fiber over '.y0/. ut
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Example 11.21. Consider the n-sheeted covering of the circle given by the nth
power map pn W S1 ! S1 (Example 11.4). It is easy to check that the subgroup
of �1

�
S1;1

�
induced by pn is the cyclic subgroup generated by Œ!�n, where ! is the

loop !.s/ D e2�is , whose path homotopy class generates �1.S1;1/. Thus, for any
integerm, there is a continuous map f making the diagram

S1

S1
pm
�

f �

S1

pn�

commute if and only ifmD nk for some integer k. If this is the case, the lift sending
1 to 1 is given by f D pk . //

The Monodromy Action

As the lifting criterion suggests, there is an intimate connection between covering
maps and fundamental groups. The key to further understanding this connection is
a natural action on each fiber of a covering by the fundamental group of the base.

Theorem 11.22 (The Monodromy Action). Suppose q W E !X is a covering map
and x 2X . There is a transitive right action of �1.X;x/ on the fiber q�1.x/, called
the monodromy action, given by e � Œf �D zfe.1/ for e 2 q�1.x/ and Œf � 2 �1.X;x/.
Proof. If e is any point in q�1.x/, the path lifting property shows that every loop
f based at x has a unique lift to a path zfe starting at e. The fact that f is a loop
guarantees that zfe.1/ 2 q�1.x/, and the monodromy theorem guarantees that zfe.1/
depends only on the path class of f ; therefore, e � Œf � is well defined.

To see that this is a group action, we need to check two things:

(i) e � Œcx �D e.
(ii) .e � Œf �/ � Œg�D e � .Œf � � Œg�/.

For (i), just observe that the constant path ce is the unique lift of cx starting at e,
and therefore e � Œcx �D ce.1/D e. To prove the composition property (ii), suppose
f and g are two loops based at x, and let z D e � Œf �D zfe.1/. Then by definition,
.e � Œf �/� Œg�D zgz.1/ (Fig. 11.7). On the other hand, zfe � zgz is the lift of f �g starting
at e, which means that

e � .Œf � � Œg�/D e � Œf �g�D � zfe � zgz
�
.1/D zgz.1/D .e � Œf �/ � Œg�:

Now we need to show that the action is transitive. Because E is path-connected,
any two points e;e 0 in the fiber over x are joined by a path h inE. Setting f D q ıh,
we see immediately that h is the lift of f starting at e, and therefore e � Œf �D e0. ut



288 11 Covering Maps

zgz.1/

z D zfe.1/

e

zgz

zfe

q

f

x

g

Fig. 11.7: The monodromy action.

Transitive G-Sets

It turns out that many important properties of the monodromy action are best under-
stood in terms of algebraic properties of sets with transitive group actions. For that
reason, we make a short digression to develop a few such properties. This might be
a good time to go back and review the basic definitions and terminology regarding
group actions in Chapter 3.

If G is a group, a set S endowed with a left or right G-action is called a (left or
right) G -set. If the given action is transitive, S is called a transitive G -set. For ex-
ample, Theorem 11.22 shows that each fiber of a covering map is naturally endowed
with the structure of a transitive rightG-set, with G equal to the fundamental group
of the base acting via the monodromy action. Since our primary goal is to under-
stand this action, we restrict our attention in this section to right actions.

Suppose G is a group and S is a right G-set. For any s 2 S , the isotropy group
of s, denoted by Gs , is the set of all elements of G that fix s:

Gs D fg 2G W s �g D sg:
If g;g0 2 Gs , then s � .gg0/ D .s �g/ �g0 D s �g0 D s and s �g�1 D .s �g/ �g�1 D
s � �gg�1�D s; thus each isotropy group is a subgroup of G. It is easy to check that
the action is free if and only if the isotropy group of every point is trivial.

Proposition 11.23 (Isotropy Groups of Transitive G -sets). Suppose G is a group
and S is a transitive right G-set.
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(a) For each s 2 S and g 2G,

Gs�g D g�1Gsg: (11.1)

(b) The set fGs W s 2 Sg of all isotropy groups is exactly one conjugacy class of
subgroups of G. This conjugacy class is called the isotropy type of S .

Proof. The proof of (a) is just a computation: for s 2 S and g 2G,

Gs�g D fg0 2G W .s �g/ �g0 D s �gg
D fg0 2G W s � .gg0g�1/D sg
D fg0 2G W gg0g�1 2Gsg
D g�1Gsg:

Then (b) follows from (a): if s and s 0 D s �g are any two elements of S , their isotropy
groups are conjugate by (11.1); and conversely, if G s is the isotropy group of some
element s 2 S and H D gGsg

�1 is any subgroup conjugate to Gs , then H is the
isotropy group of s �g�1. ut

Suppose S1 and S2 are right G-sets. A map ' W S1 ! S2 is said to be G -
equivariant if for each g 2 G, the operations of applying ' and acting on the right
by g commute: this means that for all s 2 S1 and all g 2G,

'.s �g/D '.s/ �g:
Proposition 11.24 (Properties of G -Equivariant Maps). Suppose G is a group,
and S1;S2 are transitive right G-sets.

(a) Any two G-equivariant maps from S1 to S2 that agree on one element of S1
are identical.

(b) If S1 is nonempty, every G-equivariant map from S1 to S2 is surjective.
(c) Given s1 2 S1 and s2 2 S2, there exists a (necessarily unique) G-equivariant

map ' W S1 ! S2 satisfying '.s1/D s2 if and only if Gs1 �Gs2 .

Proof. Suppose ';' 0 W S1 ! S2 areG-equivariant and '.s1/D ' 0.s1/ for some s1 2
S1. Any s 2S1 can be written sD s1 �g for some g 2G (becauseG acts transitively),
and then it follows from equivariance that

'.s/D '.s1 �g/D '.s1/ �g D ' 0.s1/ �g D ' 0.s1 �g/D ' 0.s/:

This proves (a).
To prove (b), suppose S1 ¤ ¿ and ' W S1 ! S2 is G-equivariant. Choose some

s1 2 S1, and let s2 D '.s1/. Given any s 2 S2, there exists g 2G such that s D s2 �g
by transitivity, and it follows that '.s1 �g/D '.s1/ �g D s2 �g D s.

To prove (c), suppose first that ' W S1 ! S2 is a G-equivariant map satisfying
'.s1/D s2. If g 2Gs1 , then



290 11 Covering Maps

s2 �g D '.s1/ �g D '.s1 �g/D '.s1/D s2;

which shows that g 2Gs2 . Conversely, suppose s1 2 S1 and s2 2 S2 are points such
thatGs1 �Gs2 . Define a map ' W S1 !S2 as follows: given any s 2S1, choose some
g 2 G such that s D s1 �g, and set '.s/ D s2 �g. To see that this does not depend
on the choice of g, suppose g 0 is another element of G such that s D s1 �g0. Then
g0g�1 2Gs1 �Gs2 , so s2 �g0 D s2 �g, which shows that ' is well defined. Because
'.s1 �g/ D s2 �g for all g 2 G, taking g D 1 shows that '.s1/D s2 as desired. To
see that ' is G-equivariant, let s 2 S1 and h 2G be arbitrary, and choose g as above
such that s D s1 �g. Then s �hD .s1 �g/ �hD s1 �gh, so

'.s �h/D '.s1 �gh/D s2 �ghD .s2 �g/ �hD '.s/ �h: ut
If S1 and S2 are G-sets, a G-equivariant bijection ' W S1 ! S2 is called a G -

isomorphism. If there exists such a G-isomorphism, we say that S1 and S2 are
G -isomorphic.

I Exercise 11.25. Prove that if S1 and S2 are right G-sets and ' W S1 ! S2 is a G-
isomorphism, then '�1 is also aG-isomorphism.

Proposition 11.26 (G -Set Isomorphism Criterion). Suppose S1 and S2 are tran-
sitive right G-sets.

(a) Given s1 2 S1 and s2 2 S2, there exists a (necessarily unique)G-isomorphism
' W S1 ! S2 taking s1 to s2 if and only if Gs1 DGs2 .

(b) S1 and S2 are G-isomorphic if and only if they have the same isotropy type.

Proof. To prove (a), suppose first that ' W S1 ! S2 is a G-isomorphism taking s1 to
s2. Proposition 11.24 applied to ' shows that Gs1 � Gs2 , and the same result ap-
plied to '�1 shows the reverse inclusion. Thus these two isotropy groups are equal.
Conversely, suppose Gs1 D Gs2 for some s1 2 S1 and s2 2 S2. Then Proposition
11.24(c) shows that there are G-equivariant maps ' W S1 ! S2 and  W S2 ! S1
satisfying '.s1/D s2 and  .s2/D s1. Because  ı'.s1/D s1 and ' ı .s2/D s2,
it follows from Proposition 11.24(a) that  ı' D IdS1

and ' ı D IdS2
. Thus ' is

a G-isomorphism.
To prove (b), assume first that there exists a G-isomorphism ' W S1 ! S2. Then

part (a) shows that Gs1 D Gs2 for any s1 2 S1 and s2 D '.s1/, so the conjugacy
classes they determine are the same. Conversely, suppose S1 and S2 have the same
isotropy type. This means that Gs1 and Gs2 are conjugate for any s1 2 S1 and s2 2
S2. Proposition 11.23(b) shows that we can choose s 0

2 2 S2 such that Gs1 D Gs0
2
,

and then part (a) above shows that there is a G-isomorphism ' W S 1 ! S2 taking s1
to s0

2. ut
If S is a G-set, a G-isomorphism from S to itself is called a G -automorphism

of S . It is easy to check that the set of all G-automorphisms of S is a group under
composition, called the G -automorphism group of S and denoted by AutG.S/.
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Recall that an orbit of a group action is the set of all images of a single ele-
ment under the action by different group elements. The next proposition determines
exactly when two elements of S are in the same orbit of theG-automorphism group.

Proposition 11.27 (Orbit Criterion for G -Automorphisms). Suppose S is a tran-
sitive right G-set. For any s1; s2 2 S , there exists a (necessarily unique) ' 2
AutG.S/ such that '.s1/ D s2 if and only if the isotropy groups Gs1 and Gs2 are
equal.

Proof. This is an immediate consequence of Proposition 11.26(a). ut
The last fact about G-sets that we need is the following characterization of the

automorphism group of a G-set in terms ofG itself; we will use this result in Chap-
ter 12. It involves the following algebraic notion: if G is a group and H � G is
a subgroup, the normalizer of H in G , denoted by NG.H/, is the set of all ele-
ments 	 2 G such that 	H	�1 DH . The normalizerNG.H/ is easily seen to be a
subgroup ofG containingH ; it is in fact the largest subgroup in whichH is normal.

Theorem 11.28 (Algebraic Characterization of G -Automorphism Groups). Let
S be a transitive rightG-set, and let s0 be any element of S . For each 	 2NG.Gs0/,
there is a uniqueG-automorphism '� 2 AutG.S/ such that '�.s0/D s0 �	 . The map
	 7! '� is a surjective group homomorphism from NG.Gs0/ to AutG.S/ whose
kernel is Gs0 , and thus descends to an isomorphism

NG.Gs0/=Gs0 Š AutG.S/:

Proof. Suppose 	 2NG.Gs0/. Then 	�1 2NG.Gs0/ as well. Together with (11.1),
this implies Gs0 D 	�1Gs0	 DGs0�� . Then Proposition 11.27 shows that there is a
unique G-automorphism '� taking s0 to s0 �	 .

To show that the map 	 7! '� is a homomorphism, let 	1;	2 2 NG.Gs0/ be
arbitrary. Then

'�1
ı'�2

.s0/D '�1
.s0 �	2/D '�1

.s0/ �	2 D .s0 �	1/ �	2 D s0 �	1	2 D '�1�2
.s0/:

Since two G-automorphisms that agree on one element are equal, this shows that
'�1

ı'�2
D '�1�2

.
To prove surjectivity, let ' 2 AutG.S/ be arbitrary. By transitivity, there is

some 	 2 G such that s0 � 	 D '.s0/. By Proposition 11.27, this implies that
Gs0 D Gs0�� D 	�1Gs0	 , so 	�1 2 NG.Gs0/, which implies that 	 is too. It fol-
lows that there is a uniqueG-automorphism '� such that '� .s0/D s0 �	 , and since
' is such an automorphism, we must have '� D '.

Finally,

'� D IdS , '� .s0/D s0 , s0 �	 D s0 , 	 2Gs0 ;
which shows that the kernel of the map 	 7! '� is exactly Gs0 . ut
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Properties of the Monodromy Action

Now we are ready to apply the preceding results aboutG-sets to the special case of
the monodromy action. First we need to identify the isotropy groups of that action.

Theorem 11.29 (Isotropy Groups of the Monodromy Action). Suppose q W E !
X is a covering map and x 2X . For each e 2 q�1.x/, the isotropy group of e under
the monodromy action is q��1.E;e/� �1.X;x/.

Proof. Let e 2 q�1.x/ be arbitrary, and suppose first that Œf � is in the isotropy
group of e. This means zfe.1/ D e � Œf � D e, which is to say that zfe is a loop and
thus represents an element of �1.E;e/. It is easy to check that q�

	 zfe

 D Œf �, so

Œf � 2 q��1.E;e/. Conversely, if Œf � 2 q��1.E;e/, then there is a loop g W I ! E

based at e such that q�Œg� D Œf �, which means that q ıg � f . If we let f 0 D q ıg,
then g D zf 0

e (by uniqueness of lifts), and e � Œf � D e � Œf 0� D zf 0
e .1/ D g.1/ D e,

which means that Œf � is in the isotropy group of e. ut
Corollary 11.30. Suppose q W E ! X is a covering map. The monodromy action is
free on each fiber of q if and only if E is simply connected.

Proof. The action is free if and only if each isotropy group is trivial, which by
Theorem 11.29 is equivalent to q��1.E;e/ being the trivial group for each e in the
fiber. Since q� is injective, this is true if and only if E is simply connected. ut
Corollary 11.31. Suppose q W E !X is a covering map andE is simply connected.
Then each fiber of q has the same cardinality as the fundamental group of X .

Proof. By the previous corollary, the monodromy action is free. Choose a base point
x 2 X and a point e in the fiber over x, and consider the map �1.X;x/! q�1.x/
given by Œf � 7! e � Œf �. It is surjective because the monodromy action is transitive,
and it is injective because the action is free. ut
Example 11.32. Suppose n > 1. Since the map q W Sn ! Pn of Example 11.6 is
a two-sheeted covering and Sn is simply connected, Corollary 11.31 shows that
�1
�
Pn
�

is a two-element group, which must therefore be isomorphic to Z=2. //

Corollary 11.33 (Coverings of Simply Connected Spaces). If X is a simply con-
nected space, every covering map q W E !X is a homeomorphism.

Proof. The injectivity theorem shows that E is also simply connected. Then Corol-
lary 11.31 shows that the cardinality of the fibers is 1, so q is injective. Thus it is a
homeomorphism by Proposition 11.1(b). ut

It is important to remember that in general, the subgroup induced by a covering
depends not only on the covering but also on the choice of base point. As the next
theorem shows, the subgroup may change when we change base point within a given
fiber, but it can change only in a very limited way.
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Theorem 11.34 (Conjugacy Theorem). Let q W E!X be a covering map. For any
x 2 X , as e varies over the fiber q�1.x/, the set of induced subgroups q��1.E;e/
is exactly one conjugacy class in �1.X;x/.

Proof. Given x 2X , Theorem 11.29 shows that the set of subgroups q ��1.E;e/ as
e varies over q�1.x/ is equal to the set of isotropy groups of points in q�1.x/ under
the monodromy action. Then Proposition 11.23(b) shows that this set of isotropy
groups is exactly one conjugacy class. ut

There is an important special case in which the subgroup q��1.E;e/ does not de-
pend on the choice of base point within a given fiber. A covering map q W E !X is
called a normal covering if the induced subgroup q��1.E;e/ is a normal subgroup
of �1.X;q.e// for some e 2 E. (Normal coverings are called regular coverings by
some authors.)

Proposition 11.35 (Characterizations of Normal Coverings). Suppose q W E !
X is a covering map. Then the following are equivalent:

(a) The subgroup q��1.E;e/ is normal for some e 2 E (i.e., q is normal).
(b) For some x 2X , the subgroups q��1.E;e/ are the same for all e 2 q�1.x/.
(c) For every x 2X , the subgroups q��1.E;e/ are the same for all e 2 q�1.x/.
(d) The subgroup q��1.E;e/ is normal for every e 2 E.

Proof. Because a subgroup is normal if and only if it is the sole member of its
conjugacy class, the implications (d) ) (c) ) (b) ) (a) are easy consequences of
the conjugacy theorem. Thus we need only prove (a) ) (d).

Assume that (a) holds, and let e0 2E be a point such that q��1.E;e0/ is normal
in �1.X;x0/, where x0 D q.e0/. Suppose e is any other point ofE, and let xD q.e/.
Let h be a path in E from e0 to e, and set g D q ıh, which is a path in X from x0 to
x (Fig. 11.8). We have four maps

�1.E;e0/
˚h� �1.E;e/

�1.X;x0/

q�
� ˚g� �1.X;x/;

q�
�

(11.2)

where˚hŒf �D
	 xh 
 � Œf � � Œh�, and˚g is defined similarly. The top and bottom rows

are isomorphisms by Theorem 7.13, and the diagram commutes because

q�˚hŒf �D q�
�	 xh 
 � Œf � � Œh��D Œxg� �q�Œf � � Œg�D ˚gq�Œf �:

It follows that ˚g takes q��1.E;e0/ to q��1.E;e/. Since an isomorphism takes
normal subgroups to normal subgroups, (d) follows. ut
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e0

e
h

x0

xg

E

X

f

q

q ıf

Fig. 11.8: Proof of Proposition 11.35.

Covering Homomorphisms

In this section we examine the question of how to tell when two covering spaces are
“the same.” Not surprisingly, the answer is expressed in terms of a suitable notion
of isomorphism for covering spaces. We begin by defining some terms.

Suppose q1 W E1 ! X , q2 W E2 ! X are two coverings of the same topological
space X . A covering homomorphism from q1 to q2 is a continuous map ' W E1 !
E2 such that q2 ı' D q1:

E1
' � E2

X:
q2�q1

�

A covering homomorphism that is also a homeomorphism is said to be a covering
isomorphism. It is easy to see that in this case the inverse map is also a covering iso-
morphism. We say two coverings are isomorphic if there is a covering isomorphism
between them; this is an equivalence relation on the class of coverings of X .

Proposition 11.36 (Properties of Covering Homomorphisms). Let q1 W E1 ! X

and q2 W E2 !X be coverings of the same space X .

(a) If two covering homomorphisms from q1 to q2 agree at one point of E1, then
they are equal.

(b) Given x 2X , any covering homomorphism from q1 to q2 restricts to a�1.X;x/-
equivariant map from q�1

1 .x/ to q�1
2 .x/ (with respect to the monodromy ac-

tions).
(c) Every covering homomorphism is itself a covering map.

Proof. A covering homomorphism from q1 to q2 can also be viewed as a lift of q1:
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E2

E1
q1
�

'

�

X:

q2
�

(11.3)

Thus (a) follows from the unique lifting property.
To prove (b), suppose ' W E1 ! E2 is a covering homomorphism from q1 to q2.

Note first that the definition implies that ' maps q�1
1 .x/ to q�1

2 .x/. Given x 2 X ,
e 2 q�1

1 .x/, and Œf �2 �1.X;x/, we need to show that '.e � Œf �/D '.e/ � Œf �. Let zfe
be the lift of f to a path in E1 starting at e, and consider the path ' ı zfe in E2. Its
initial point is ' ı zfe.0/D '.e/, and it satisfies q2 ı' ı zfe D q1 ı zfe D f , so ' ı zfe
is the lift of f to E2 starting at '.e/. Therefore,

'.e/ � Œf �D �
' ı zfe

�
.1/D '

� zfe.1/
�

D '.e � Œf �/:
Finally, we prove (c). Let ' W E1 ! E2 be a covering homomorphism. First we

have to show that ' is surjective. Given e 2 E2, let x D q2.e/ 2X . The fact that q1
is surjective means that q�1

1 .x/ is nonempty, and part (b) implies that ' restricts to
a �1.X;x/-equivariant map from q�1

1 .x/ to q�1
2 .x/. By Proposition 11.24(b), this

restricted map is surjective, which means in particular that e is in the image of '.
To show that ' is a covering map, let e 2 E2 be arbitrary; let x D q2.e/ 2X ; let

U1, U2 � X be neighborhoods of x that are evenly covered by q 1 and q2, respec-
tively; and let V be the component of U1\U2 containing x. Thus V is a neighbor-
hood of x that is evenly covered by both q1 and q2.

Let U be the component of q�1
2 .V / containing e. We need to show that the

components of '�1.U / are mapped homeomorphically onto U by '. Consider the
restrictions of q1 and ' to the “stack of pancakes” q�1

1 .V / (Fig. 11.9). Since U is
both open and closed in q�1

2 .V /, it follows that '�1.U / is both open and closed in
q�1
1 .V /, and is thus a union of components by Problem 4-12. On any such compo-

nent U˛, the following diagram commutes:

U˛

U

'�

V:

q1

� q2�

Since q1 and q2 are homeomorphisms in this diagram, so is '. ut
The key to determining when two covering spaces are isomorphic is to decide

when there are covering homomorphisms between them. This question is answered
by the following theorem.

Theorem 11.37 (Covering Homomorphism Criterion). Let q1 W E1 !X and
q2 W E2 !X be two coverings of the same space X , and suppose e1 2E1 and e2 2
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'

q1

q2

q�1
1 .V /

q�1
2 .V /

'�1.U/

U˛

U

Vx

e

Fig. 11.9: An evenly covered neighborhood of e.

E2 are base points such that q1.e1/ D q2.e2/. There exists a covering homomor-
phism from q1 to q2 taking e1 to e2 if and only if q1��1.E1;e1/� q2��1.E2;e2/.

Proof. Because a covering homomorphism from q1 to q2 is a lift of q1 as in (11.3),
both the necessity and the sufficiency of the subgroup condition follow from the
lifting criterion (Theorem 11.18). ut
Example 11.38. Let pn W S1 ! S1 be the nth power map defined in Example 11.4.
The subgroup of �1

�
S1;1

�
induced by pn is the cyclic subgroup generated by Œ!�n

(Example 11.21). By the covering homomorphism criterion, there is a covering ho-
momorphism from pm to pn if and only if m is divisible by n; the homomorphism
in that case is just pm=n. //

Example 11.39. Consider the following two coverings of T 2: the first is "2 W R2 !
T 2, the covering of Example 11.5 (the product of two copies of " W R ! S 1); and
the second is the map q W S1 � R ! T 2 given by q.z;e/ D .z;".e//. Identifying
�1
�
T2
�

with Z � Z, we see that ."2/��1
�
R2
�

is trivial, while q��1
�
S1 � R

� D
Z � f0g. Therefore, there exists a covering homomorphism from " 2 to q. (Why do
the base points not matter?) It is easy to check that '.x;e/ D .".x/;e/ is such a
homomorphism. //

The following theorem completely solves the uniqueness question for covering
spaces up to isomorphism.

Theorem 11.40 (Covering Isomorphism Criterion). Suppose q1 W E1 ! X and
q2 W E2 !X are two coverings of the same space X .
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(a) Given e1 2 E1 and e2 2 E2 such that q1.e1/ D q2.e2/, there exists a (neces-
sarily unique) covering isomorphism from q1 to q2 taking e1 to e2 if and only
if q1��1.E1;e1/D q2��1.E2;e2/.

(b) The coverings q1 and q2 are isomorphic if and only if for some x 2 X , the
conjugacy classes of subgroups of �1.X;x/ induced by q1 and q2 are the same.
If this is the case, these conjugacy classes are the same for every x 2X .

Proof. First we prove (a). Suppose there exists a covering isomorphism ' W E 1 !
E2 such that '.e1/ D e2, and let x D q1.e1/ D q2.e2/. By Proposition 11.36(b),
' restricts to a �1.X;x/-isomorphism from q�1

1 .x/ to q�1
2 .x/ taking e1 to e2, so

it follows from Proposition 11.26 that the isotropy groups of e 1 and e2, namely
q1��1.E1;e1/ and q2��1.E2;e2/, are equal.

Conversely, suppose q2��1.E2;e2/D q1��1.E1;e1/. Then by the covering ho-
momorphism criterion, there exist covering homomorphisms ' W E 1 ! E2 and
 W E2 !E1, with '.e1/D e2 and  .e2/D e1. The composite map  ı' is a cov-
ering homomorphism from E1 to itself that fixes e1, so it is the identity. Similarly,
' ı is the identity, so ' is the required covering isomorphism.

To prove (b), suppose first that the two coverings are isomorphic. For any x 2
X , the covering isomorphism restricts to a �1.X;x/-isomorphism from q�1

1 .x/ to
q�1
2 .x/, so these fibers have the same isotropy type as �1.X;x/-sets by Proposition

11.26. Because the isotropy groups of the monodromy action are exactly the induced
subgroups of the covering, it follows that q1 and q2 induce the same conjugacy class
of subgroups of �1.X;x/.

Conversely, suppose that q1 and q2 induce the same conjugacy class of subgroups
for some x 2 X . Choose e1 2 q�1

1 .x/ arbitrarily. By the conjugacy theorem, there
is some e2 2 q�1

2 .x/ such that q2��1.E2;e2/ D q1��1.E1;e1/, and then part (a)
shows that there is a covering isomorphism from q1 to q2 taking e1 to e2. The
argument in the preceding paragraph then shows that the two coverings induce the
same conjugacy class in �1.X;x0/ for any other base point x 0 2X as well. ut

The Universal Covering Space

When the results of the preceding section are applied to simply connected covering
spaces, they yield some extremely useful results.

Proposition 11.41 (Universality of Simply Connected Coverings).

(a) Let q W E ! X be a covering map with E simply connected. If q 0 W E 0 ! X is
any covering, there exists a covering map Q W E !E 0 such that the following
diagram commutes:

E

E 0
Q�

X:

q

� q0�
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(b) Any two simply connected coverings of the same space are isomorphic.

Proof. Since the trivial subgroup is contained in every other subgroup, part (a) fol-
lows from the covering homomorphism criterion and the fact that every covering
homomorphism is a covering map. Part (b) follows immediately from the covering
isomorphism criterion. ut

Part (a) of this proposition says that a simply connected covering space covers
every other covering space of X . Because of this, any covering of X by a simply
connected space zX (which by (b) is unique up to isomorphism) is called a universal
covering, and zX is called the universal covering space of X .

Example 11.42. The universal covering space of S 1 is R, with the exponential quo-
tient map " as the covering map. Similarly, for n� 2 we constructed a covering map
"n W Rn ! Tn in Example 11.5, so the universal covering space of the n-torus is
Rn. The universal covering space of P n for n � 2 is Sn, by the covering map q of
Example 11.6. //

As the next theorem shows, every “reasonable” space, including every manifold,
has a universal covering space. We say that a space X is locally simply connected
if it admits a basis of simply connected open subsets. Clearly, a locally simply con-
nected space is locally path-connected, because simply connected sets are path-
connected. Every manifold is locally simply connected, because it has a basis of
coordinate balls.

Theorem 11.43 (Existence of the Universal Covering Space). Every connected
and locally simply connected topological space (in particular, every connected man-
ifold) has a universal covering space.

Proof. To get an idea how to proceed, suppose for a moment that X does have a
universal covering q W zX ! X . The key fact is that once we choose base points
zx0 2 zX and x0 D q

�zx0� 2 X , the fiber q�1.x/ over any x 2 X is in one-to-one
correspondence with path classes from x0 to x. To see why, define a map E from
the set of such path classes to q�1.x/ by sending Œf � to the terminal point of the
lift of f starting at zx0. Since lifts of homotopic paths have the same terminal point
by the monodromy theorem, E is well defined. E is surjective, because given any
zx in the fiber over x, there is a path zf from zx0 to zx, and then q ı zf is a path from
x0 to x whose lift ends at zx. Injectivity of E follows from the fact that zX is simply
connected: if f1, f2 are two paths from x0 to x whose lifts zf1; zf2 end at the same
point, then zf1 and zf2 are path-homotopic, and therefore so are f1 D q ı zf1 and
f2 D q ı zf2.

Now letX be any space satisfying the hypotheses of the theorem, and choose any
base point x0 2X . Guided by the observation in the preceding paragraph, we define
zX to be the set of path classes of paths in X starting at x0, and define q W zX !X by
q.Œf �/D f .1/. We prove that zX has the required properties in a series of steps.

STEP 1: Topologize zX . We define a topology on zX by constructing a basis. For
each Œf � 2 zX and each simply connected open subset U � X containing f .1/,
define the set Œf �U �� zX by
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Fig. 11.10: Proof that the collection of sets Œf �U� is a basis.

Œf �U �D fŒf �a� W a is a path in U starting at f .1/g:
Let B denote the collection of all such sets Œf �U �; we will show that B is a basis
for a topology. First, since X is locally simply connected, for each Œf � 2 zX there
exists a simply connected open subset U containing f .1/, and clearly Œf � 2 Œf �U �.
Thus the union of all the sets in B is zX .

To check the intersection condition, suppose Œh� 2 zX is in the intersection of two
basis sets Œf �U �, Œg �V � 2 B. This means that h� f �a � g � b, where a is a path
in U and b is a path in V (Fig. 11.10). Let W be a simply connected neighborhood
of h.1/ contained in U \V (such a neighborhood exists because X has a basis of
simply connected open subsets). If Œh � c� is any element of Œh �W �, then Œh � c� D
Œf �a �c� 2 Œf �U � because a �c is a path in U . Similarly, Œh �c�D Œg �b �c� 2 Œg �V �.
Thus Œh �W � is a basis set contained in Œf �U �\ Œg �V �, which proves that B is a
basis. From now on, we endow zX with the topology generated by B.

STEP 2: zX is path-connected. Let Œf � 2 zX be arbitrary. We will show that there
is a path in zX from zx0 to Œf �, where zx0 D 	

cx0



.

For each 0� t � 1, define ft W I !X by

ft .s/D f .ts/;

so ft is a path in X from x0 to f .t/. Then define zf W I ! zX by

zf .t/D Œft �:

Clearly, zf .0/D Œf0� D zx0, and zf .1/D Œf1� D Œf �. So we need only show that zf
is continuous; for this it suffices to show that the preimage under zf of every basis
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f
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f .t0/

Fig. 11.11: Proof that zX is path-connected.

subset Œh �U � � zX is open. Let t0 2 I be a point such that zf .t0/ 2 Œh �U � (Fig.
11.11). This means that ft0 � h �c for some path c lying in U , and in particular that
f .t0/D ft0.1/ 2 U . For each 0� t � 1, define a path ft0t by

ft0t .s/D f .t0C s.t � t0//:
This path just follows f from f .t0/ to f .t/, so ft0 �ft0t is easily seen to be path-
homotopic to ft .

By continuity of f , there is some ı > 0 such that f .t0 � ı; t0 C ı/ � U . If t 2
.t0� ı; t0C ı/, then

ft � ft0 �ft0t � h �c �ft0t ;
from which it follows that

zf .t/D Œft �D Œh � c �ft0t � 2 Œh �U �:
This shows that zf �1Œh �U � contains the set .t0� ı; t0C ı/, so zf is continuous.

STEP 3: q is a covering map. Let U � X be any simply connected open subset.
We will show that U is evenly covered.

Choose any point x1 2U . We begin by showing that q�1.U / is the disjoint union
of the sets Œf �U � as Œf � varies over all the distinct path classes from x0 to x1. It
follows immediately from the definition of q that q.Œf �U �/�U , so

S
Œf �Œf �U ��

q�1.U /. Conversely, if Œg� 2 q�1.U /, then g.1/D q.Œg�/ 2 U , so there is a path b
in U from g.1/ to x1, and Œg�D Œg �b � xb� 2 Œ.g �b/ �U �. This proves that q�1.U /DS
Œf �Œf �U �.
This shows, in particular, that q is continuous:X has a basis of simply connected

open subsets, and the preimage under q of each such set is a union of basis sets and
therefore open. And q is clearly surjective, because each x 2 X is equal to q.Œg�/
for any path g from x0 to x.

Next we show that q is a homeomorphism from each set Œf �U � to U . It is
surjective because for each x 2 U there is a path a from f .1/ to x in U , so x D
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x0

f

g

g 0

a

a0
X

U

Fig. 11.12: Proof that q is injective on Œf �U�.

q.Œf �a�/ 2 q.Œf �U �/. To see that it is injective, let Œg�, Œg0� 2 Œf �U �, and suppose
q.Œg�/D q.Œg0�/, or in other words, g.1/D g 0.1/ (Fig. 11.12). Then by definition of
Œf �U �, g � f �a and g0 � f �a0 for some paths a;a0 in U from f .1/ to g.1/. Since
U is simply connected, a � a0 and therefore Œg� D Œg 0�. Finally, q is an open map
because it takes basis open subsets to open subsets, and therefore q W Œf �U � ! U

is a homeomorphism.
Each set Œf �U � is open by definition, and each is path-connected because it

is homeomorphic to the path-connected set U . It follows that zX is locally path-
connected. To complete the proof that q is a covering map, we need to show that
for any two paths f and f 0 from x0 to x1, the sets Œf �U � and Œf 0 �U � are either
equal or disjoint. If they are not disjoint, there exists Œg� 2 Œf �U �\ Œf 0 �U �, so
g� f �a� f 0 �a0 for paths a, a0 inU from x1 to g.1/. SinceU is simply connected,
a � a0, which implies f � f 0 and therefore Œf �U �D Œf 0 �U �.

STEP 4: zX is simply connected. Suppose F W I ! zX is a loop based at zx0. Let
f D q ıF , so F is a lift of f . If we write zf .t/D Œft � as in Step 2, then q ı zf .t/D
q.Œft �/D ft .1/D f .t/, so zf is also a lift of f starting at zx0. By the unique lifting
property, F D zf . Since F is a loop,	

cx0


D zx0 D F.1/D zf .1/D Œf1�D Œf �;

so f is null-homotopic. By the monodromy theorem, this means that F is null-
homotopic as well. ut

A careful study of this proof shows that it does not really need the full strength
of the hypothesis that X is locally simply connected. Each time we use the fact that
a loop in a small open subset U �X is null-homotopic, it does not have to be null-
homotopic inU ; all we really need to know is that it is null-homotopic inX . For this
reason, it is traditional to make the following definition: ifX is a topological space, a
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subset U �X is relatively simply connected if inclusionU ,!X induces the trivial
homomorphism on fundamental groups, and X is semilocally simply connected if
every point in X has a relatively simply connected neighborhood. If U is relatively
simply connected, then so is every subset of U , so a semilocally simply connected
space actually has a basis of relatively simply connected open subsets. Clearly every
locally simply connected space is semilocally simply connected.

An easy adaptation of the proof of Theorem 11.43 shows that every connected,
locally path-connected, and semilocally simply connected space has a universal cov-
ering space. It follows from Problem 11-18 that these conditions are necessary and
sufficient; Problem 11-19 gives an example of a space that is not semilocally simply
connected and therefore has no universal covering space.

Once you have understood the proof of the existence of the universal covering
space of a spaceX , you should forget the complicated construction of zX in terms of
path classes, and just think of zX as a simply connected space with a covering map
to X . The uniqueness theorem tells us that all the relevant properties of zX can be
derived from these facts.

Problems

11-1. Suppose q W E !X is a covering map.

(a) Show that if X is Hausdorff, then E is too.
(b) Show that if X is an n-manifold, then E is too.
(c) Show that if E is an n-manifold and X is Hausdorff, then X is an n-

manifold.

11-2. Prove that for any n� 1, the map q W Sn ! Pn defined in Example 11.6 is a
covering map.

11-3. Let S be the following subset of C 2:

S D f.z;w/ W w2 D z; w ¤ 0g:
(It is the graph of the two-valued complex square root “function” described
in Chapter 1, with the origin removed.) Show that the projection � 1 W C2 !
C onto the first coordinate restricts to a two-sheeted covering map q W S !
C X f0g.

11-4. Show that there is a two-sheeted covering of the Klein bottle by the torus.

11-5. LetM andN be connected manifolds of dimensionn, and suppose q W zM !
M is a k-sheeted covering map. Show that there is a connected sum M #N
that admits a k-sheeted covering by a manifold of the form �M #N # � � �#N
(connected sum of �M with k disjoint copies ofN ). [Hint: choose the ball to
be cut out of M to lie inside an evenly covered neighborhood.]
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11-6. Show that every nonorientable compact surface of genus n � 1 has a two-
sheeted covering by an orientable one of genus n� 1. [Hint: use Problem
11-5 and induction.]

11-7. Prove the following improvement of Proposition 11.1(d): if q W E ! X is a
covering map andA�X is a locally path-connected subset, then the restric-
tion of q to each component of q�1.A/ is a covering map onto its image.

11-8. LetX be a CW complex, and let q W E !X be a covering map. Prove thatE
has a CW decomposition for which each cell is mapped homeomorphically
by q onto a cell of X . [Hint: you might find Problem 11-7 useful.]

11-9. Show that a proper local homeomorphism between connected, locally path-
connected, and compactly generated Hausdorff spaces is a covering map.

11-10. Show that a covering map is proper if and only if it is finite-sheeted.

11-11. Let q W E !X be a covering map. Show that E is compact if and only if X
is compact and q is a finite-sheeted covering.

11-12. A continuous map f W S1 ! S1 is said to be odd if f .�z/ D �f .z/ for all
z 2 S1, and even if f .z/D f .�z/ for all z 2 S1. Show that every odd map
has odd degree, as follows.

(a) Let p2 W S1 ! S1 be the two-sheeted covering map of Example 11.4.
Show that if f is odd, there exists a continuous map g W S1 ! S1 such
that degf D degg and the following diagram commutes:

S1
f� S1

S1

p2 �

g

� S1:

p2�

(b) Show that if degf is even, then g lifts to a map zg W S1 ! S1 such that
p2 ı zg D g.

(c) Show that zg ıp2 and f are both lifts of g ıp2 that agree at either .1;0/
or .�1;0/, so they are equal everywhere; derive a contradiction.

11-13. Show that every even map f W S 1 ! S1 has even degree. [Hint: this is much
easier than the odd case.]

11-14. BORSUK–ULAM THEOREM: Show that for any continuous map F W S 2 !
R2, there is a point x 2 S2 such that F.x/D F.�x/. (Thus there is always
a pair of antipodal points on the earth that have the same temperature and
humidity.) [Hint: if not, x 7! .F.x/�F.�x//=jF.x/�F.�x/j maps S2 to
S1, and restricts to an odd map from the circle to itself.]

11-15. HAM SANDWICH THEOREM: If two pieces of bread and one piece of ham
are placed arbitrarily in space, then all three pieces can be cut in half with
a single slice of the knife. (If you do not like ham, you may prefer to call it
the tofu sandwich theorem.) More precisely, given three disjoint, bounded,
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Fig. 11.13: The space of Problem 11-16.

...

Fig. 11.14: The Hawaiian earring.

connected open subsets U1;U2;U3 � R3, there exists a plane that simul-
taneously bisects all three, in the sense that the plane divides R3 into two
half-spaces HC and H� such that for each i , Ui \HC has the same vol-
ume as Ui \H�. [Hint: for any x 2 S2, show that there are unique real
numbers .�1;�2;�3/ such that the plane through �ix and orthogonal to x
bisects Ui . Apply the Borsuk–Ulam theorem to the map F W S 2 ! R2 de-
fined by F.x/ D .�1 ��2;�2 ��3/: You may assume that there is a vol-
ume function assigning a nonnegative real number Vol.U / to each bounded
open subset U � R3 and satisfying the following properties: the volume
of a set is unchanged by translations or rotations; the volumes of balls,
cylinders, and rectangular solids are given by the usual formulas; if U and
V are disjoint, then Vol.U [V / D Vol.U /C Vol.V /; and if U � V , then
Vol.U /� Vol.V /.]

11-16. This problem shows that the hypothesis that Y is locally path-connected
cannot be eliminated from the lifting criterion (Theorem 11.18). Let T be
the topologist’s sine curve (Example 4.17), and let Y be the union of T with
a semicircular arc that intersects T only at .0;1/ and .2=�;1/ (Fig. 11.13).

(a) Show that Y is simply connected.
(b) Show that there is a continuous map f W Y ! S1 that has no lift to R.

11-17. Determine the universal covering space of the space X of Problem 10-2.

11-18. Show that if X is a topological space that has a universal covering space,
then X is semilocally simply connected.

11-19. For each n 2 N , let Cn denote the circle in R2 with center .1=n;0/ and
radius 1=n. The Hawaiian earring is the space H D S

n2NCn, with the
subspace topology (Fig. 11.14).

(a) Show thatH is not semilocally simply connected, and therefore has no
universal covering space.

(b) Show that the cone on H is simply connected and semilocally simply
connected, but not locally simply connected.
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11-20. Suppose X is a connected space that has a contractible universal covering
space. For any connected and locally path-connected space Y , show that a
continuous map f W Y !X is null-homotopic if and only if for each y 2 Y ,
the induced homomorphism f� W �1.Y;y/! �1.X;f .y// is the trivial map.
Give a counterexample to show that this result need not hold if the universal
covering space is not contractible.

11-21. For which compact, connected surfaces M do there exist continuous maps
f W M ! S1 that are not null-homotopic? Prove your answer correct. [Hint:
use the result of Problem 11-20.]





Chapter 12

Group Actions and Covering Maps

In the preceding chapter, we introduced covering spaces, and answered the isomor-
phism question for coverings: two coverings of the same space are isomorphic if
and only if they induce the same conjugacy class of subgroups of the fundamental
group of the base. In this chapter, we study the question of existence of coverings.

Our primary tool in this chapter is group actions. We begin the chapter by study-
ing the automorphism group of a covering, which is a group action that is naturally
associated with every covering space. This automorphism group bears a close re-
lationship with the fundamental group of the base, and can often be used to glean
information about the fundamental group of a space from information about its cov-
erings.

Next, we turn our attention to actions of arbitrary groups on topological spaces.
Much of the chapter is devoted to determining when an action by a group � on
a space E has the property that the quotient map E ! E=� is a covering map.
Once we have found the answer to that question, we show that for any space X that
has a universal covering space, all coverings of X can be realized as quotients of
its universal covering space by appropriate group actions. The dénouement is the
classification theorem for covering maps, which says that for such a space X , there
is a one-to-one correspondence between conjugacy classes of subgroups of � 1.X/
and isomorphism classes of coverings of X . We illustrate the theory by classifying
all the coverings of the torus.

At the end of the chapter, we explore what these constructions mean for mani-
folds. Covering space actions on manifolds do not always produce manifold quo-
tients, so an additional condition called properness of the action needs to be as-
sumed. As an application, we determine the universal covering spaces of all the
compact surfaces.

J.M. Lee, Introduction to Topological Manifolds, Graduate Texts in Mathematics 202,
DOI 10.1007/978-1-4419-7940-7_12, © Springer Science+Business Media, LLC 2011
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The Automorphism Group of a Covering

In this section we begin our exploration of the relationship between group actions
and covering spaces by examining a natural group action associated with every cov-
ering space.

Suppose q W E ! X is a covering map. An automorphism of q is a covering
isomorphism from q to itself, that is, a homeomorphism' W E!E such that qı'D
q:

E
' � E

X:
q�q

�

Covering automorphisms are also variously known as deck transformations or cov-
ering transformations.

Let Autq.E/ denote the set of all automorphisms of the covering q W E ! X .
It is easy to verify that the composition of two automorphisms, the inverse of an
automorphism, and the identity map ofE are all automorphisms. Thus Aut q.E/ is a
group, called the automorphism group of the covering (or sometimes the covering
group). It acts on E in a natural way, and the definition of covering automorphisms
implies that each orbit is a subset of a single fiber.

Proposition 12.1 (Properties of the Automorphism Group). Let q W E ! X be a
covering map.

(a) If two automorphisms of q agree at one point, they are identical.
(b) Given x 2X , each covering automorphism restricts to a �1.X;x/-automorph-

ism of the fiber q�1.x/ (with respect to the monodromy action).
(c) For any evenly covered open subset U �X , each covering automorphism per-

mutes the components of q�1.U /.
(d) The group Autq.E/ acts freely on E by homeomorphisms.

Proof. Parts (a) and (b) follow immediately from Proposition 11.36(a,b). To prove
(c), let U be an evenly covered open subset, and let U˛ be a component of q�1.U /.
Since '.U˛/ is a connected subset of q�1.U /, it must be contained in a single com-
ponent; applying the same argument to '�1 shows that '.U˛/ is exactly a compo-
nent. Finally, to prove (d), just note that the automorphism group acts by homeomor-
phisms by definition, and the fact that it acts freely follows from (a) by comparing
' with the identity. ut
Example 12.2. For the covering " W R ! S1, the integral translations x 7! xC k

for k 2 Z are easily seen to be automorphisms. To see that every automorphism
is of this form, let ' 2 Aut".R/ be arbitrary. If we set n D '.0/, then ' and the
translation x 7! x C n are both covering automorphisms taking 0 to n, so they
are equal by Proposition 12.1(a). Thus the automorphism group of " W R ! S 1 is
isomorphic to Z, acting on R by integral translations. A similar argument shows
that the automorphism group of "n W Rn ! Tn is isomorphic to Zn acting by
.x1; : : : ;xn/ � .k1; : : : ;kn/D .x1Ck1; : : : ;xnCkn/. //
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Example 12.3. If q W Sn ! Pn is the covering map of Example 11.6, then the an-
tipodal map ˛ W Sn ! Sn defined by ˛.x/D �x is an automorphism. The covering
automorphism group is the two-element group fId;˛g. //

It is important to be aware that, although Proposition 12.1(b) guarantees that the
action of the covering group restricts to an action on each fiber, this action on fibers,
unlike the monodromy action, is not transitive in general. The next theorem gives a
criterion for deciding when two points in a fiber are in the same orbit of the covering
automorphism group.

Theorem 12.4 (Orbit Criterion for Covering Automorphisms). Let q W E ! X

be a covering map. If e1;e2 2 E are two points in the same fiber q�1.x/, there
exists a covering automorphism taking e1 to e2 if and only if the induced subgroups
q��1.E;e1/ and q��1.E;e2/ of �1.X;x/ are equal.

Proof. This follows immediately from the covering isomorphism criterion (Theo-
rem 11.40). ut

One crucial consequence of the orbit criterion is the following alternative char-
acterization of normal covering maps.

Corollary 12.5 (Normal Coverings Have Transitive Automorphism Groups). If
q W E ! X is a covering map, then Autq.E/ acts transitively on each fiber if and
only if q is a normal covering.

Proof. Let q W E ! X be a covering map, and let x be an arbitrary point of X . By
virtue of Proposition 11.35 and Theorem 12.4, we have the following equivalences:

Autq.E/ acts transitively on q�1.x/
, the subgroups q��1.E;e/ are the same for all e 2 q�1.x/
, q is a normal covering. ut

Because of the preceding corollary, some authors define a normal covering to
be one whose covering automorphism group acts transitively on fibers. The two
characterizations can be used interchangeably.

The fact that covering automorphisms restrict to �1.X;x/-automorphisms of
fibers (Proposition 12.1(b)) and the similarity between the orbit criterion for cov-
ering automorphisms that we just proved and the orbit criterion for abstract G-
automorphisms (Proposition 11.27) suggest that there ought to be a strong connec-
tion between the monodromy action and the action of the covering automorphism
group on fibers. The next theorem bears this out.

Theorem 12.6. Suppose q W E !X is a covering map and x is any point in X . The
restriction map ' 7! 'jq�1.x/ is a group isomorphism between Autq.E/ and the
group Aut�1.X;x/

�
q�1.x/

�
of �1.X;x/-automorphisms of q�1.x/.
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Proof. Proposition 12.1(b) shows that each covering automorphism restricts to a
�1.X;x/-automorphism of q�1.x/. Since .'1 ı'2/jq�1.x/ D '1jq�1.x/ ı'2jq�1.x/,
the restriction map is a group homomorphism.

Proposition 12.1(a) shows that two covering automorphisms whose restrictions to
q�1.x/ agree must be identical, so the restriction homomorphism is injective. To see
that it is surjective, suppose � W q�1.x/! q�1.x/ is any �1.X;x/-automorphism of
the fiber. If e1 is any point in q�1.x/ and e2 D �.e1/, then the orbit criterion for G-
automorphisms (Proposition 11.27) shows that the isotropy groups of e 1 and e2 are
the same. Since these isotropy groups are exactly q��1.E;e1/ and q��1.E;e2/, the
orbit criterion for covering automorphisms shows that there exists ' 2 Aut q.E/ such
that '.e1/ D e2. Then � and 'jq�1.x/ are both �1.X;x/-isomorphisms of q�1.x/
that agree at one point, so they are equal. ut

The next theorem is a central result concerning the relationship between covering
spaces and fundamental groups. It gives an explicit formula for the automorphism
group of a covering in terms of the fundamental groups of the covering space and
the base, and can be used to compute the fundamental groups of certain spaces from
properties of their coverings.

Theorem 12.7 (Covering Automorphism Group Structure Theorem). Suppose
q W E ! X is a covering map, e 2 E, and x D q.e/. Let G D �1.X;x/ and H D
q��1.E;e/��1.X;x/. For each path class 	 2NG.H/ (the normalizer ofH inG),
there is a unique covering automorphism '� 2 Autq.E/ that satisfies '� .e/D e �	 .
The map 	 7!'� is a surjective group homomorphism fromNG.H/ to Autq.E/with
kernel equal to H , so it descends to an isomorphism from NG.H/=H to Autq.E/:

Autq.E/Š N�1.X;x/

�
q��1.E;e/

�
q��1.E;e/

:

Proof. We have two isomorphisms:

NG.H/=H
Š! AutG

�
q�1.x/

� Š! Autq.E/:

The first isomorphism is induced by the map of Theorem 11.28, which sends an ele-
ment 	 2NG.H/ to the uniqueG-automorphism of q�1.x/ taking e to e �	 ; and the
second is the inverse of the restriction map ' 7! 'jq�1.x/, which is an isomorphism
by Theorem 12.6. The map 	 7! '� described in the statement of the theorem is
exactly the composition of these two maps. ut

The most important applications of this theorem occur in the special cases in
which q is a normal covering or E is simply connected.

Corollary 12.8 (Normal Case). If q W E!X is a normal covering, then for any x 2
X and any e 2 q�1.x/, the map 	 7! '� of Theorem 12.7 induces an isomorphism
from �1.X;x/=q��1.E;e/ to Autq.E/. ut
Corollary 12.9 (Simply Connected Case). If q W E !X is a covering map and E
is simply connected, then the automorphism group of the covering is isomorphic to
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the fundamental group ofX . In fact, for any x 2X and e 2 q �1.x/, the map 	 7! '�
of Theorem 12.7 is an isomorphism from �1.X;x/ to Autq.E/. ut
Example 12.10. Since the automorphism group of " W R ! S 1 is infinite cyclic and
R is simply connected, Corollary 12.9 yields another proof that the fundamental
group of the circle is infinite cyclic. //

Example 12.11. Because the automorphism group of the covering q W S n ! Pn is
the two-element group fId;˛g, Corollary 12.9 gives another proof that � 1

�
Pn
� Š

Z=2. //

Quotients by Group Actions

The next step in classifying coverings is to start with a space E and develop a tech-
nique for constructing spaces covered byE. Later, we will apply this to the universal
covering space in order to derive a classification theorem for coverings of a given
space X .

To get an idea how to construct spaces covered by E, let us suppose q W E ! X

is a normal covering. (The restriction to normal coverings will not be a limitation in
the end: for reasons that will soon become apparent, the construction in this section
produces only normal coverings, but later in the chapter we will be able to use them
to produce all coverings of a given space.)

As Proposition 12.1 showed, the automorphism group Aut q.E/ acts freely on
E by homeomorphisms. Corollary 12.5 says that Autq.E/ acts transitively on each
fiber when q is normal, so the identifications made by q are exactly those determined
by the equivalence relation e1 � e2 if and only if e2 D '.e1/ for some ' 2 Autq.E/.
Since q is a quotient map by Proposition 11.1,X is homeomorphic to the orbit space
determined by the action of Autq.E/ on E (see Chapter 3).

Now let E be an arbitrary topological space, and suppose we are given an action
by a group � on E. (It does not matter whether it is a left or right action; for sim-
plicity of notation, we assume it is a left action unless otherwise specified.) Our aim
in this section is to describe conditions under which the quotient map q W E !E=�

onto the orbit space is a covering map whose automorphism group is � . Note that
this construction can produce only normal coverings, because � acts transitively on
the fibers of any orbit space by definition.

Not every group action yields a covering map, of course. Certainly, the group
must act freely by homeomorphisms (Proposition 12.1(d)). Moreover, every point
of a covering space E has a neighborhood (one of the sheets over an evenly covered
open subset) whose images under the automorphism group are all disjoint. This
turns out to be the crucial property.

Suppose we are given an action by a group � on a topological space E. It is
called a covering space action if � acts by homeomorphisms and every point e 2E
has a neighborhoodU satisfying the following condition:
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for each g 2 � , U \ .g �U /D ¿ unless g D 1: (12.1)

(Here and in the rest of the chapter, we use the notation g �U to denote the image
set fg �x W x 2U g.) In fact, any set U satisfying (12.1) satisfies the stronger property
that all of its images under elements of � are pairwise disjoint: if g;g 0 are distinct
elements of � , then .g �U /\ .g0 �U /D g � �U \ �g�1g0 �U ��D ¿. It is immediate
from the definition that a covering space action is free.

I Exercise 12.12. Show that for any covering map q W E !X , the action of Autq.E/
on E is a covering space action.

I Exercise 12.13. Given a covering space action of a group � on a topological space E ,
show that the restriction of the action to any subgroup of � is a covering space action.

Covering space actions are often called properly discontinuous actions. Though
common, this terminology is particularly unfortunate, because it leads one to con-
sider group actions with the oxymoronic property of being both continuous and
properly discontinuous. Moreover, there is wide variation in how the term is used in
the literature, with different authors giving inequivalent definitions. For these rea-
sons, we use the term covering space action introduced by Allan Hatcher [Hat02],
which is a little less standard but far clearer.

Given an action of a group � on a space E by homeomorphisms, each g 2 �
determines a homeomorphism from E to itself by e 7! g � e. We say the action is
effective if the identity of � is the only element for which this homeomorphism
is the identity; or in other words, g � e D e for all e 2 E if and only if g D 1. In
particular, every free action is effective. If � acts effectively, it is frequently useful
to identify � with the corresponding group of homeomorphisms of E, and we often
do so in this chapter.

Theorem 12.14 (Covering Space Quotient Theorem). Let E be a connected, lo-
cally path-connected space, and suppose we are given an effective action of a group
� on E by homeomorphisms. Then the quotient map q W E ! E=� is a covering
map if and only if the action is a covering space action. In this case, q is a normal
covering map, and Autq.E/D � , considered as a group of homeomorphisms of E.

Proof. Assume first that q is a covering map. Then the action of each g 2 � is an
automorphism of the covering, because it is a homeomorphism satisfying q.g �e/D
q.e/, so we can identify � with a subgroup of Autq.E/. Exercise 12.12 shows that
the action of Autq.E/ is a covering space action, and then Exercise 12.13 shows
that the action of � is too.

Conversely, suppose the action is a covering space action. Clearly, the quotient
map q is surjective and continuous. In addition, it is an open map by the result of
Problem 3-22. To show that q is a covering map, suppose x 2 E=� is arbitrary.
Choose e 2 q�1.x/, and let U be a neighborhood of e satisfying (12.1). Since E
is locally path-connected, by passing to the component of U containing e, we can
assume that U is path-connected. Let V D q.U /, which is a path-connected neigh-
borhood of x.
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Now, q�1.V / is equal to the union of the disjoint connected open subsets g �
U for g 2 � , so to show that q is a covering it remains only to show that q is a
homeomorphism from each such set onto V . For each g 2 � , the restricted map
g W U ! g �U is a homeomorphism, and the diagram

U
g� g �U
V

q�q
�

commutes; thus it suffices to show that qjU W U ! V is a homeomorphism. It is
surjective, continuous, and open; and it is injective because q.e/D q.e 0/ for e, e0 2
U implies e0 D g � e for some g 2 � , so e D e 0 because of (12.1). This proves that
q is a covering map.

To prove the final statement of the theorem, suppose the action is a covering
space action. As noted above, each map e 7! g � e is a covering automorphism, so
� � Autq.E/. By construction, � acts transitively on each fiber, so Autq.E/ does
too, and thus q is a normal covering. If ' is any covering automorphism, choose
e 2E and let e0 D '.e/. Then there is some g 2 � such that g � e D e0; since ' and
x 7! g �x are covering automorphisms that agree at a point, they are equal. Thus �
is the full automorphism group. ut

A particularly important example of a covering space action arises when we con-
sider a topological groupG and a discrete subgroup� �G (i.e., a subgroup that is a
discrete subspace). Recall from Chapter 3 that right translation defines a continuous
right action of � on G whose quotient is the left coset space G=� .

Proposition 12.15. Let � be a discrete subgroup of a connected and locally path-
connected topological group G. Then the action of � on G by right translations is
a covering space action, so the quotient map q W G ! G=� is a normal covering
map.

Proof. Because � is discrete, there is a neighborhood V of 1 in G such that V \
� D f1g. Consider the continuous map F W G�G ! G given by F.g;h/D g�1h.
Since F �1.V / is a neighborhood of .1;1/, there is a product open subset U 1�U2 �
G �G such that .1;1/ 2 U1 �U2 � F �1.V /. If we set U D U1 \U2, this means
that g;h 2 U implies g�1h 2 V . We complete the proof by showing that U satisfies
(12.1) (or rather, the analogous statement with g �U replaced by U �g, because �
acts on the right).

Suppose g is an element of � such that U \.U �g/¤ ¿. This means there exists
h 2 U such that hg 2 U . By our construction of U , it follows that g D h�1.hg/ 2
V \� , which implies that g D 1 as claimed. ut
Corollary 12.16. Suppose G and H are connected and locally path-connected
topological groups, and ' W G !H is a surjective continuous homomorphism with
discrete kernel. If ' is an open or closed map, then it is a normal covering map.
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Proof. Let � D Ker'. By the preceding proposition, the quotient map q W G !
G=� is a normal covering map. The assumption that ' is either open or closed
implies that it is a quotient map, and by the first isomorphism theorem the identifi-
cations made by ' are precisely those made by q. Thus the result follows from the
uniqueness of quotient spaces. ut

The hypothesis that ' is open or closed cannot be eliminated from this corollary.
Here is a silly counterexample: if G is any connected and locally path-connected
topological group and Gt represents the same group with the trivial topology, then
the identity mapG !Gt is surjective and continuous with trivial kernel, but is not a
covering map unlessG itself has the trivial topology. A more interesting counterex-
ample involving Hausdorff groups is given in Problem 12-10.

Example 12.17 (Coverings of the Torus). For any integers a;b;c;d such that ad �
bc ¤ 0, consider the map q W T 2 ! T2 given by q.z;w/ D �

zawb ;zcwd
�
. This is

easily seen to be a surjective continuous homomorphism, and it is a closed map by
the closed map lemma. Once we show that it has discrete kernel, it follows from the
preceding corollary that it is a normal covering map.

Let A denote the invertible linear transformation of R2 whose matrix is
�
a b
c d

�
.

Then we have a commutative diagram

R2
A� R2

T 2

"2

�

q
� T 2;

"2

�
(12.2)

where "2.x;y/D �
e2�ix ;e2�iy

�
is the universal covering map of the torus. To iden-

tify Kerq, note that

q ı "2.x;y/D .1;1/, "2 ıA.x;y/D .1;1/

, A.x;y/ 2 Z2

, .x;y/ 2A�1�Z2�;
where A�1�Z2� denotes the additive subgroup fA�1.m;n/ W .m;n/ 2 Z2g of R2.
Because "2 is surjective, this shows that Kerq D "2 ıA�1�Z2�.

Since A�1 has rational entries, it follows easily that each element of Kerq is a
torsion element of T 2. Moreover, since Z2 is generated (as a group) by the two
elements .1;0/ and .0;1/, Kerq is generated by their images under "2 ıA�1. An
abelian group that is generated by finitely many torsion elements is easily seen to be
finite; in particular, it is discrete. //
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The Classification Theorem

In this section we assemble the preceding results to come up with a complete clas-
sification of coverings of a given space X . The idea is that every covering of X is
itself covered by the universal covering space, and intermediate coverings can be
built from the universal covering as quotients by suitable group actions.

Theorem 12.18 (Classification of Coverings). Let X be a topological space that
has a universal covering space, and let x0 2X be any base point. There is a one-to-
one correspondence between isomorphism classes of coverings of X and conjugacy
classes of subgroups of �1.X;x0/. The correspondence associates each covering
yq W yE !X with the conjugacy class of its induced subgroup.

Proof. The covering isomorphism theorem shows that there is at most one isomor-
phism class of coverings corresponding to any conjugacy class of subgroups, so all
we need to show is that there is at least one. Let H � �1.X;x0/ be any subgroup
in the given conjugacy class. Let q W E ! X be the universal covering of X , and
choose a base point e0 2 E such that q.e0/ D x0. Then the simply connected case
of the automorphism group structure theorem (Corollary 12.9) shows that � 1.X;x0/
is isomorphic to the automorphism group Autq.E/, under the map that sends each
path class 	 2 �1.X;x0/ to the unique automorphism '� 2 Autq.E/ that satisfies
'� .e0/D e0 � 	 . Let yH � Autq.E/ be the image of H under this isomorphism, so
yH D f'� W 	 2H g.

Since the action of Autq.E/ on E is a covering space action, it follows from
Exercise 12.13 that the restriction of the action to yH is too. Let yE denote the quotient
space E= yH and Q W E ! yE the quotient map; by Theorem 12.14, Q is a normal
covering map. Moreover, q W E ! X is constant on the fibers of Q (because they
are contained in the fibers of q), so q descends to a continuous map yq W yE !X such
that the following diagram commutes:

E

yE
Q�

X:

q

� yq�

We have to show that yq is a covering map. Let x 2 X be arbitrary, let U be a
neighborhood of x that is evenly covered by q, and let yU0 be any component of
yq�1.U /. To show that yq is a covering map, it suffices to show that yU0 is mapped
homeomorphically onto U by yq.

Because yE is locally path-connected, yU0 is open and closed in yq�1.U /. Thus
Q�1� yU0

�
is open and closed in Q�1�yq�1.U /

� D q�1.U /, which implies that it
is a union of components of q�1.U /. If U0 is any such component, the following
diagram commutes:
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U0

yU0
Q�

U:

q

� yq�

(12.3)

In this diagram, q D yq ıQ is a homeomorphism, so Q is injective on U0. The
components ofQ�1� yU0

�
are the sets '.U0/ for ' 2 yH . SinceQı'DQ for ' 2 yH ,

it follows that Q.'.U0// D Q.U0/, so the images of all these components under
Q are the same. Therefore, since Q is surjective, so is its restriction to U0. Thus
Q W U0 ! yU0 is bijective, and because it is an open map, it is a homeomorphism.
Since q and Q are homeomorphisms in (12.3), so is yq.

The last step is to show that yq��1
� yE;ye0

� D H for some ye0 2 yE such that

yq�ye0�D x0. Let ye0 DQ.e0/. By Theorem 11.29, yq��1
� yE;ye0

�
is the isotropy group

of ye0 under the monodromy action by �1.X;x0/ on yE. Suppose 	 2 �1.X;x0/ is
arbitrary. SinceQ restricts to a �1.X;x0/-equivariant map from q�1.x0/ to yq�1.x0/
by Proposition 11.36(b), we have

ye0 �	 DQ.e0/ �	 DQ.e0 �	/DQ
�
'� .e0/

�
:

Since ye0 D Q.e0/, it follows that 	 is in the isotropy group of ye0 if and only if
Q
�
'�.e0/

�DQ.e0/, which is the case if and only if '� 2 yH , which in turn is true
if and only if 	 2H . ut

The proof of the theorem yields the following useful explicit description of the
covering associated with a particular subgroup of the fundamental group.

Corollary 12.19. Suppose q W E ! X is the universal covering of a space X , and
x0 2 X is any base point. Given a subgroup H � �1.X;x0/, let yH � Autq.E/ be
the subgroup corresponding to H under the isomorphism of Corollary 12.9. Then
q descends to a continuous map yq W E= yH ! X , which is a covering map whose
induced subgroup is H . ut

As an application, we can classify all coverings of the torus.

Proposition 12.20 (Classification of Torus Coverings). Every covering of T 2 is
isomorphic to precisely one of the following:

(a) The universal covering "2 W R2 ! T2

(b) A covering q W S1� R ! T2 by q.z;y/ D �
za".y/b;zb".y/�a

�
, where .a;b/

is a pair of integers with a � 0 and b > 0 if a D 0

(c) A covering q W T 2 ! T2 by q.z;w/D �
zawb;wc

�
, where .a;b;c/ are integers

with a > b � 0 and c > 0

Proof. Note that all of these maps are coverings: the universal covering by Example
11.5, the maps in part (b) by Problem 12-13, and those in part (c) by Example 12.17.

Let us use p D .1;1/ 2 T 2 as base point, and use the presentation �1
�
T2;p

�Š
hˇ;	 j ˇ	 D 	ˇi, where ˇ and 	 are the path classes of the standard generator of
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�1
�
S1;1

�
in the first and second factors, respectively. Then the map .m;n/ 7! ˇm	n

is an isomorphism of Z2 with �1
�
T 2;p

�
.

The classification theorem says that isomorphism classes of coverings of T 2 are
in one-to-one correspondence with subgroups of � 1

�
T2;p

�
under the correspon-

dence that matches a covering q WX ! T 2 with the subgroup induced by q. (Since
the fundamental group is abelian, each conjugacy class contains exactly one sub-
group.) So we begin by showing that each subgroup of Z 2 is one and only one of
the following:

(i) The trivial subgroup
(ii) An infinite cyclic subgroup generated by .a;b/ such that a � 0 and b > 0 if

a D 0

(iii) A subgroup h.a;0/;.b;c/i generated by two elements .a;0/ and .b;c/ satisfy-
ing a > b � 0 and c > 0

To prove this, let G be an arbitrary subgroup of Z 2. Because Z2 is free abelian
of rank 2, G is free abelian of rank at most 2 by Proposition 9.19. Thus there are
three mutually exclusive cases, in which G has rank 0, 1, or 2. Clearly, the trivial
subgroup has rank 0; we will show that the rank 1 and 2 cases correspond to (ii) and
(iii), respectively.

IfG has rank 1, it is cyclic. In this case there are two elements .a;b/ and .�a;�b/
that generate G, and exactly one of these satisfies the conditions of (ii). Thus (ii)
corresponds to the rank 1 case.

It remains to show that when G has rank 2 there are unique integers .a;b;c/
satisfying the conditions in (iii) such that f.a;0/;.b;c/g forms a basis for G. The
subgroup G1 D G \ .Z � f0g/ is not trivial: if f.m;n/;.i;j /g is any basis for G,
then j.m;n/�n.i;j / is an element of G in Z � f0g, which is not .0;0/ because of
the independence of .m;n/ and .i;j /. Since Z�f0g is cyclic, so is G1. Let .a;0/ be
a generator of G1; replacing it by its negative if necessary, we may assume a > 0.

SinceG has rank 2, it is not contained inG1. As in the proof of Proposition 9.19,
there is a basis forG of the form f.a;0/;.b;c/g, where c is a generator of the image
ofG under the projection�2 W Z2 ! Z. Replacing .b;c/ by its negative if necessary,
we may assume c > 0. Subtracting a multiple of .a;0/ from .b;c/ (which still yields
a basis), we may assume a > b � 0. Thus we have found .a;b;c/ satisfying the
conditions in (iii) such that .a;0/ and .b;c/ are a basis for G.

Finally, we need to show that two such triples .a;b;c/ and .a 0;b0;c0/ that deter-
mine the same subgroup are identical. Since each basis can be expressed in terms
the other, there is an integer matrix M such that�

a b

0 c

�
M D

�
a0 b0
0 c0

�
:

Examining the lower left entry in this equation shows thatM is also upper triangular.
Since M has an inverse that also has integer entries, its determinant must be ˙1;
and then the above equation shows that detM D 1 (recall that a, c, a 0, and c0 are all
positive). Since M is upper triangular, its determinant is the product of its (integer)
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diagonal entries, so these must be both C1 or both �1; and then the fact that a and
a0 are both positive forces both diagonal entries to be 1, so a D a 0 and c D c0. The
upper right entry of the matrix equation then becomes akCb D b 0 (where k is the
upper right entry ofM ). Since a > b � 0 and a > b 0 � 0, this forces k D 0, soM is
the identity.

To complete the proof, we need to check that the subgroups of � 1
�
T 2;p

�
induced

by the covering maps (a), (b), (c) are exactly those corresponding to (i), (ii), (iii),
respectively.

Case (a) is immediate, since the fundamental group of R2 is trivial.
For (b), note that the fundamental group of S 1� R is infinite cyclic, generated

by the path class of the loop c.t/ D .!.t/;0/. The image of this loop under q is
q ı c.t/ D .!.t/a;!.t/b/, which represents the element ˇa	b 2 �1

�
T2;p

�
. Under

our isomorphism with Z2, this corresponds to .a;b/ and generates the infinite cyclic
group described in (ii).

For (c), the covering map q carries the generatorsˇ and 	 of � 1
�
T 2;p

�
to ˇa and

ˇb	c . Under our isomorphism with Z2, the subgroup generated by these elements
is exactly the one described in (iii). ut

Proper Group Actions

For the remainder of this chapter, we explore the ways in which these constructions
apply to manifolds. Given a covering space action of a group � on a manifold
M , the orbit space M=� might or might not be a manifold. By Problem 11-1(c),
it will be manifold if and only if it is Hausdorff, but the Hausdorff condition is
not automatic: for example, Problem 12-17 describes a covering space action on
R2Xf0g with a non-Hausdorff orbit space. Thus we need to place an extra restriction
on the action in order to ensure that we will obtain a Hausdorff quotient.

One straightforward criterion is the following.

Proposition 12.21 (Hausdorff Criterion for Orbit Spaces). Suppose E is a topo-
logical space and � is a group acting E by homeomorphisms. Then E=� is Haus-
dorff if and only if the action satisfies the following condition:

if e;e0 2 E lie in different orbits, there exist neighborhoods V
of e and V 0 of e0 such that V \ .g �V 0/D ¿ for all g 2 � .

(12.4)

Proof. Let q W E !E=� denote the quotient map. IfE=� is Hausdorff, then given
e;e0 in different orbits, there are disjoint neighborhoodsU of q.e/ and U 0 of q.e0/,
and then V D q�1.U / and V 0 D q�1.U 0/ satisfy (12.4).

Conversely, suppose the action satisfies (12.4). Given distinct points x;x 0 2
E=� , choose e;e0 2E such that q.e/D x and q.e 0/D x0, and let V;V 0 be neighbor-
hoods satisfying the condition described in (12.4). Because q is an open map, q.V /
and q.V 0/ are neighborhoods of x and x 0, respectively; and (12.4) implies that they
are disjoint. ut



Proper Group Actions 319

Although (12.4) has the virtue of being necessary and sufficient for an orbit space
to be Hausdorff, it is not always straightforward to check. Thus it is useful to have
a more easily verified criterion that can be used to show that quotients of manifolds
are Hausdorff. One quite useful condition turns out to be properness of the action,
which we now define.

Suppose we are given a continuous action of a topological group G on a topo-
logical space E. It is said to be a proper action if the continuous map� W G�E !
E �E defined by

�.g;e/D .g � e;e/ (12.5)

is a proper map (i.e., for each compact set L � E �E, the preimage � �1.L/ is
compact). It should be noted that this is a weaker condition than requiring the map
G�E !E defining the group action to be a proper map (see Problem 12-16).

Proposition 12.22. Every continuous action of a compact topological group on a
Hausdorff space is proper.

Proof. Suppose G is a compact group acting continuously on a Hausdorff space
E, and let � W G �E ! E �E be the map defined by (12.5). Given a compact set
L�E �E, let K D �2.L/, where �2 W E �E !E is the projection on the second
factor. Because E�E is Hausdorff,L is closed in E�E. Thus��1.L/ is a closed
subset of the compact set G�K , hence compact. ut

In Chapter 4, we gave several alternative characterizations of properness for con-
tinuous maps. Similarly, there are other useful characterizations of properness of
group actions. One of the most important is the following; others are described in
Problems 12-19 and 12-20.

Proposition 12.23. Suppose we are given a continuous action of a topological
group G on a Hausdorff space E. The action is proper if and only if for every
compact subset K �E, the set GK D fg 2G W .g �K/\K ¤ ¿g is compact.

Proof. Let � W G�E !E �E be the map defined by (12.5). Suppose first that �
is proper. Then for any compact set K �E, we have

GK D fg 2G W there exists e 2K such that g � e 2Kg
D fg 2G W there exists e 2 E such that �.g;e/ 2K�Kg
D �G

�
��1.K �K/�; (12.6)

where �G W G�E !G is the projection (Fig. 12.1). Thus GK is compact.
Conversely, supposeGK is compact for every compact setK �E. Given a com-

pact subset L � E �E, let K D �1.L/[�2.L/ � E, where �1;�2 W E �E ! E

are the projections onto the first and second factors, respectively. Then

��1.L/���1.K �K/D f.g;e/ W g � e 2K and e 2Kg �GK �K:
Since E �E is Hausdorff,L is closed in E �E, and so ��1.L/ is closed in G�E
by continuity. Thus ��1.L/ is a closed subset of the compact set GK �K and is
therefore compact. ut
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Fig. 12.1: Characterizing proper actions.

The most significant fact about proper actions is that for sufficiently nice spaces,
they always yield Hausdorff quotients, as the next proposition shows.

Proposition 12.24. If a topological group G acts continuously and properly on a
locally compact Hausdorff space E, then the orbit space E=G is Hausdorff.

Proof. Let O � E �E be the orbit relation defined in Problem 3-22. By the result
of that problem, the orbit space is Hausdorff if and only if O is closed in E �E.
But O is just the image of the map � W G�E !E �E defined by (12.5). Since E
is a locally compact Hausdorff space, the same is true of E �E, so it follows from
Theorem 4.95 that � is a closed map. Thus the orbit relation is closed and E=G is
Hausdorff. ut

The converse of this proposition is not true: for example, if E is any locally
compact Hausdorff space and G is any noncompact group acting trivially on E
(meaning that g � e D e for all g and all e), then E=G D E is Hausdorff but it is
easy to see that the action is not proper. Even requiring the action to be free is not
enough: Problem 12-18 gives an example of a free continuous action on R 2 with
Hausdorff quotient that is still not proper. However, we do have the following partial
converse, which shows that properness is exactly the right condition for covering
space actions.

Proposition 12.25. Suppose we are given a covering space action of a group � on
a topological space E, and E=� is Hausdorff. Then with the discrete topology, �
acts properly on E.

Proof. For convenience, write X D E=� , and let q W E ! X be the quotient map,
which is a normal covering map by the covering space quotient theorem. It follows
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from Proposition 3.57 and Problem 3-22 that the orbit relation O defined by (3.6) is
closed in E �E. Also, Problem 11-1(a) shows that E is Hausdorff. We use Propo-
sition 12.23 to show that the action is proper.

SupposeK �E�E is compact, and assume for the sake of contradiction that �K
is not compact; this means in particular that �K is infinite. For each g 2 �K , there is
a point e 2K such that g � e 2K . Define a map F W �K !K �K by choosing one
such point eg for each g, and letting F.g/D .g � eg ;eg/. The fact that � acts freely
implies that F is injective, so F.�K/ is an infinite subset of K �K . It follows that
F.�K/ has a limit point .x0;y0/ 2K �K . Moreover, since F.�K/ � O, which is
closed inE�E, we have .x0;y0/2 O as well, which means that there exists g0 2 �
such that x0 D g0 �y0.

Now let U be a neighborhood of y0 satisfying (12.1), and set V D g0 �U , which
is a neighborhood of x0. The fact that .x0;y0/ is a limit point in the Hausdorff space
E �E means that V �U must contain infinitely many points of F.�K/. But for
each g 2 �K such that F.g/D .g � eg ;eg/ 2 V �U , we have g � eg 2 V \ .g �U /D
.g0 �U /\ .g �U /, which implies that g D g0. This contradicts the fact that there are
infinitely many such g. ut

For sufficiently nice spaces, including all connected manifolds, the next theorem
shows that once we know an action is continuous, proper, and free, it is not necessary
to check that it is a covering space action.

Theorem 12.26. Suppose E is a connected, locally path-connected, and locally
compact Hausdorff space, and a discrete group � acts continuously, freely, and
properly on E. Then the action is a covering space action, E=� is Hausdorff, and
the quotient map q W E !E=� is a normal covering map.

Proof. We need only show that the action is a covering space action, for then Propo-
sition 12.24 shows that E=� is Hausdorff, and the covering space quotient theorem
shows that q is a normal covering map.

Suppose e0 2E is arbitrary. BecauseE is locally compact, e0 has a neighborhood
V contained in a compact set K . By Proposition 12.23, the set �K D fg 2 � W
K \ .g �K/ ¤ ¿g is compact. Because � has the discrete topology, this means
�K is finite; let us write �K D f1;g1; : : : ;gmg. Since the action is free and E is
Hausdorff, for each gi there are disjoint neighborhoodsW i of e0 and W 0

i of gi � e0.
Let

U D V \W1\ �g�1
1 �W 0

1

�\ � � �\Wm\ �g�1
m �W 0

m

�
:

We will show that U satisfies (12.1).
First consider g D gi for some i . If e 2 U � g�1

i �W 0
i , then gi �e 2W 0

i , which is
disjoint from Wi and therefore from U . Thus U \ .gi �U /D ¿. On the other hand,
if g 2 � is not the identity and not one of the g i ’s, then for any e 2 U � V �K , we
have g � e 2 g �K , which is disjoint from K and therefore also from U . Thus once
again we have U \ .g �U /D ¿. ut
Corollary 12.27. Let M be a connected n-manifold on which a discrete group �
acts continuously, freely, and properly. Then M=� is an n-manifold. ut
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Example 12.28 (Lens Spaces). By identifying R4 with C2 in the usual way, we can
consider S3 as the following subset of C2:

S3 D f.z1;z2/ 2 C2 W jz1j2Cjz2j2 D 1g:
Fix a pair of relatively prime integers 1�m<n, and define an action of Z=n on S 3

by
Œk� � .z1;z2/D �

e2�ik=nz1;e
2�ikm=nz2

�
:

It can easily be checked that this action is free, and it is proper because Z=n is a finite
group. The orbit space S3=.Z=n/ is thus a compact 3-manifold whose universal
covering space is S3 and whose fundamental group is isomorphic to Z=n. This
manifold, denoted by L.n;m/, is called a lens space.

By the classification theorem, the coverings of L.n;m/ are in one-to-one cor-
respondence with subgroups of Z=n. Since every subgroup of a cyclic group is
cyclic (Exercise C.15), the only possibilities for subgroups G � �1.L.n;m// are
cyclic groups of order p where p is a factor of n. In each such case, a covering of
L.n;m/ is obtained by restricting the action of Z=n on S3 to G, and mapping the
resulting quotient space down to L.n;m/ by sending each G-equivalence class to
its Z=n-equivalence class. If nD pq for positive integers p and q, let G � Z=n be
the cyclic subgroup of order p generated by (the coset of) q. It is easy to check
from the definitions that S3=G D L.p;m/, and we obtain a q-sheeted covering
L.p;m/! L.n;m/. These are the only coverings of the lens spaces up to isomor-
phism. //

Application: Universal Coverings of Surfaces

As another application of the theory of proper group actions, we determine the uni-
versal coverings of all the compact surfaces.

Theorem 12.29. Let M be a compact surface. The universal covering space of M
is homeomorphic to

(a) S2 if M 
 S2 or P2,
(b) R2 if M 
 T2 or P2 # P 2,
(c) B2 if M is any other surface.

Proof. Because S2 is simply connected, it is its own universal covering space. It
was shown in Example 11.42 that the universal covering space of T 2 is R2, and that
of P 2 is S2. IfM is a connected sum of n� 2 projective planes, then by the result of
Problem 11-6,M has a two-sheeted covering by a manifoldN , which is a connected
sum of n�1 tori. If �M is the universal covering space of M , then �M also coversN
by Proposition 11.41(a), soM andN have the same universal covering space. Thus
to complete the proof of the theorem, it suffices to show that every connected sum
of n� 2 tori is covered by B2. This is the result of Theorem 12.30 below. ut
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0

Fig. 12.2: Hyperbolic geodesics.

Note that R2 and B2 are homeomorphic, so up to topological equivalence there
are only two simply connected 2-manifolds that cover compact surfaces. It is useful,
however, to distinguish the two cases because of the different character of their cov-
ering automorphisms. The covering automorphisms for the torus or the Klein bottle
are all homeomorphisms of the plane that preserve the Euclidean metric, whereas for
the higher genus surfaces they are a very different sort of homeomorphisms called
Möbius transformations, which we describe below.

We conclude the chapter by showing that the unit disk B 2 � C is the universal
covering space of all the orientable surfaces of genus n � 2. The construction is
rather involved, so we describe the main steps and leave some of the details for you
to work out. Some of these steps can be done a bit more straightforwardly if you
know a little about Riemannian metrics and their geodesics, but we do not assume
any such knowledge. We do, however, assume a passing acquaintance with complex
analysis, at least enough to understand what it means for a function to be complex
analytic (also called holomorphic).

We begin by describing a special metric on the disk. For z1;z2 2 B2, define

d.z1;z2/D cosh�1
�
1C 2jz1� z2j2

.1� jz1j2/.1� jz2j2/
�
:

This is a metric, called the hyperbolic metric. (The only property of a metric that is
not straightforward to check is the triangle inequality; a way to prove it is indicated
in Problem 12-23.)

The disk with this metric, called the hyperbolic disk, is one model of non-
Euclidean plane geometry. The “straight lines” in this geometry, called hyperbolic
geodesics, are the intersections with the disk of Euclidean circles and lines meeting
the unit circle orthogonally (Fig. 12.2). (A line segment through the origin can be
thought of as the limiting case of a circular arc as the radius goes to infinity.) It is
easy to check that “two points determine a line”: that is, given any two points in the
disk, there is a unique hyperbolic geodesic passing through both points.

The most interesting feature of the hyperbolic metric is that it is preserved by a
transitive group action. Let ˛ and ˇ be complex numbers with j˛j 2� jˇj2 > 0, and
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define

'.z/D ˛zCˇ

x̌zC x̨ : (12.7)

A straightforward calculation shows that ' is a homeomorphism of the disk that
preserves the hyperbolic metric in the sense that d.'.z1/;'.z2//D d.z1;z2/ for all
z1;z2 2 B2. Any such map is called a Möbius transformation of the disk, and the
set M of all such maps is a group under composition, called the Möbius group of

the disk. Each Möbius transformation is determined by a matrix of the form
� ˛ ˇ

x̌ x̨
�
,

and the composition of two Möbius transformations corresponds to multiplication
of matrices, as you can check. Two such matrices determine the same Möbius trans-
formation if and only if they differ by a real scalar multiple, so we can identify M

with the quotient of the group of all matrices of the form
� ˛ ˇ

x̌ x̨
�

modulo the subgroup

of matrices
�
� 0
0 �

�
with � 2 R X f0g; with the quotient topology, it is a topological

group acting continuously on B2.
Möbius transformations take geodesics to geodesics, as can be seen by substitut-

ing '.z/ for z in the equation defining a circle or line intersecting the boundary of
the disk orthogonally, and noting that it reduces to another equation of one of the
same types. In fact, the same computation shows that a Möbius transformation takes
the intersection of the disk with any Euclidean circle or line to another set of one of
the same forms.

One special case worth noting is that any rotation of the disk z 7! e i�z is a
Möbius transformation with ˛D e i�=2 and ˇD 0, so the hyperbolic metric is invari-
ant under rotations. In fact, any Möbius transformation that takes the origin to itself
must be of this form, because (12.7) reduces to '.z/D .˛=x̨/z in that case. Observe
also that the hyperbolic distance from the origin to z depends only on jzj, so each
metric ball Br .0/ about the origin is actually a Euclidean disk centered at 0, and its
boundary is a Euclidean circle. Since Möbius transformations preserve hyperbolic
distance and take circles to circles, it follows that every metric ball is a Euclidean
disk. (Its Euclidean center may not be the same as its hyperbolic center, however.)
It also follows that the hyperbolic metric generates the Euclidean topology.

The left action of M on the disk defined by (12.7) is transitive because any z 0 2
B2 is carried to 0 by the Möbius transformation

'.z/D z� z0
1� xz0z : (12.8)

In fact, more is true: given any two pairs of points z0;z1 and z0
0;z

0
1 such that

d.z0;z1/ D d.z0
0;z

0
1/, there is a unique Möbius transformation taking z0 to z0

0 and
z1 to z0

1 (and therefore taking the geodesic segment joining z0;z1 to the one joining
z0
0;z

0
1). To prove this, let  D � ı', where ' is the transformation (12.8) and � is a

rotation moving '.z1/ to the positive x-axis, so that  takes z0 to 0 and z1 to some
� > 0. Similarly, there is a transformation  0 taking z0

0 to 0 and z0
1 to �0 > 0. Since

Möbius transformations preserve distances, � and � 0 are at the same distance from 0

along the positive x-axis and therefore must be equal, so  0�1 ı is the transforma-
tion we seek. It is unique because if 	 is any Möbius transformation taking z 0 to z0

0
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and z1 to z0
1, the composition  0 ı	 ı �1 fixes 0 and therefore must be a rotation,

and since it also fixes �, it must be the identity, which implies 	 D  0�1 ı .
Each Möbius transformation ' is complex analytic with nowhere vanishing

derivative. Multiplication by the complex derivative ' 0.z0/ defines a linear map
from C to C, which can be interpreted geometrically as the action of ' on tan-
gent vectors to curves: for any differentiable parametrized curve f W .�";"/ ! B 2

with f .0/ D z0, the chain rule gives .' ı f /0.0/ D ' 0.z0/f 0.0/. Thus ' acts on
tangent vectors by multiplying them by the nonzero complex number ' 0.z0/, and
since all tangent vectors are rotated through the same angle, every Möbius trans-
formation is conformal, meaning it preserves angles between tangent vectors. (We
also consider angles between geodesics, by which we always mean angles between
their tangent vectors.) In particular, if '.z/ D e i�z is rotation through an angle � ,
then ' 0.0/D ei� rotates tangent vectors through the same angle. It follows that the
only Möbius transformation that fixes the origin and fixes the direction of a tangent
vector at the origin is the identity. In fact, a Möbius transformation that fixes any
point and a tangent direction at that point must be the identity, because conjugation
with a transformation taking the fixed point to 0 yields a transformation that fixes 0
and a tangent direction at 0.

Now let M be a compact orientable surface of genus n � 2. We will show that
there is a discrete subgroup � � M whose action on B2 is a covering space action
such that M is homeomorphic to B2=� . It follows from Theorem 12.14 that the
universal covering space of M is B2.

Recall from Chapter 6 the standard polygonal presentation ofM as a quotient of
a polygonal region with 4n sides whose edges are identified in pairs. We will realize
M as a quotient of a compact region in B2 bounded by a geodesic polygon, that
is, the union of finitely many geodesic segments. We begin by constructing a 4n-
sided geodesic polygon whose edges have equal lengths and meet at equal angles
(a regular geodesic polygon). Start with 4n points .z0;z1; : : : ;z4n D z0/ equally
spaced on some circle about the origin. Because the hyperbolic metric is invariant
under rotations, the geodesic segments joining zj and zjC1 for j D 0; : : : ;4n�
1 all have the same length and meet at equal angles, so their union is a regular
geodesic polygon. As the radius of the circle goes to zero, these geodesics approach
line segments through the origin, and define small regular geodesic polygons whose
interior angles are very close to what they would be in the Euclidean case, namely
� ��=2n (see Fig. 12.3). As the points get farther from the origin, the arcs become
nearly tangent to each other, defining geodesic polygons with interior angles very
near zero. By continuity, somewhere in between there is a polygon whose interior
angles are exactly � D �=2n. (Note that this does not work when n D 1, so we
cannot construct a covering of the torus in this manner.)

Let P be the compact subset of B2 consisting of this regular geodesic polygon
together with the bounded component of its complement. Choose one vertex v 0,
and label the edges a1;b1;a�1

1 ;b�1
1 ; : : : ;an;bn;a

�1
n ;b�1

n in counterclockwise order
starting from v0. (See Fig. 12.4, but ignore the vertex labels other than v 0 for now.)
For each edge pair aj ;a�1

j , there is a unique Möbius transformation ˛j that takes
the edge labeled a�1

j onto the one labeled aj , with the initial vertex of one going to
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� 
 ���=2n. � 
 0. � D �=2n.

�

P

Fig. 12.3: Geodesic polygons with interior angles 0 < � < ���=2n.

a1

b1

a�1
1

b�1
1
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v2

v3

v4

˛1

ˇ1

Fig. 12.4: Edge pairing transformations.

the initial vertex of the other. Similarly, let ˇj be the transformation taking bj to b�1
j

and respecting the initial and terminal vertices. Let � � M be the subgroup gener-
ated by f˛j ;ˇj W j D 1; : : : ;4ng. We call the generators ˛j , ˇj , and their inverses
edge pairing transformations.

One important property of the edge pairing transformations is easy to verify: if �
is any edge pairing transformation, then P \�.P / consists of exactly one edge of
P . To see why, suppose � takes an edge e to another edge e 0. Then clearly,P \�.P /
contains e0. Note that the complement of any geodesic in B 2 has exactly two com-
ponents, which we may call the sides of the geodesic. Because P is connected and
lies on one side of each of its edges, the same is true of �.P /. Using conformality
and following what � does to a vector that is perpendicular to e and points into P ,
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it is easy to check that �.P / lies on the opposite side of e 0 from P , and therefore
P \�.P / consists of exactly the edge e 0. Because P is homeomorphic to a regular
Euclidean polygon, the quotient of P by the identifications determined by the edge
pairing transformations is homeomorphic toM . Let q W P !M denote the quotient
map.

Theorem 12.30. The group � is discrete and its action on B 2 is a covering space
action whose quotient B2=� is homeomorphic toM . The restriction of this quotient
map to P is q.

Proof. The first thing we need to prove is that the edge pairing transformations
satisfy the same relation as the generators of the fundamental group ofM :

˛1 ıˇ1 ı˛�1
1 ıˇ�1

1 ı � � � ı˛n ıˇn ı˛�1
n ıˇ�1

n D Id : (12.9)

Actually, it is more convenient to prove the equivalent identity obtained by inver-
sion:

ˇn ı˛n ıˇ�1
n ı˛�1

n ı � � �ıˇ1 ı˛1 ıˇ�1
1 ı˛�1

1 D Id : (12.10)

To simplify the notation, let us write the sequence of transformations on the left-
hand side of (12.10) as �4n ı � � �ı�2 ı�1.

By definition, �1 D ˛�1
1 takes v0, the initial vertex of the edge labeled a1, to the

initial vertex of the edge labeled a�1
1 . If we label the vertices in counterclockwise

order starting from v0 as v0;v3;v2;v1;v4 as in Fig. 12.4, it is easy to check one step
at a time that �j takes vj�1 to vj for j D 1; : : : ;4. Since v4 is also the initial vertex
of the edge labeled a2, we can continue by induction to number all the remaining
vertices v5 through v4n D v0 in such a way that �j .vj�1/D vj . In particular, �4n ı
� � � ı �2 ı �1.v0/ D v0. To show that this composition is the identity, it suffices to
show that it fixes a tangent direction at v0.

For any vertex vj , we measure angles of vectors at vj from the edge adjacent
to vj in the counterclockwise direction (so we measure from a1 at v0, from b�1

1 at
v1, etc.). Positive angles are always understood to mean counterclockwise rotation
from that edge. Let � D �=2n be the measure of the interior angles of P .

Let V0 be a nonzero vector that makes an angle of 0 at v0 (see Fig. 12.5), and for
j D 1; : : : ;4n let Vj be the image of V0 under �j ı � � � ı�1, so that �j takes Vj�1 to
Vj . We will prove the following claim: for each j , the angle of V j at vj is j� . For
j D 0 this is immediate from the definition of V0. For j D 1, note that �1 D ˛�1

1

takes a1 to a�1
1 , and therefore takes V0 to a vector V1 that points in the direction

of a�1
1 , which makes an angle � with b�1

1 . Next, since Möbius transformations
preserve angles, the image V2 of V1 under �2 D ˇ�1

1 makes an angle � with b1,
which is the same as an angle 2� with a�1

1 . A similar analysis shows that the angles
of V3 and V4 are 3� and 4� , respectively, and the claim is then proved for all j by
induction. In particular, the angle of V4n is 4n� D 2� , so V4n points in the same
direction as V0. This completes the proof of (12.9).

Now we have to prove that � is discrete and its action on B 2 is a covering space
action. It seems to be impossible to prove this by directly analyzing the action of
� , so instead we resort to a rather circuitous trick due originally to Poincaré. We
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V0

V1

V2

V3

V4

˛

ˇ

˛�1

ˇ�1

�

2�

3�

4�

Fig. 12.5: Images of a vector V0 under edge pairing transformations.

construct “by hand” a covering space of M that ought to be its universal covering
space, as a union of infinitely many copies ofP—one for each element of � 1.M/—
with “adjacent” copies glued together by the identifications determined by the edge
pairing transformations. Only later will we show that this space is homeomorphic to
B2, and therefore is simply connected and so is in fact the universal covering space.

Let G be the abstract group with the presentation˝
˛1;ˇ1; : : : ;˛n;ˇn j ˛1ˇ1˛�1

1 ˇ�1
1 � � �˛nˇn˛�1

n ˇ�1
n

˛
;

which is isomorphic to �1.M/. Let � be the equivalence relation on G �P gen-
erated by all relations of the form .g;�.z// � .g�;z/, where � is an edge pairing
transformation and both z and �.z/ are points in @P . Give G the discrete topology,
and let �M denote the quotient space G�P=�. We denote the equivalence class of
.g;z/ in �M by Œg;z�, and the quotient map by � W G�P ! �M .

Left translation in theG factor defines a natural continuous action ofG onG�P .
This respects the identifications made by � , so it descends to a continuous action of
G on �M , satisfying g0 � Œg;z�D Œg0g;z�. This action is free, because .g 0g;z/� .g;z/

only when g0 D 1.
The subset zP D �.f1g �P/ D fŒ1;z� W z 2 P g of �M is homeomorphic to P

(why?), and �M is the union of the sets g � zP D fŒg;z� W z 2 P g as g ranges over G.
Each of these sets is a homeomorphic copy of P in �M , and the copies g � zP and
g0 � zP intersect in an edge precisely when g and g 0 differ by a single edge pairing
transformation. An argument similar to that at the beginning of the proof shows that
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g � zP and g0 � zP intersect in a vertex precisely when g and g 0 differ by a product of no
more than 4n edge pairing transformations. Since there are only finitely many such
transformations, this means in particular that each set g � zP intersects only finitely
many others.

Because � identifies only points .g;z/ with z 2 @P , the fiber of � over any
point Œg0;z0� for z0 2 IntP consists of exactly one point .g0;z0/ 2 G �P . If z0 is
in @P but is not a vertex, then z0 lies on one edge, and there is exactly one edge
pairing transformation � that identifies that edge with another edge; thus the fiber
over Œg0;z0� is exactly two points .g0;z0/ and

�
g0�

�1;�.z0/
�
. If z0 is a vertex of

P , then by the argument at the beginning of the proof there is a sequence of edge
pairing transformations �1; : : : ;�4n (possibly a cyclic permutation of the sequence
we considered earlier) such that the points zj D �j ı � � � ı�1.z0/ are the vertices of
P , so the fiber over Œg0;z0� consists of the 4n points

�
g0�

�1
1 ;z1

�
,
�
g0�

�1
1 ��1

2 ;z2
�
,

. . . ,
�
g0�

�1
1 � � ���1

4n ;z4n
�D .g0;z0/.

There is a natural continuous map zq W �M ! M given by zq.Œg;z�/ D q.z/, ob-
tained from q ı�2 by passing to the quotient:

G�P �2� P

zM
�

�

zq
� M:

q
�

Clearly, zq is surjective, because zq� zP � D M . It is a quotient map for the follow-

ing reason: if U � �M is an open subset that is saturated with respect to zp, then
��1.U / � G �P is open and saturated with respect to zp ı� D q ı�2, and since
q ı�2 is a quotient map, it follows that zp.U /D zp ı� ���1.U /

�D q ı�2
�
��1.U /

�
is open. You can check that the fibers of zp are precisely the orbits of G in �M , so
we can identify M with the orbit space �M=G. We wish to show that zq is actually a
covering map.

To show that zq is a covering, by Theorem 12.26 it suffices to show that zM is
connected, locally path-connected, locally compact, and Hausdorff, and the action
of G on zM is proper. Connectedness is easy: if � is an edge pairing transforma-
tion taking edge e to edge e 0, then the connected sets zP and � � zP have the points
Œ1;�.z/� D Œ�;z� in common for z 2 e, so zP [ �� � zP � is connected. By induction,

any set of the form zP [ ��1 � zP/[ � � � [ .�m � � ��1
� � zP is connected. Since �M is the

union of all such sets, and they all have points of zP in common, �M is connected.
To prove the other properties of �M , we first need to introduce some more maps.

Let � W G ! � be the homomorphism that sends each generator ˛ i or ˇi to itself
(thought of as an element of � � M), which is well defined because (12.9) holds in
� . The map G�P ! B2 defined by .g;z/ 7! �.g/z is continuous and respects the
identifications made by �, so it descends to a continuous map ı W �M ! B2 given by
ıŒg;z� D �.g/z. It takes the action of G on �M over to the action of � on B2, in the
sense that
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ı.g �x/D �.g/ı ı.x/: (12.11)

The most important feature of �M is that every x 2 �M has a neighborhoodU with
the following properties:

(i) The map ı takes xU homeomorphically onto a closed hyperbolic metric ball
xB".ı.x//� B2.

(ii) ı.U /D B".ı.x//.
(iii) U intersects the sets g � zP for only finitely many g 2G.

We call any such set U a regular hyperbolic neighborhood of x. From the existence
of regular hyperbolic neighborhoods it follows immediately that

� �M is locally path-connected, because each regular hyperbolic neighborhood is
locally path-connected.

� �M is locally compact, because each regular hyperbolic neighborhood is pre-
compact.

� �M is Hausdorff: let x;x 0 2 �M , and let U , U 0 be regular hyperbolic neighbor-
hoods of them. If x 0 … U , then shrinking U a bit if necessary we may assume
x0 … xU , so that U and U 0 X xU are disjoint neighborhoods of x and x 0. On the
other hand, if x 0 2 U , then the preimages under ıjU of disjoint neighborhoods
of ı.x/ and ı.x 0/ are open sets separating x and x 0.

� The action of G on �M is proper: given x;x 0;U;U 0 as above, there can be
at most finitely many g 2 G such that U \ .g �U 0/ ¤ ¿, because U and U 0
intersect only finitely many of the sets g � zP . Thus the action is proper by the
result of Problem 12-20.

Therefore, to complete the proof that zp is a covering map, we need only prove the
existence of a regular hyperbolic neighborhood of each point.

Let x D Œg0;z0� be an arbitrary point of �M . The fiber over x consists of finitely
many points of the form .gj ;zj /, where zj D �j ı � � � ı �1.z0/ for some (possibly
empty) sequence of edge pairing transformations�1; : : : ;�j and gj D g0�

�1
1 � � ���1

j .
(The fiber contains one, two, or 4n such points depending on whether z 0 is an inte-
rior point, an edge point, or a vertex.) Choose " > 0 smaller than half the distance
from z0 to any edge that does not contain z0. LetW �G�P be the union of the sets
fgj g��B".zj /\P �, and let U D �.W /. Because W is a saturated open set, U is a

neighborhood of x in �M . Similarly, SW is the union of the sets fgj g�� xB".zj /\P
�
,

a saturated closed set, so �
�SW � D xU . Clearly, U intersects g � zP for only finitely

many g.
To complete the proof that U is a regular hyperbolic neighborhood, we need to

show that ı is a homeomorphism from xU to xB".z0/ taking U to B".z0/. Since the
diagram

xU ı� xB".ı.x//

g �U
g
�

ı
� xB".ı.g �x//

�.g/
�
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f1g�P

f��1g�P

P

zı

Fig. 12.6: Hyperbolic neighborhood of an edge point.

commutes for each g 2G and the vertical maps are homeomorphisms, it suffices to
prove this for x D Œ1;z0� 2 zP . We consider three cases.

CASE 1: z0 2 IntP . In this case, xU � zP , and it is immediate from the definitions
that ı is one-to-one on xU , ı

� xU �D xB".z0/, and ı.U /DB".z0/. Since xU is the image
under � of a compact set, it is compact, so ı W xU ! xB".z0/ is a homeomorphism by
the closed map lemma.

CASE 2: z0 2 @P , but z0 is not a vertex. Let e0 denote the edge containing z0. By
our choice of ", xB".z0/\P contains the entire portion of xB".z0/ lying on one side
of e0 (Fig. 12.6). There is one edge pairing transformation � that takes e 0 to another
edge e1, and thus takes z0 to z1 D �.z0/ 2 e1. As a Möbius transformation of B2, �
takes xB".z0/ homeomorphically onto xB".z1/. Since xB".z0/\P and ��1� xB".z1/\
P
�

lie on opposite sides of e0, xB".z0/D � xB".z0/\P
�[��1� xB".z1/\P

�
. Then

ı
� xU �D zı�SW �D � xB".z0/\P

�[��1� xB".z1/\P
�D xB".z0/:

The restriction of ı to xU is one-to-one, takes U onto B".z0/, and as before is a
homeomorphism by the closed map lemma.

CASE 3: z0 is a vertex of P . Then ı
� xU �D zı�SW �

is the union of the sets

zı�f��1
1 � � ���1

j g � � xB".zj /\P
��D ��1

1 ı � � � ı��1
j

� xB".zj /\P
�
;
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P

ı
� xU �

Fig. 12.7: Hyperbolic neighborhood of a vertex point.

where z1; : : : ;z4n are the vertices of P . To see what these sets are, look back at
the proof of (12.9); from that analysis, it follows that � �1

1 ı � � � ı��1
j maps zj to z0

and maps xB".zj /\P to the sector of xB".z0/ lying between the geodesics passing
through z0 at angles �j� and .�j C 1/� (Fig. 12.7). These sectors fit together to
make up the entire closed ball xB".z0/, and ımaps xU bijectively to xB".z0/. As above,
it is a homeomorphism by the closed map lemma.

This completes the proof of the existence of hyperbolic neighborhoods and thus
the proof that zp W �M ! M is a covering map. To finish the proof of the theorem,
we show that ı W �M ! B2 is also a covering map. Since B2 is simply connected,
this implies that ı is a homeomorphism. The theorem follows from this, as we now
show.

First, � W G ! � is a group isomorphism: it is surjective because it takes gener-
ators of G to generators of � ; and it is injective because if �.g/D Id, then for any
x 2 �M we have ı.g �x/D �.g/ı.x/D ı.x/, which implies g �x D x and therefore
g D 1 because G acts freely. It follows that the action of � on B 2 is equivalent to
that of G on �M under the homeomorphism ı, and the quotient map B 2 ! B2=� is
equivalent to the covering map zp W �M !M . Therefore, the action of � on B2 is free
and proper, and the restriction of the covering map to P is zp ı ı �1jP D q. To see
that � is a discrete subgroup of M, suppose 	 i ! 	 in � . By continuity 	iz ! 	z

for any z 2 B2, and setting gi D ��1.	i /, g D ��1.	/, and x D ı�1.z/ we obtain
gi �x ! g �x. Since the gi ’s are covering automorphisms, this can happen only if
gi D g (and therefore 	i D 	 ) for all sufficiently large i .

To show that ı is a covering, we need the following additional fact about regular
hyperbolic neighborhoods: there exists some r > 0 such that every point x 2 �M has
a regular hyperbolic neighborhoodUx whose closure is mapped homeomorphically
by ı onto xBr .ı.x//. To prove this, let K � �M denote the union of zP together with
its images g � zP under the finitely many g 2 G such that zP \ �g � zP � ¤ ¿. Since
K is compact, so is its image ı.K/� B2, and it is easy to see that ı.K/ contains a
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Fig. 12.8: Finding regular hyperbolic balls of fixed radius.

neighborhood of P . As U ranges over regular hyperbolic neighborhoods of points
in K , the sets ı.U / form an open cover of ı.K/. Let c be a Lebesgue number for
this cover, and choose r < c small enough that for each z 2 P the hyperbolic ball
Br .z/ is contained in ı.K/. This means that for every z 2 P , there is a regular
hyperbolic neighborhoodU of some point x 2K such that xBr.z/� ı.U /. For each
x0 2 zP , choose a regular hyperbolic neighborhood U of some x 2 K such that
xBr .ı.x0// is contained in ı.U / (Fig. 12.8), and let Ux0

D .ıjU /�1.Br .ı.x0//; then
ı W xUx0

! xBr.ı.x0// is the restriction of a homeomorphism and hence is itself a
homeomorphism. Since ı is injective on zP and ı.x0/ 2 ı�Ux0

�
, Ux0

is the desired

neighborhood of x0. For any other x 2 �M , there is some g 2G such that g �x 2 zP ,
so we can set Ux D xg �Ug�x .

We can now prove that ı is a covering map. First we need to show that it is
surjective. If it were not, the image ı

� �M �
would have a boundary point z0 2 B2.

There is some point z 2 ı� �M �
whose distance from z0 is less than r=2. But then

z D ı.x/ for some x 2 �M , and ı.Ux/DBr .z/, which is a neighborhood of z0. This
contradicts the assumption that z0 is a boundary point of the image.

For any z0 2 B2, we will show thatBr=2.z0/ is evenly covered. Let V be a compo-
nent of ı�1.Br=2.z0// in �M . Since �M is locally path-connected,V is open. We need
to show that ı W V ! Br=2.z0/ is a homeomorphism. Choose x 2 V , set z D ı.x/,

and let � D �
ıjUx

��1 W Br .z/! Ux.
Now, �.Br=2.z0// is a connected subset of ı�1.Br=2.z0// that contains a point x

in common with V , so it must be contained in V . This implies, for any z 0 2Br=2.z0/,
that ı.�.z0//D z0, so ı W V ! Br=2.z0/ is surjective.

On the other hand, @Br .z/ is disjoint from Br=2.z0/ by the triangle inequality.
Since ı takes @Ux to @Br .z/, it follows that @Ux \V D ¿. Now, V \Ux is open
in �M and therefore open in V , and V \Ux D V \ xUx is closed in V . Since V is
connected, V \Ux is all of V , which means that V �Ux . Thus ıjV is the restriction
of a homeomorphism, so it is injective and open, and therefore ı W V ! B r=2.z0/ is
a homeomorphism. ut



334 12 Group Actions and Covering Maps

Fig. 12.9: The covering map of Problem 12-3.

Problems

12-1. Suppose q1 W E ! X1 and q2 W E ! X2 are normal coverings. Show that
there exists a covering X1 ! X2 making the obvious diagram commute if
and only if Autq1

.E/� Autq2
.E/.

12-2. Let q W X3 !X2 be the covering map of Exercise 11.7.

(a) Determine the automorphism group Autq.X3/.
(b) Determine whether q is a normal covering.
(c) For each of the following maps f W S1 !X2, determine whether f has

a lift to X3 taking 1 to 1.
i. f .z/D z.

ii. f .z/D z2.
iii. f .z/D 2� z.
iv. f .z/D 2� z2.

12-3. LetXn be the union of n circles described in Problem 10-9, and letA, B , C ,
and D denote the unit circles centered at 0, 2, 4, and 6, respectively. Define
a covering map q W X4 !X2 by

q.z/D

„
z z 2 A;
2� .2� z/2; z 2 B;
.z�4/2; z 2 C;
z�4; z 2D:

(See Fig. 12.9.)

(a) Identify the subgroup q��1.X4;1/� �1.X2;1/ in terms of the genera-
tors described in Example 11.17.

(b) Prove that q is not a normal covering map.
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12-4. Let E be the figure-eight space of Example 7.32, and let X be the union of
the x-axis with infinitely many unit circles centered at f2�kC i W k 2 Zg.
Let q W X ! E be the map that sends each circle in X onto the upper circle
in E by translating in the x-direction and sends the x-axis onto the lower
circle by x 7! ieix � i . You may accept without proof that q is a covering
map.

(a) Identify the subgroup q��1.X;0/ of �1.E ;0/ in terms of the generators
for �1.E ;0/.

(b) Determine the automorphism group Autq.X/.
(c) Determine whether q is a normal covering.

12-5. Let q W E ! X be a covering map. Show that the discrete topology is the
only topology on Autq.E/ for which its action on E is continuous. [Hint:
choose a point x 2 E, and consider the map F W Autq.E/! E defined by
F.'/D '.x/.]

12-6. Let E be the following subset of R3� R3:

E D f.x;y/ 2 R3� R3 W x ¤ yg:
Define an equivalence relation inE by setting .x;y/� .y;x/ for all .x;y/ 2
E. Compute the fundamental group of E=�.

12-7. Suppose q W E ! X is a covering map (not necessarily normal). Let E 0 D
E=Autq.E/ be the orbit space, and let � W E ! E 0 be the quotient map.
Show that there is a covering map q 0 W E 0 !X such that q 0 ı� D q.

12-8. Consider the action of Z on RmX f0g defined by n �x D 2nx.

(a) Show that this is a covering space action.
(b) Show that the orbit space

�
Rm X f0g�=Z is homeomorphic to Sm�1 �

S1.
(c) Show that if m� 2, the universal covering space of Sm� S1 is homeo-

morphic to RmC1X f0g.

12-9. Find a covering space action of a group � on the plane such that R 2=� is
homeomorphic to the Klein bottle.

12-10. This problem shows that the hypothesis that ' is open or closed cannot be
eliminated from Corollary 12.16, even when the groups involved are Haus-
dorff. Let R1 denote the direct sum of countably infinitely many copies of
the additive group R; it is the set of infinite sequences .x i / of real numbers
for which xi D 0 for all but finitely many values of i (see Appendix C). Let
G be the group R1 with the subspace topology induced from the product
topology on

Q
i2N R, and let H be the same group, but with the topology

induced by the following metric:

d
�
.xi /; .yi /

�D max
i

jxi �yi j:

(a) Show that both G andH are topological groups.
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(b) Show that both G and H are Hausdorff, connected, and locally path-
connected.

(c) Show that the identity map G ! H is surjective and continuous with
discrete kernel, but is not a covering map.

12-11. Let M D T 2 # T 2.

(a) Show that the fundamental group of M has a subgroup of index 2.
(b) Prove that there exists a manifold �M and a two-sheeted covering map

q W �M !M .

12-12. Consider the map f W S1 ! T2 given by

f .z/D �
z2;1

�
:

For which coverings q W M ! T 2 can f be lifted to M ?

12-13. For any integers a;b;c;d such that ad � bc ¤ 0, show that the map q W
S1 � R ! T 2 given by q.z;y/ D �

za".y/b;zc".y/d
�

is a covering map.
[Hint: using a commutative diagram similar to (12.2), show that q is an open
map and a continuous homomorphism with discrete kernel.]

12-14. Give an example to show that a subgroup of a finitely generated nonabelian
group need not be finitely generated. [Hint: consider an appropriate covering
of the figure-eight space.]

12-15. Suppose C and D are categories. A functor F W C ! D is called an equiv-
alence of categories if every object D 2 Ob.D/ is isomorphic to F .C / for
some object C 2 Ob.C/, and for every pair of objects C1;C2 2 Ob.C/, the
map F W HomC.C1;C2/! HomD.F .C1/;F .C2// is bijective. Suppose X
is a topological space that has a universal covering space. Let x 2 X , and
writeG D �1.X;x/. Let CovX denote the category whose objects are cover-
ings ofX and whose morphisms are covering homomorphisms; and let SetG
denote the category whose objects are transitive right G-sets and whose
morphisms are G-equivariant maps. Define a functor F W CovX ! SetG as
follows: for any covering q W E ! X , F .q/ is the set q�1.x/ with its mon-
odromy action; and for any covering homomorphism ' W E 1 !E2, F .'/ is
the restriction of ' to q�1

1 .x/. Prove that F is an equivalence of categories.

12-16. Suppose G is a topological group acting continuously on a Hausdorff space
E. Show that if the map G �E ! E defining the action is a proper map,
then the action is a proper action. Give a counterexample to show that the
converse need not be true.

12-17. Consider the action of Z on R2Xf.0/g defined by n � .x;y/D �
2nx;2�ny

�
.

(a) Show that this is a covering space action.
(b) Show that the quotient space

�
R2Xf0g�=Z is not Hausdorff. [Hint: look

at the images of .1;0/ and .0;1/.]

12-18. Let Rd denote the group of real numbers under addition, considered as a
topological group with the discrete topology. Define an action of R d on R2
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by t � .x;y/ D .xC t;y/. Show that this action is not proper, although it is
continuous and free and determines a Hausdorff quotient space.

12-19. Suppose we are given a continuous action of a topological group G on a
second countable, locally compact Hausdorff space E. Show that the action
is proper if and only the following condition is satisfied: whenever .e i / is a
sequence in E and .gi / is a sequence in G such that both .ei / and .gi � ei /
converge in E, a subsequence of .g i / converges in G.

12-20. Show that a continuous action of a discrete group � on a locally compact
Hausdorff space E is proper if and only if the following condition is satis-
fied: for every e;e 0 2E, there exist neighborhoodsU of e and U 0 of e0 such
that U \ .g �U 0/D ¿ for all but finitely many g 2 � .

12-21. Let E be a Hausdorff space (not necessarily locally compact). Show that
every free, continuous action of a finite group on E is a covering space
action with Hausdorff quotient.

12-22. Give an example of a manifold M and a discrete group � acting continu-
ously and properly on M , such that M=� is not a manifold.

12-23. Prove the triangle inequality for the hyperbolic metric as follows. Show that
it suffices to assume that one of the points is the origin, and use the iden-
tity cosh2x � sinh2 x D 1 to show that sinhd.z;0/ D 2jzj=�1� jzj2�, and
therefore by the Euclidean triangle inequality,

coshd.z1;z2/� coshd.z1;0/coshd.z2;0/C sinhd.z1;0/sinhd.z2;0/

D cosh.d.z1;0/Cd.0;z2//:





Chapter 13

Homology

In addition to the fundamental group and the higher homotopy groups, there are
other groups that can be attached to a topological space in a way that is topologically
invariant. To motivate them, let us look again at the fundamental group. Using the
device of circle representatives as described in Chapter 7, we can think of nontrivial
elements of the fundamental group of a space X as equivalence classes of maps
from the circle into X that do not extend to the disk. Roughly, the idea of homology
theory is to divide out by a somewhat larger equivalence relation, so a map from
the circle will represent the zero element if it extends continuously to any surface
whose boundary is the circle.

To see how this can lead to different results, let X D T 2 # T 2 be the two-holed
torus, and consider the loop f in X pictured in Fig. 13.1. (It goes once around the
boundary of the disk that is removed to form the connected sum.) In terms of our
standard generators for �1.X/, this loop is path-homotopic to either ˛1ˇ1˛�1

1 ˇ�1
1

or ˇ2˛2ˇ�1
2 ˛�1

2 , so it is not null-homotopic, and its circle representative has no con-
tinuous extension to the disk. However, it is easy to see that the circle representative
does extend to a continuous map from T 2 minus a disk into X : for example, the
inclusion map of the left half of X is such an extension.

It turns out that a more satisfactory theory results if instead of looking for maps
from a 2-manifold with boundary intoX , we consider something akin to maps from
a simplicial complex into X . Getting the definitions correct requires some care,

f

Fig. 13.1: A loop that extends to a surface map.
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and it is easy to lose sight of the geometric meaning among the technical details,
but it will help if you keep the above example in mind throughout the discussion.
The reward is a theory that extends easily to higher dimensions, is computationally
tractable, and allows us to prove a number of significant facts about manifolds that
are much more difficult or even impossible to prove using homotopy groups alone.

We begin the chapter by defining a sequence of abelian groups attached to each
topological space, called its singular homology groups, which formalize the intuitive
discussion above. It follows immediately from the definition that these groups are
topological invariants, and with a bit more work we show they are also homotopy
invariants. Next we prove that there is a simple relationship between the first ho-
mology group H1.X/ and the fundamental group, namely that H1.X/ is naturally
isomorphic to the abelianization of �1.X/. Then we introduce one of the main tools
for computing homology groups, the Mayer–Vietoris theorem, which is a homology
analogue of the Seifert–Van Kampen theorem. Using these tools, we compute the
homology groups of most of the spaces we have studied so far.

Then we describe some applications: extending degree theory to spheres of all
dimensions, determining which spheres admit nonvanishing vector fields, and prov-
ing the topological invariance of the Euler characteristic of a CW complex. In the
problems, we indicate how homology can be used to prove the general theorems on
invariance of dimension and invariance of the boundary (see Problems 13-3 and 13-
4). In the final section of the chapter, we give a brief introduction to cohomology,
which is a variant of homology theory in which the information is organized in a
way that is better suited for some applications.

This is only the briefest overview of homology theory. For a much more complete
development, see any good algebraic topology text, such as [Hat02] or [Mun84].

Singular Homology Groups

We begin with some definitions. For any integer p � 0, let 
p � Rp denote
the standard p-simplex Œe0;e1; : : : ;ep�, where e0 D 0 and, for 1 � i � p, ei D
.0; : : : ;1; : : : ;0/ is the vector with a 1 in the i th place and zeros elsewhere. If X
is a topological space, a singular p-simplex in X is a continuous map � W 
p !X .
For example, a singular 0-simplex is just a map from the one-point space 
 0 into
X , which we may identify with a point in X ; and a singular 1-simplex is a map
from 
1 D Œ0;1� � R into X , which is just a path in X . (A map is generally called
“singular” if it fails to have some desirable property such as continuity or differen-
tiability. In this case, the term singular is meant to reflect the fact that � need not be
an embedding, so its image might not look at all like a simplex.)

Let Cp.X/ be the free abelian group on the set of all singular p-simplices in
X . An element of Cp.X/, which can be written as a formal linear combination of
singular simplices with integer coefficients, is called a singular p-chain in X , and
the group Cp.X/ is called the singular chain group in dimension p.
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There are some special singular simplices in Euclidean spaces that we use fre-
quently. Let K � Rn be a convex subset. For any pC1 points v0; : : : ;vp 2K (not
necessarily affinely independent or even distinct), let A.v0; : : : ;vp/ W 
p ! Rn de-
note the affine map that takes ei to vi for i D 0; : : : ;p (see Proposition 5.38). By
convexity, the image lies inK , so this is a singular p-simplex inK , called an affine
singular simplex. A singular chain in which every singular simplex that appears is
affine is called an affine chain.

The point of homology theory is to use singular chains to detect “holes.” The
intuition is that any chain that closes up on itself (like a closed path) but is not equal
to the “boundary value” of a chain of one higher dimension must surround a hole
in X . To this end, we define a homomorphism from p-chains to .p�1/-chains that
precisely captures the notion of boundary values.

For each i D 0; : : : ;p, let Fi;p W 
p�1 !
p be the affine singular simplex

Fi;p D A.e0; : : : ;bei ; : : : ;ep/;
where the hat indicates that ei is to be omitted. More specifically, Fi;p is the affine
map that sends

e0 7! e0
: : : : : :

ei�1 7! ei�1
ei 7! eiC1
: : : : : :

ep�1 7! ep

and therefore maps
p�1 homeomorphically onto the boundary face of
p opposite
the vertex ei . We call Fi;p the i th face map in dimension p.

For any singular simplex � W 
p ! X , define a .p � 1/-chain @� called the
boundary of � by

@� D
pX
iD0
.�1/i� ıFi;p:

By the characteristic property of free abelian groups, this extends uniquely to a
homomorphism @ W Cp.X/ ! Cp�1.X/, called the singular boundary operator.
We sometimes indicate which chain group the boundary operator is acting on by a
subscript, as in @p W Cp.X/! Cp�1.X/. The boundary of any 0-chain is defined to
be zero.

A p-chain c is called a cycle if @c D 0, and it is called a boundary if there exists
a .pC 1/-chain b such that c D @b. The set Zp.X/ of p-cycles is a subgroup of
Cp.X/, because it is the kernel of the homomorphism @p. Similarly, the set Bp.X/
of p-boundaries is also a subgroup (the image of @pC1).

It might help clarify what is going on to work out some simple examples. A
singular 1-simplex is just a path � W I !X , and @� is the formal difference �.1/�
�.0/. Therefore, a 1-cycle is a formal sum of paths with the property that the set of
initial points counted with multiplicities is exactly the same as the set of terminal
points with multiplicities. A typical example is a sum of paths

Pk
iD1�i such that
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�2
X

�

C

C�

Fig. 13.2: The boundary of a singular 2-simplex.

�i .1/ D �iC1.0/ and �k.1/ D �1.0/. Apart from notation, this is pretty much the
same thing as a product of paths (in the sense in which we used the term in Chapter
7) such that the last path ends where the first one starts (hence the term “cycle”).
The only real difference is that chains do not keep track of the order in which the
paths appear.

The boundary of a singular 2-simplex � W 
2 ! X is a sum of three paths with
signs (Fig. 13.2). Think of this as a cycle in X that traverses the boundary values
of � in the counterclockwise direction. (Intuitively, you can think of a path with a
negative sign as representing the same path going in the opposite direction; although
they are not really the same, we show below that they differ by a boundary, so they
are equivalent from the point of view of homology.)

The most important feature of the singular boundary map is that “the boundary
of a boundary is zero,” as the next lemma shows.

Lemma 13.1. If c is a singular chain, then @.@c/D 0.

Proof. Since each chain groupCp.X/ is generated by singular simplices, it suffices
to show this in the case in which c D � is a singular p-simplex.

First we note that the face maps satisfy the commutation relation

Fi;p ıFj;p�1 D Fj;p ıFi�1;p�1 when i > j , (13.1)

as can be seen immediately by observing that the vertices of 
p�2 are mapped
according to the following chart:

Fj;p�1 Fi;p
e0 7! e0 7! e0
: : : : : : : : :

ej�1 7! ej�1 7! ej�1
ej 7! ejC1 7! ejC1
: : : : : : : : :

ei�2 7! ei�1 7! ei�1
ei�1 7! ei 7! eiC1
: : : : : : : : :

ep�2 7! ep�1 7! ep

Fi�1;p�1 Fj;p
e0 7! e0 7! e0
: : : : : : : : :

ej�1 7! ej�1 7! ej�1
ej 7! ej 7! ejC1
: : : : : : : : :

ei�2 7! ei�2 7! ei�1
ei�1 7! ei 7! eiC1
: : : : : : : : :

ep�2 7! ep�1 7! ep

In other words, bothFi;p ıFj;p�1 andFj;p ıFi�1;p�1 are equal to the affine simplex
A
�
e0; : : : ;bej ; : : : ;bei ; : : : ;ep�. Using this, we compute
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@.@�/D
p�1X
jD0

pX
iD0
.�1/iCj� ıFi;p ıFj;p�1

D
X

0�j<i�p
.�1/iCj� ıFi;p ıFj;p�1C

X
0�i�j�p�1

.�1/iCj� ıFi;p ıFj;p�1:

Making the substitutions i D j 0, j D i 0 � 1 into the second sum and using (13.1),
we see that the sums cancel term by term. ut

Because of the preceding lemma, the groupBp.X/ ofp-boundaries is a subgroup
of the groupZp.X/ of p-cycles. The pth singular homology group of X is defined
to be the quotient group

Hp.X/DZp.X/=Bp.X/D Ker@p= Im@pC1:

It is zero if and only if every p-cycle is the boundary of some .pC1/-chain, which
you should interpret intuitively as meaning that there are no p-dimensional “holes”
in X . The equivalence class of a p-cycle c inHp.X/ is denoted by Œc�, and is called
its homology class. If two p-cycles determine the same homology class (i.e., if they
differ by a boundary), they are said to be homologous.

The significance of the homology groups derives from the fact that they are topo-
logical invariants. The proof is a very easy consequence of the fact that continuous
maps induce homology homomorphisms. We begin by defining homomorphisms on
the chain groups.

Given a continuous map f W X ! Y , let f# W Cp.X/! Cp.Y / be the homomor-
phism defined by setting f#� D f ı � for each singular p-simplex � . The key fact
is that f# commutes with the boundary operators:

f#.@�/D
pX
iD0
.�1/if ı� ıFi;p D @.f#�/:

Because of this, f# maps Zp.X/ to Zp.Y / and Bp.X/ to Bp.Y /, and therefore
passes to the quotient to define a homomorphism f� W Hp.X/!Hp.Y /, called the
homomorphism induced by f .

Proposition 13.2 (Functorial Properties of Homology). Let X , Y , andZ be topo-
logical spaces.

(a) The homomorphism .IdX /� W Hp.X/!Hp.X/ induced by the identity map of
X is the identity of Hp.X/.

(b) If f W X ! Y and g W Y !Z are continuous maps, then

.g ıf /� D g� ıf� W Hp.X/!Hp.Z/:

Thus the pth singular homology group defines a covariant functor from the category
of topological spaces to the category of abelian groups.

Proof. It is easy to check that both properties hold already for f #. ut
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The following corollaries are proved in exactly the same way as their fundamen-
tal group analogues, Corollary 7.26 and Proposition 7.28.

Corollary 13.3 (Topological Invariance of Singular Homology). If f W X ! Y is
a homeomorphism, then f� W Hp.X/!Hp.Y / is an isomorphism. ut
Corollary 13.4 (Homology of a Retract). Suppose X is a topological space and
A�X is a retract of X . Then for each p, the homology homomorphismHp.A/!
Hp.X/ induced by inclusion is injective. ut

Exact Sequences and Chain Complexes

It is useful to look at the construction we just did in a somewhat more algebraic way.
A sequence of abelian groups and homomorphisms

� � � !GpC1
˛pC1���!Gp

˛p��! Gp�1 ! �� �
is said to be exact if Im˛pC1 D Ker˛p for each p. For example, a 5-term exact
sequence of the form

0! A
˛�! B

ˇ�! C ! 0

is called a short exact sequence. (The maps on the ends are the zero homomor-
phisms.) Because the image of the zero homomorphism is f0g, exactness atAmeans
that ˛ is injective, and similarly exactness at C means that ˇ is surjective. Exact-
ness at B means that Kerˇ D Im˛, and the first isomorphism theorem then tells us
that C Š B=˛.A/. A short exact sequence is thus a graphic summary of the first
isomorphism theorem.

More generally, a sequence of abelian groups and homomorphisms

� � � ! CpC1
@pC1���! Cp

@p�! Cp�1 ! �� �
is called a chain complex if the composition of any two consecutive homomor-
phisms is the zero map: @p ı @pC1 D 0. This is equivalent to the requirement that
Im@pC1 � Ker@p . (The homomorphisms @p are often called “boundary operators”
by analogy with the case of singular homology.) We denote such a chain complex
by C�, with the boundary maps being understood from the context. In many appli-
cations (such as the singular chain groups), Cp is defined only for p � 0, but it is
sometimes convenient to extend this to all p by defining Cp to be the trivial group
and the associated homomorphisms to be zero for p < 0.

The pth homology group of the chain complex C� is

Hp.C�/D Ker@p= Im@pC1:

The chain complex is exact if and only if Hp.C�/D 0 for all p; thus the homology
groups provide a precise quantitative measurement of the failure of exactness.
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Now suppose C� and D� are chain complexes. A chain map F W C� ! D� is
a collection of homomorphisms F W Cp ! Dp (we could distinguish them with
subscripts, but there is no need) such that @p ıF D F ı @p for all p:

� � � � Cp
@p� Cp�1 � � � �

� � � � Dp

F
� @p� Dp�1

F
�

� � � � :
For example, the homomorphisms f# W Cp.X/! Cp.Y / constructed above from a
continuous map f define a chain map from the singular chain complex of X to that
of Y . Any chain map takes Ker@ to Ker@ and Im@ to Im@, and therefore induces a
homology homomorphismF� W Hp.C�/!Hp.D�/ for each p.

The study of exact sequences, chain complexes, and homology is part of the
subject known as homological algebra. It began as a branch of topology, but has
acquired a life of its own as a branch of algebra. We will return to these ideas briefly
later in this chapter.

Elementary Computations

Although the definition of the singular homology groups may seem less intuitive
than that of the fundamental group and the higher homotopy groups, the homology
groups offer a number of advantages. For example, they are all abelian, which cir-
cumvents some of the thorny computational problems that beset the fundamental
group. Also, there is no need to choose a base point, so unlike the homotopy groups,
homology groups give us information about all the path components of a space. The
next proposition shows how.

Proposition 13.5. Let X be a space, let fX˛g˛2A be the set of path components of
X , and let �˛ W X˛ ,!X be inclusion. Then for each p � 0 the mapM

˛2A
Hp.X˛/!Hp.X/;

whose restriction to Hp.X˛/ is .�˛/� W Hp.X˛/!Hp.X/, is an isomorphism.

Proof. Since the image of any singular simplex must lie entirely in one path com-
ponent, the chain maps .�˛/# W Cp.X˛/! Cp.X/ already induce isomorphismsM

˛2A
Cp.X˛/! Cp.X/:

The result for homology follows easily from this. ut
As was the case with the fundamental group, the definition of the homology

groups does not give us much insight into how to compute them in general, because
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it involves taking quotients of huge groups by huge subgroups. There are, however,
two simple cases that we can compute directly right now: the zero-dimensional ho-
mology groups of all spaces, and all the homology groups of a discrete space. In the
rest of this chapter we develop some powerful tools for computing the rest of the
homology groups.

Proposition 13.6 (Zero-Dimensional Homology). For any topological space X ,
H0.X/ is a free abelian group with basis consisting of an arbitrary point in each
path component.

Proof. It suffices to show that H0.X/ is the infinite cyclic group generated by the
class of any point whenX is path-connected, for then in the general case Proposition
13.5 guarantees that H0.X/ is the direct sum of infinite cyclic groups, one for each
path component.

A singular 0-chain is a formal linear combination of points in X with integer
coefficients: c D Pm

iD1nixi . Because the boundary operator is the zero map in di-
mension 0, every 0-chain is a cycle.

Assume that X is path-connected, and define a map " W C0.X/! Z by

"

� mX
iD1

nixi

�
D

mX
iD1

ni :

It is immediate from the definition that " is a surjective homomorphism. We will
show that Ker"D B0.X/, from which it follows by the first isomorphism theorem
that " induces an isomorphismH0.X/! Z. Since " takes any single point to 1, the
result follows.

If � is a singular 1-simplex, then @� D �.1/��.0/, so ".@�/D 1�1D 0. There-
fore, B0.X/� Ker".

To show that Ker" � B0.X/, choose any point x0 2 X , and for each x 2 X let
˛.x/ be a path from x0 to x. This is a singular 1-simplex whose boundary is the
0-chain x�x0. Thus, for an arbitrary 0-chain c D P

i nixi we compute

@

�X
i

ni˛.xi /

�
D
X
i

nixi �
X
i

nix0 D c� ".c/x0:

In particular, if ".c/D 0, then c 2 B0.X/. ut
Proposition 13.7 (Homology of a Discrete Space). If X is a discrete space, then
H0.X/ is a free abelian group with one generator for each point of X , and
Hp.X/D 0 for p > 0.

Proof. The case p D 0 follows from the preceding proposition, so we concentrate
on p > 0. By Proposition 13.5, it suffices to show that Hp./D 0 when  is a one-
point space. In that case, there is exactly one singular simplex in each dimension,
namely the constant map �p W 
p ! , so each chain group Cp./ is the infinite
cyclic group generated by �p . For p > 0, the boundary of �p is the alternating sum
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@�p D
pX
iD0
.�1/i�p ıFi;p D

pX
iD0
.�1/i�p�1 D

(
0 if p is odd,

�p�1 if p is even.

Thus @ W Cp./! Cp�1./ is an isomorphism when p is even and positive, and the
zero map when p is odd:

� � � Š�! C3./ 0�! C2./ Š�! C1./ 0�! C0./! 0:

This sequence is exact at each group except the last, so Hp./D 0 for p > 0. ut

Homotopy Invariance

Just like the fundamental group, the singular homology groups are also homotopy
invariant. The proof, as in the case of the fundamental group, depends on the fact
that homotopic maps induce the same homology homomorphism.

Theorem 13.8. If f0;f1 W X ! Y are homotopic maps, then for each p � 0 the
induced homomorphisms .f0/�; .f1/� W Hp.X/!Hp.Y / are equal.

Before proving this theorem, we state its most important corollary.

Corollary 13.9 (Homotopy Invariance of Singular Homology). Supposef W X !
Y is a homotopy equivalence. Then for each p � 0, f� W Hp.X/!Hp.Y / is an iso-
morphism.

I Exercise 13.10. Prove Corollary 13.9.

Proof of Theorem 13.8. We begin by considering the special case in which Y D
X � I and fi D �i , where �0; �1 W X !X � I are the maps

�0.x/D .x;0/; �1.x/D .x;1/:

(See Fig. 13.3.) Clearly, �0 ' �1 (the homotopy is the identity map ofX�I ). We will
show below that .�0/� D .�1/�. As it turns out, this immediately implies the general
case, as follows. Suppose f0;f1 W X ! Y are continuous maps andH W X �I ! Y

is a homotopy from f0 to f1 (Fig. 13.3). Then since H ı �i D fi , we have

.f0/� D .H ı �0/� DH� ı .�0/� DH� ı .�1/� D .H ı �1/� D .f1/�:

To prove .�0/� D .�1/�, it would suffice to show that .�0/#c and .�1/#c differ by
a boundary for each chain c. In fact, a little experimentation will probably convince
you that this is usually false. But in fact all we need is that they differ by a boundary
when c is a cycle. So we might try to define a map h W Zp.X/!CpC1.X �I / such
that

@h.c/D .�1/#c� .�0/#c: (13.2)
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X

X �I Y
H

�0

�1

f0

f1

Fig. 13.3: The setup for Theorem 13.8.

It turns out to be hard to define such a thing for cycles only. Instead, we define h.c/
for all p-chains c, and show that it satisfies a formula that implies (13.2) when c is
a cycle.

For each p � 0, we will define a homomorphism h W Cp.X/ ! CpC1.X � I /
such that the following identity is satisfied:

hı @C@ıhD .�1/# � .�0/#: (13.3)

From (13.3) it follows immediately that .�1/#c� .�0/#c D @h.c/ whenever @c D 0,
and therefore .�1/�Œc�D .�0/�Œc�.

The construction of h is basically a “triangulated” version of the obvious ho-
motopy from �0 to �1. Consider the convex set 
p � I � Rp � R D RpC1. Note
that 
p � f0g and 
p � f1g are Euclidean p-simplices in RpC1. Let us denote the
vertices of 
p � f0g by Ei D .ei ;0/ and those of 
p � f1g by E 0

i D .ei ;1/. For
0 � i � p, let Gi;p W 
pC1 ! 
p � I be the following affine singular .pC 1/-
simplex in RpC1:

Gi;p D A
�
E0; : : : ;Ei ;E

0
i ; : : : ;E

0
p

�
:

Then define h W Cp.X/! CpC1.X � I / by

h.�/D
pX
iD0
.�1/i .� � Id/ıGi;p:

Note that Gi;p takes its values in 
p�I and � � Id is a map from
p�I to X �I ,
so this does indeed define a .pC1/-chain in X � I .

To get an idea of what this means geometrically, consider the case p D 2. The
three simplices ŒE0;E 0

0;E
0
1;E

0
2�, ŒE0;E1;E

0
1;E

0
2�, and ŒE0;E1;E2;E 0

2� give a trian-
gulation of
2�I (see Fig. 13.4). In the special case in which � is the identity map
of 
2, h.�/ is a sum of affine singular simplices mapping 
3 homeomorphically
onto each one of these 3-simplices, with signs chosen so that the interior boundary
contributions will cancel out. In the general case, h.�/ is this singular chain fol-
lowed by the map � � Id, and thus is a chain in X � I whose image is the product
set �.
2/�I .
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E0

E1

E2

E 0
1

E 0
2E 0

0

�3

Gi;2

X �I

� � Id

�2 �I

Fig. 13.4: The operator h in dimension 2.

Now we need to prove that h satisfies (13.3). For this purpose, we need some
relations between the affine simplicesGi;p and the face maps Fj;p . First, if 1� j �
p, note that Gj;p and Gj�1;p agree on all the vertices of 
p except ej . Because
Fj;pC1 skips ej , the compositions Gj;p ıFj;pC1 and Gj�1;p ıFj;pC1 are equal. In
fact, it is straightforward to check that

Gj;p ıFj;pC1 DGj�1;p ıFj;pC1 DA.E0; : : : ;Ej�1;E 0
j ; : : : ;E

0
p/: (13.4)

Similarly, by following what each map does to basis elements as we did in the proof
of Lemma 13.1, one can compute that

.Fj;p � Id/ıGi;p�1 D
(
GiC1;p ıFj;pC1 if i � j ,

Gi;p ıFjC1;pC1 if i < j .
(13.5)

Let � be an arbitrary singular p-simplex in X . Using (13.5), we compute

h.@�/D h

pX
jD0

.�1/j� ıFj;p

D
p�1X
iD0

pX
jD0

.�1/iCj �.� ıFj;p/� Id
�ıGi;p�1

D
p�1X
iD0

pX
jD0

.�1/iCj .� � Id/ı .Fj;p� Id/ıGi;p�1

D
X

0�j�i�p�1
.�1/iCj .� � Id/ıGiC1;p ıFj;pC1

C
X

0�i<j�p
.�1/iCj .� � Id/ıGi;p ıFjC1;pC1:

(13.6)
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On the other hand,

@h.�/D @

pX
iD0
.�1/i .� � Id/ıGi;p

D
pC1X
jD0

pX
iD0
.�1/iCj .� � Id/ıGi;p ıFj;pC1:

Separating the terms where i < j �1, i D j �1, i D j , and i > j , this becomes

@h.�/D
X

0�i<j�1<j�pC1
.�1/iCj .� � Id/ıGi;p ıFj;pC1

�
X

1�j�pC1
.� � Id/ıGj�1;p ıFj;pC1

C
X

0�j�p
.� � Id/ıGj;p ıFj;pC1

C
X

0�j<i�p
.�1/iCj .� � Id/ıGi;p ıFj;pC1:

Making the index substitutions j D j 0 C1 in the first sum and i D i 0 C1 in the last,
we see that these two sums exactly cancel those in (13.6). By virtue of (13.4), all
the terms in the middle two sums cancel except those where j D 0 and j D pC1.
These two terms yield

h.@�/C@h.�/D �.� � Id/ıA�E0; : : : ;Ep�C .� � Id/ıA�E 0
0; : : : ;E

0
p

�
D �.�0/#� C .�1/#�:

This completes the proof. ut

As an immediate application, we can conclude that contractible spaces have triv-
ial homology in all dimensions greater than zero. (It is infinite cyclic in dimension
zero by Proposition 13.6.)

Corollary 13.11. Suppose X is a contractible topological space. Then H p.X/D 0

for all p > 0. ut
There is an abstract algebraic version of what we just did. SupposeC� andD� are

chain complexes, and F;G W C� ! D� are chain maps. A collection of homomor-
phisms h W Cp ! DpC1 is called a chain homotopy from F to G if the following
identity is satisfied on each group Cp:

hı @C@ıhDG�F:
If there exists such a map, F and G are said to be chain homotopic.

mailto:h.@�/C@h.�/D
mailto:h.@�/C@h.�/D
mailto:h.@�/C@h.�/D
mailto:h.@�/C@h.�/D
mailto:h.@�/C@h.�/D
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f0

f0

f0

f1

f1

f1

p

p

p

q

q

q

b

H

�

X

Fig. 13.5: Path-homotopic paths differ by a boundary.

I Exercise 13.12. Show that if F;G W C� !D� are chain homotopic chain maps, then
F� DG� W Hp.C�/!Hp.D�/ for all p.

Homology and the Fundamental Group

In this section we show that there is a simple relationship between the first homology
group of a path-connected space and its fundamental group: the former is just the
abelianization of the latter. This enables us to compute the first homology groups of
all the spaces whose fundamental groups we know.

We begin by defining a map from the fundamental group to the first homology
group. Let X be a space and p be any point in X . A loop f based at p is also a
singular 1-simplex. In fact, it is a cycle, since @f D f .1/�f .0/D 0. Therefore, any
loop determines a 1-homology class. The following lemma shows that the resulting
class depends only on the path homotopy class of f .

Lemma 13.13. Suppose f0 and f1 are paths in X , and f0 � f1. Then, considered
as a singular chain, f0�f1 is a boundary.

Proof. We must show there is a singular 2-chain whose boundary is the 1-chain
f0�f1. Let H W f0 � f1, and let b W I � I !
2 be the map

b.x;y/D .x�xy;xy/; (13.7)

which maps the square onto the triangle by sending each horizontal line segment
linearly to a radial line segment (Fig. 13.5). Then b is a quotient map by the closed
map lemma, and identifies the left-hand edge of the square to the origin. Since H
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f
f

f

q
q

p

p

�

Fig. 13.6: Proof that
h xf
i

H
D �Œf �H .

respects the identifications made by b, it passes to the quotient to yield a continuous
map � W 
2 ! X (i.e., a singular 2-simplex). From the definition of the boundary
operator, @� D cp � f1 C f0, where p D f0.1/. Since cp is the boundary of the
constant 2-simplex that maps 
2 to p, it follows that f0�f1 is a boundary. ut

In this section, because we are dealing with various equivalence relations on
paths, we adopt the following notation. For any path in X (not necessarily a loop),
we let Œf �� denote its equivalence class modulo path homotopy. In particular, if f
is a loop based at p, then Œf �� is its path class in �1.X;p/. Similarly, if c is any
1-chain we let Œc�H denote its equivalence class modulo B1.X/, so if c is a cycle (a
loop for example), then Œc�H is an element ofH1.X/. Define a map 	 W �1.X;p/!
H1.X/, called the Hurewicz homomorphism, by

	.Œf �� /D Œf �H :

By Lemma 13.13, 	 is well defined. It is an easy consequence of the definitions that
	 commutes with the homomorphisms induced by continuous maps—if F W X ! Y

is continuous, then the following diagram commutes:

�1.X;p/
F�� �1.Y;F.p//

H1.X/

	
�

F�
� H1.Y /:

	
�

(13.8)

Theorem 13.14. Let X be a path-connected space, and let p be a point in X . Then
	 W �1.X;p/!H1.X/ is a surjective homomorphism whose kernel is the commuta-
tor subgroup of �1.X;p/. Consequently,H1.X/ is isomorphic to the abelianization
of �1.X;p/.

Proof. We begin by showing that
	 xf 


H
D �Œf �H for any path f in X . To see

this, define a singular 2-simplex � W 
2 ! X by �.x;y/ D f .x/ (Fig. 13.6). Then
@� D xf � cp C f , where p D f .0/. Since cp is a boundary, it follows that the
1-chains xf and �f differ by a boundary.
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f

f

g
g

�

f �g

Fig. 13.7: Proof that � is a homomorphism.

Next we show that 	 is a homomorphism. Somewhat more generally, we show
that Œf �g�H D Œf �H C Œg�H for any two composable paths f;g. When applied to
loops f and g based at p, this implies that 	 is a homomorphism.

Given such paths f and g, define a singular 2-simplex � W 
2 !X by

�.x;y/D
(
f .y�xC1/ if y � x,

g.y�x/ if y � x.

(See Fig. 13.7.) This is constant on each line segment y � x D constant, and is
continuous by the gluing lemma. It is easy to check that its boundary is the 1-chain
.f �g/�gC xf , from which it follows that

Œf �g�H D Œg�H �
h xf
i
H

D Œg�H C Œf �H :

Thus 	 is a homomorphism.
Next we show that 	 is surjective. For each point x 2 X , let ˛.x/ be a specific

path from p to x, with ˛.p/ chosen to be the constant path cp . Since each path ˛.x/
is in particular a 1-chain, the map x 7! ˛.x/ extends uniquely to a homomorphism
˛ W C0.X/! C1.X/. For any path � in X , define a loop z� based at p by

z� D ˛.�.0// �� �˛.�.1//:
Observe that

	
�	z�


�

�D
h
˛.�.0// �� �˛.�.1//i

H

D Œ˛.�.0//�H C Œ��H � Œ˛.�.1//�H
D Œ��H � Œ˛.@�/�H :

(13.9)

Now suppose c D Pm
iD1ni�i is an arbitrary 1-chain. Let f be the loop

f D .z�1/n1 � � � � � .z�m/nm :
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Fig. 13.8: Proof that Ker� is the commutator subgroup.

From (13.9) and the fact that 	 is a homomorphism it follows that

	.Œf �� /D
mX
iD1

ni
�
Œ�i �H � Œ˛.@�i /�H

�D Œc�H � Œ˛.@c/�H :

In particular, if c is a cycle, then 	.Œf ��/D Œc�H , which shows that 	 is surjective.
Because H1.X/ is an abelian group, Ker	 clearly contains the commutator sub-

group Œ�1.X;p/;�1.X;p/�. All that remains is to show that the commutator sub-
group is the entire kernel.

Let˘ denote the abelianized fundamental group ofX , and for any loop f based
at p let Œf �˘ denote the equivalence class of Œf �� in˘ . Because the product in˘ is
induced by path multiplication, we indicate it with a dot and write it multiplicatively
even though ˘ is abelian. For any singular 1-simplex � , let ˇ.�/ D 	z�


˘
2 ˘ .

Because ˘ is abelian, this extends uniquely to a homomorphism ˇ W C 1.X/!˘ .
We will show that ˇ takes all 1-boundaries to the identity element of ˘ .

Let � be a singular 2-simplex. Write vi D �.ei / and � .i/ D � ıFi;2, so that

@� D � .0/�� .1/C� .2/ (see Fig. 13.8). Note that the loop � .0/ �� .1/ �� .2/ is path-
homotopic to the constant loop cv1

. (This can be seen either by identifying
2 with
the closed disk via a homeomorphism and noting that � provides an extension of the
circle representative of � .0/ �� .1/ �� .2/ to the disk; or by applying the square lemma
to the composition � ıb, where b W I � I !
2 is given by (13.7).) We compute

ˇ.@�/D
h
z� .0/

i
˘

��hz� .1/i
˘

��1 � hz� .2/i
˘

D
h
z� .0/ � z� .1/ � z� .2/

i
˘

D
h
˛.v1/ �� .0/ �˛.v2/ �˛.v2/ �� .1/ �˛.v0/ �˛.v0/ �� .2/ �˛.v1/i

˘

D
h
˛.v1/ �� .0/ �� .1/ �� .2/ �˛.v1/i

˘

D
h
˛.v1/ �cv1 �˛.v1/i

˘
D Œcp �˘ ;
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which proves that B1.X/� Kerˇ.
Now suppose f is a loop such that Œf �� 2 Ker	 . This means that Œf �H D 0, or

equivalently that the singular 1-chain f is a boundary. Because f is a loop based at
p, we have ˇ.f /D 	 zf 


˘
D Œf �˘ . On the other hand, since ˇ takes boundaries to

the identity element of ˘ , it follows that Œf �˘ D 1, or equivalently that Œf �� is in
the commutator subgroup. ut
Corollary 13.15. The following spaces have the indicated first homology groups.

H1
�
S1
�Š ZI

H1
�
Sn
�D 0 if n� 2I

H1
�
T2 # � � �# T 2„ ƒ‚ …

n

�Š Z2nI

H1
�
P2 # � � �# P 2„ ƒ‚ …

n

�Š Zn�1� Z=2: ut

The Hurewicz homomorphism 	 W �1.X;p/!H1.X/ can be generalized easily
to a homomorphism from �k.X;p/ to Hk.X/ for any k. The relationship between
the higher homotopy and homology groups is not so simple, however, except in one
important special case: the Hurewicz theorem, proved by Witold Hurewicz in 1934,
says that ifX is path-connected and �j .X;p/ is trivial for 1� j < k, thenHj .X/ is
trivial for the same values of j and the Hurewicz homomorphism is an isomorphism
from �k.X;p/ to Hk.X/. For a proof, see [Hat02], [Spa81], or [Whi78].

The Mayer–Vietoris Theorem

Our main tool for computing higher-dimensional homology groups is a result anal-
ogous to the Seifert–Van Kampen theorem, in that it gives a recipe for computing
the homology groups of a space that is the union of two open subsets in terms of the
homology of the subsets and that of their intersection.

The setup for the theorem is similar to that of the Seifert–Van Kampen theorem:
we are given a space X and two open subsets U;V � X whose union is X . (In this
case, there is no requirement that any of the spaces be path-connected.) There are
four inclusion maps

U

U \V
i �

X:

k
�

V

l

�

j �

all of which induce homology homomorphisms.
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Theorem 13.16 (Mayer–Vietoris). Let X be a topological space, and let U;V be
open subsets of X whose union is X . Then for each p there is a homomorphism
@� W Hp.X/!Hp�1.U \V / such that the following sequence is exact:

� � � @��!Hp.U \V / i�˚j�����!Hp.U /˚Hp.V /
k��l�����!Hp.X/

@��!Hp�1.U \V / i�˚j�����! �� � : (13.10)

The exact sequence (13.10) is called the Mayer–Vietoris sequence of the triple
.X;U;V /, and @� is called the connecting homomorphism. The other maps are
defined by .i� ˚j�/Œc�D .i�Œc�;j�Œc�/ and .k� � l�/.Œc�; Œc0 �/D k�Œc�� l�Œc0�.

To prove the Mayer–Vietoris theorem, we need to introduce a few more basic
concepts from homological algebra.

Suppose C�, D�, and E� are chain complexes. A sequence of chain maps

� � � ! C�
F�!D�

G�!E� ! �� �
is said to be exact if each of the sequences

� � � ! Cp
F�!Dp

G�!Ep ! �� �
is exact.

The following lemma is a standard result in homological algebra. The proof,
which is easier to do than it is to read, uses a technique commonly called “diagram
chasing.” The best way to understand it is probably to read the first paragraph or two
to get an idea of how the arguments go, and then sit down with pencil and paper and
carry out the rest yourself.

Lemma 13.17 (The Zigzag Lemma). Let

0! C�
F�!D�

G�!E� ! 0

be a short exact sequence of chain maps. Then for each p there is a connecting ho-
momorphism @� W Hp.E�/!Hp�1.C�/ such that the following sequence is exact:

� � � @��!Hp.C�/
F���!Hp.D�/

G���!Hp.E�/
@��!Hp�1.C�/

F���! �� � : (13.11)

The sequence (13.11) is called the long exact homology sequence associated
with the given short exact sequence of chain maps.

Proof. Consider the diagram
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0 � CpC1
F� DpC1

G� EpC1 � 0

0 � Cp

@
� F� Dp

@
� G� Ep

@
�

� 0

0 � Cp�1

@
� F� Dp�1

@
� G� Ep�1

@
�

� 0

0 � Cp�2

@
� F� Dp�2

@
� G� Ep�2

@
�

� 0:

The hypothesis is that every square in this diagram commutes and the horizontal
rows are exact.

We use brackets to denote the homology class of a cycle in any of these groups,
so, for example, if dp 2 Dp satisfies @dp D 0, then Œdp � 2 Hp.D�/. To define the
connecting homomorphism @�, let Œep�2Hp.E�/ be arbitrary. This means that ep 2
Ep and @ep D 0. Surjectivity ofG W Dp !Ep means that there is an element dp 2
Dp such thatGdp D ep, and then commutativity of the diagram means thatG@dp D
@Gdp D @ep D 0, so @dp 2 KerG. By exactness atDp�1 there is an element cp�1 2
Cp�1 such that Fcp�1 D @dp . Now, F@cp�1 D @Fcp�1 D @@dp D 0, and since F
is injective, @cp�1 D 0. Therefore, cp�1 represents a homology class in Hp�1.C�/.

We wish to set @�Œep � D Œcp�1�. To do so, we have to make sure the homol-
ogy class of cp�1 does not depend on any of the choices we made along the
way. Another set of choices is of the form e 0

p 2 Ep such that ep � e0
p D @epC1,

d 0
p 2 Dp such that Gd 0

p D e0
p, and c0

p�1 2 Cp�1 such that Fc0
p�1 D @d 0

p. Be-
cause G is surjective, there exists dpC1 2 DpC1 such that GdpC1 D epC1. Then
G@dpC1 D @GdpC1 D @epC1 D ep � e0

p, so G.dp � d 0
p/ D ep � e0

p D G@dpC1.
Since dp �d 0

p � @dpC1 2 KerG, there exists cp 2 Cp such that Fcp D dp �d 0
p �

@dpC1. NowF @cp D @Fcp D @.dp�d 0
p�@dpC1/D @dp�@d 0

p DFcp�1�Fc0
p�1.

Since F is injective, this implies @cp D cp�1 � c0
p�1, or Œcp�1� D Œc0

p�1�. To sum-
marize, we have defined @�Œep �D Œcp�1�, provided that there exists dp 2Dp such
that

Gdp D epI Fcp�1 D @dp :

To prove that the map @� is a homomorphism, just note that if @�Œep� D Œcp�1�
and @�Œe0

p� D Œc0
p�1�, there exist dp;d 0

p 2 Dp such that Gdp D ep, Gd 0
p D e0

p,
Fcp�1 D @dp , Fc0

p�1 D @d 0
p . It follows immediately that G.dp Cd 0

p/ D ep C e0
p

andF.cp�1C c0
p�1/D @.dpCd 0

p/, and so @�ŒepCe0
p�D Œcp�1Cc0

p�1�D @�Œep �C
@�Œe0

p�.
Now we have to prove exactness of (13.11). Let us start at Hp.C�/. Suppose

Œcp �D @�ŒepC1�. Then looking back at the definition of @�, there is some dpC1 such
that Fcp D @dpC1, so F�Œcp �D ŒF cp �D Œ@dpC1� D 0; thus Im@� � KerF�. Con-
versely, ifF�Œcp �D ŒF cp �D 0, there is some dpC1 2DpC1 such thatFcp D @dpC1,
and then @GdpC1 D G@dpC1 D GFcp D 0. In particular, this means epC1 D
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GdpC1 represents a homology class in HpC1.E�/, and threading through the defi-
nition of @� we find that @�ŒepC1�D Œcp �. Thus KerF� � Im@�.

Next we prove exactness at Hp.D�/. From GF D 0 it follows immediately that
G�F� D 0, so ImF� � KerG�. If G�Œdp �D ŒGdp �D 0, there exists epC1 2 EpC1
such that @epC1 D Gdp. By surjectivity of G, there is some dpC1 2 DpC1 such
that GdpC1 D epC1, and then G@dpC1 D @GdpC1 D @epC1 D Gdp . Thus dp �
@dpC1 2 KerG D ImF , so there is cp 2 Cp with Fcp D dp � @dpC1. Moreover,
F@cp D @Fcp D @.dp �@dpC1/D @dp D 0, so @cp D 0 by injectivity of F . Thus
cp represents a homology class in Hp.C�/, and F�Œcp �D ŒF cp �D Œdp�@dpC1�D
Œdp �. This proves that KerG� � ImF�.

Finally, we prove exactness at Hp.E�/. Suppose Œep� 2 ImG�. This means that
Œep �DG�Œdp � for some dp 2Dp with @dp D 0, so ep DGdp C@epC1. Replacing
ep with ep�@epC1, we may assumeGdp D ep. Then by definition @�Œep�D Œcp�1�,
where cp�1 2 Cp�1 is chosen so that Fcp�1 D @dp . But in this case @dp D 0, so
we may take cp�1 D 0 and therefore @�Œep � D 0. Conversely, suppose @�Œep � D
0. This means that there exists dp 2 Dp such that Gdp D ep and cp�1 2 Cp�1
such that Fcp�1 D @dp, and cp�1 is a boundary. Writing cp�1 D @cp , we find that
@Fcp D F@cp D Fcp�1 D @dp. Thus dp �Fcp represents a homology class, and
G�Œdp �Fcp�D ŒGdp �GFcp �D Œep�0�D Œep�. Therefore, Ker@� � ImG�, and
the proof is complete. ut

The connecting homomorphism in the long exact homology sequence satisfies
an important naturality property, which we will use later in this chapter.

Proposition 13.18 (Naturality of the Connecting Homomorphism). Suppose

0 � C�
F� D�

G� E� � 0

0 � C 0�

�
�

F 0� D0�

ı
�

G0� E 0�

"
�

� 0

(13.12)

is a commutative diagram of chain maps in which the horizontal rows are exact.
Then the following diagram commutes for each p:

Hp.E�/
@�� Hp�1.C�/

Hp.E
0�/

"� �

@�
� Hp�1.C 0�/:

���

Proof. Let Œep � 2Hp.E�/ be arbitrary. Then @�Œep�D Œcp�1�, where Fcp�1 D @dp
for some dp such that Gdp D ep. Then by commutativity of (13.12),

F 0.�cp�1/D ıFcp�1 D ı@dp D @.ıdp/I
G0.ıdp/D "Gdp D "ep:
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By definition, this means that

@�"�Œep �D @�Œ"ep�D Œ�cp�1�D ��Œcp�1�D ��@�Œep �;

which was to be proved. ut

Proof of the Mayer–Vietoris theorem. Let X , U , and V be as in the statement of
the theorem. Consider the three chain complexes C�.U \V /, C�.U /˚C�.V /, and
C�.X/. (The groups in the second complex are Cp.U /˚Cp.V /, and the bound-
ary operator is @.c;c 0/D .@c;@c0/.) We are interested in the following sequence of
maps:

0! Cp.U \V / i#˚j#���! Cp.U /˚Cp.V /
k#�l#���! Cp.X/:

Because the chain maps i#;j#;k#; l# are all induced by inclusion, their action is sim-
ply to consider a chain in one space as a chain in a bigger space. It is easy to check
that i# ˚ j# and k# � l# are chain maps and that this sequence is exact, as far as
it goes. For example, if c and c 0 are chains in U and V , respectively, such that
k#c� l#c0 D 0, this means that they are equal when thought of as chains in X . For
this to be the case, the two chains must be identical, and the image of each singular
simplex in each chain must actually lie inU \V . Thus c is actually a chain inU \V ,
and .c;c0/D .i# ˚j#/.c/. The rest of the conditions for exactness are similar.

Unfortunately, however, k# � l# is not surjective. It is not hard to see why: the
image of this map is the set of all p-chains in X that can be written as a sum of a
chain in U plus a chain in V . Any singular p-simplex whose image is not contained
in either U or V therefore defines a chain that is not in the image. Thus we cannot
apply the zigzag lemma directly to this sequence.

Instead, we use the following subterfuge: let U denote the open cover of X con-
sisting of the sets U and V , and for each p let C U

p .X/ denote the subgroup of
Cp.X/ generated by singular simplices whose images lie either entirely in U or en-
tirely in V . The boundary operator carries C U

p .X/ into CU
p�1.X/, so we get a new

chain complex CU� .X/. Clearly, the following sequence is exact:

0! C�.U \V / i#˚j#���! C�.U /˚C�.V /
k#�l#���! CU� .X/! 0:

The zigzag lemma then yields the following long exact homology sequence:

� � � @��!Hp.U \V / i�˚j�����!Hp.U /˚Hp.V /
k��l�����!HU

p .X/

@��!Hp�1.U \V / i�˚j�����! �� � ; (13.13)

where HU
p .X/ is the pth homology group of the complex C U� .X/. This is al-

most what we are looking for. The final step is to invoke Proposition 13.19 below,
which shows that inclusion CU� .X/ ,! C�.X/ induces a homology isomorphism
HU
p .X/ Š Hp.X/. Making this substitution into (13.13), we obtain the Mayer–

Vietoris sequence. ut
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The missing step in the above proof is the fact that the singular homology of X
can be detected by looking only at singular simplices that lie either in U or in V .
More generally, suppose U is any open cover of X . A singular chain c is said to be
U-small if every singular simplex that appears in c has image lying entirely in one
of the open subsets in U. Let CU

p .X/ denote the subgroup of Cp.X/ consisting of
U-small chains, and let HU

p .X/ denote the homology of the complex C U� .X/.

Proposition 13.19. Suppose U is any open cover of X . Then the inclusion map
CU� .X/! C�.X/ induces a homology isomorphism HU

p .X/ŠHp.X/ for all p.

The idea of the proof is simple, although the technical details are somewhat in-
volved. If � W 
p ! X is any singular p-simplex, the plan is to show that there is
a homologous p-chain obtained by “subdividing” � into p-simplices with smaller
images. If we subdivide sufficiently finely, we can ensure that each of the resulting
simplices will be U-small. The tricky part is to do this in a systematic way that al-
lows us to keep track of the boundary operators. Before the formal proof, let us lay
some groundwork.

To define a subdivision operator in singular homology, we begin by describing
a canonical way to extend an affine singular simplex to a simplex of one higher
dimension. If ˛ D A.v0; : : : ;vp/ is an affine singular p-simplex in some convex set
K � Rm andw is any point inK , we define an affine singular .pC1/-simplexw˛
called the cone on ˛ from w by

w ˛ D w A.v0; : : : ;vp/D A.w;v0; : : : ;vp/:

In other words, w ˛ W 
pC1 ! K is the unique affine simplex that sends e0 to w
and whose 0th face map is equal to ˛. We extend this operator to affine chains by
linearity: w  .Pi ni˛i / D P

i ni .w  ˛i /. (It is not defined for arbitrary singular
chains.)

Lemma 13.20. If c is an affine chain, then

@.w  c/Cw@c D c: (13.14)

Proof. For an affine simplex ˛ D A.v0; : : : ;vp/, this is just a computation:

@.w ˛/D @A.w;v0; : : : ;vp/

D
pC1X
iD0

.�1/iA.w;v0; : : : ;vp/ıFi;p

D A.v0; : : : ;vp/C
pX
iD0
.�1/iC1A.w;v0; : : : ;bvi ; : : : ;vp/

D ˛�w @˛:
The general case follows by linearity. ut
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˛ s˛ s.s˛/

Fig. 13.9: Singular subdivisions of an affine simplex.

Next, for any k-simplex � D Œv0; : : : ;vk � 2 Rn, define the barycenter of � to be
the point b� 2 Int� whose barycentric coordinates are all equal:

b� D
kX
iD0

1

kC1
vi :

It is the “center of gravity” of the vertices of � . (The name comes from Greek barys,
meaning “heavy.”) For example, the barycenter of a 1-simplex is just its midpoint;
the barycenter of a vertex v is v itself.

Now we define an operator s taking affine p-chains to affine p-chains, called the
singular subdivision operator. For pD 0, simply set s D Id. (You cannot subdivide
a point!) For p > 0, assuming that s has been defined for chains of dimension less
than p, for any affine p-simplex ˛ W 
p ! Rn we set

s˛ D ˛.bp/ s@˛
(where bp is the barycenter of 
p), and extend linearly to affine chains.

Lemma 13.21. Suppose ˛ W 
p ! Rn is an affine simplex that is a homeomorphism
onto a p-simplex � � Rn. Let ˇ W 
p ! Rn be any one of the affine singular p-
simplices that appear in the chain s˛.

(a) ˇ is an affine homeomorphism onto a p-simplex of the form Œbp ; : : : ;b0�, where
each bi is the barycenter of an i -dimensional face of � .

(b) The diameter of any such simplex Œbp; : : : ;b0� is at most p=.pC 1/ times the
diameter of � .

Proof. Part (a) follows immediately from the definition of the subdivision operator
and an easy induction on p (see Fig. 13.9).

To prove (b), write � D ˛.
p/ D Œv0; : : : ;vp � and � D ˇ.
p/ D Œbp; : : : ;b0�,
where each bi is the barycenter of an i -dimensional face of � . Since a simplex is the
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convex hull of its vertices, the diameter of � is equal to the maximum of the distances
between its vertices. Thus it suffices to prove that jb i � bj j � p=.pC 1/diam.�/
whenever bi and bj are barycenters of faces of a p-simplex � . For p D 0, there is
nothing to prove, so assume the claim is true for simplices of dimension less than p.
For i;j < p, both vertices bi ;bj lie in some q-dimensional face � 0 � � with q < p,
so by induction we have jbi � bj j � q=.qC 1/diam.� 0/ � p=.pC 1/diam.�/. So
it remains only to consider the distance between bp and the other vertices. Since bp
is the barycenter of � itself, and every other vertex b j lies in some proper face of � ,
the distance from bp to bj is no more than the maximum of the distance from bp to
any of the vertices vj of � . We have

jbp �vj j D
ˇ̌̌̌
ˇ
pX
iD0

1

pC1
vi �vj

ˇ̌̌̌
ˇ

D
ˇ̌̌̌
ˇ
pX
iD0

1

pC1
vi �

pX
iD0

1

pC1
vj

ˇ̌̌̌
ˇ

�
pX
iD0

1

pC1
jvi �vj j

� p

pC1
diam.�/:

This completes the induction. ut
Now we need to extend the singular subdivision operator to arbitrary (not neces-

sarily affine) singular chains. For a singular p-simplex � in any space X , note that
� D �#ip, where ip W 
p !
p is the identity map considered as an affine singular
p-simplex in 
p, and �# W Cp.
p/ ! Cp.X/ is the chain map obtained from the
continuous map � W 
p ! X . We define s� D �#.sip/, and extend by linearity to
all of Cp.X/. Low-dimensional examples are pictured in Fig. 13.10. We can iterate
s to obtain operators s2 D s ı s and more generally sk D s ı sk�1.

Lemma 13.22. The singular subdivision operators s W Cp.X/ ! Cp.X/ have the
following properties.

(a) s ıf# D f# ı s for any continuous map f .
(b) @ı s D s ı @.
(c) Given an open cover U of X and any c 2 Cp.X/, there exists m such that

smc 2 CU
p .X/.

Proof. The first identity follows immediately from the definition of s:

s.f#�/D s.f ı�/D .f ı�/#.sip/D f#�#.sip/D f#.s�/:

The second is proved by induction on p. For p D 0 it is immediate because s acts
as the identity on 0-chains. For p > 0, we use part (a), (13.14), and the inductive
hypothesis to compute
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e0 b1 e1

b2

si1

si2 �

�

Fig. 13.10: Singular subdivisions in dimensions 1 and 2.

@s� D @�#.bp  s@ip/
D �#@.bp  s@ip/
D �#.s@ip �bp @s@ip/
D s�#@ip ��#bp  .s@@ip/
D s@�#ip�0
D s@�:

To prove (c), define the mesh of an affine chain c in Rn to be the maximum of the
diameters of the images of the affine simplices that appear in c. By Lemma 13.21,
by choosingm large enough, we can make the mesh of smip arbitrarily small.

If � is any singular simplex in X , by the Lebesgue number lemma there exists
ı > 0 such that any subset of 
p of diameter less than ı lies in ��1.U / for one of
the sets U 2 U. In particular, if c is an affine chain in 
p whose mesh is less than
ı, then �#c 2 CU

p .X/. Choose ı to be the minimum of the Lebesgue numbers for
all the singular simplices appearing in c, and choose m large enough that s mip has
mesh less than ı. Then sm� D �#

�
smip

� 2 CU
p .X/ as desired. ut

With the machinery we have set up, it is now an easy matter to prove Proposition
13.19.

Proof of Proposition 13.19. The crux of the proof is the construction of a chain
homotopy between s and the identity map of Cp.X/. Recall that this is a homomor-
phism h W Cp.X/! CpC1.X/ satisfying

@ıhChı @D Id�s: (13.15)

We define h by induction on p. For p D 0, h is the zero homomorphism. For p > 0,
if � is a singular p-simplex in any space, define

h� D �#bp  .ip� sip�h@ip/:
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As with s, it is an easy consequence of the definition that h ı f# D f# ı h for any
continuous map f . Observe also that if � is a U-small simplex, then h� is a U-
small chain, so h also maps CU

p .X/ to CU
pC1.X/.

The chain homotopy identity (13.15) is proved by induction on p. For p D 0 it
is immediate because hD @D 0 and s D Id. Suppose it holds for .p�1/-chains in
all spaces. If � is a singular p-simplex, then

@h� D @�#bp  .ip� sip�h@ip/
D �#@bp  .ip� sip �h@ip/
D �#.ip� sip�h@ip/��#bp  .@ip�@sip �@h@ip/:

The expression inside the second set of parentheses is equal to @ip�s@ip�@h@ip�
h@@ip , which is zero by the inductive hypothesis because @ip is a .p � 1/-chain.
Therefore,

@h� D �#ip � s�#ip�h@�#ip D � � s� �h@�;
which was to be proved.

Now if c is any singular cycle in X , (13.15) shows that

c� sc D @hcCh@c D @hc;

so sc differs from c by a boundary. If c 2 C U
p .X/, the difference is the boundary of

a chain in CU
pC1.X/. By induction the same is true for smc for any positive integer

m. Moreover, smc is a cycle because s commutes with @.
The inclusion map � W CU

p .X/ ,!Cp.X/ is clearly a chain map, and so induces a
homology homomorphism �� W HU

p .X/!Hp.X/. This homomorphism is surjec-
tive because for any Œc�2Hp.X/we can choosem large enough that smc 2CU

p .X/,
and the argument above shows that c is homologous to smc. To prove injectivity,
suppose Œc� 2 HU

p .X/ satisfies ��Œc� D 0. This means that there is a .pC 1/-chain

b 2 CpC1.X/ such that c D @b. Choosem large enough that smb 2CU
pC1.X/. Then

@smbD sm@b D smc, which differs from c by the boundary of a chain in C U
pC1.X/.

Thus c represents the zero element of HU
p .X/. ut

Homology of Spheres

There are countless applications of homology theory to the study of manifolds; we
can only give a sampling of them here. Many of them are based on the fact that the
homology groups give us a simple way to distinguish topologically between spheres
of different dimensions, something that the fundamental group could not do.

Theorem 13.23 (Homology Groups of Spheres). For n � 1, Sn has the following
singular homology groups:
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Hp
�
Sn
�Š

„
Z if p D 0,

0 if 0 < p < n,

Z if p D n,

0 if p > n.

Proof. We use the Mayer–Vietoris sequence as follows. Let N and S denote the
north and south poles, and let U D SnX fN g, V D SnX fSg. Part of the Mayer–
Vietoris sequence reads

Hp.U /˚Hp.V /!Hp
�
Sn
� @��!Hp�1.U \V /!Hp�1.U /˚Hp�1.V /:

Because U and V are contractible, when p > 1 this sequence reduces to

0!Hp
�
Sn
� @��!Hp�1.U \V /! 0;

from which it follows that @� is an isomorphism. Thus, since U \V is homotopy
equivalent to Sn�1,

Hp
�
Sn
�ŠHp�1.U \V /ŠHp�1

�
Sn�1� for p > 1, n� 1: (13.16)

We prove the theorem by induction on n. In the case nD 1,H0

�
S1
�ŠH1

�
S1
�Š

Z by Proposition 13.6 and Corollary 13.15. Forp>1, (13.16) shows thatH p

�
S1
�Š

Hp�1
�
S0
�
. Since each component of S0 is a one-point space, Hp�1

�
S0
�

is the
trivial group by Propositions 13.7 and 13.5.

Now let n > 1, and suppose the result is true for Sn�1. The cases p D 0 and
p D 1 are again taken care of by Proposition 13.6 and Corollary 13.15. For p > 1,
(13.16) and the inductive hypothesis give

Hp
�
Sn
�ŠHp�1

�
Sn�1�Š

�
0 if p < n,

Z if p D n,

0 if p > n,

which completes the proof. ut
Corollary 13.24 (Homology Groups of Punctured Euclidean Spaces). For n� 2,
RnX f0g has the following singular homology groups:

Hp
�
RnX f0g�Š

„
Z if p D 0,

0 if 0 < p < n�1,

Z if p D n�1,

0 if p > n�1.

Proof. Inclusion Sn�1 ,! RnX f0g is a homotopy equivalence. ut
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Now we finally have the technology needed to prove the theorem on invariance
of dimension in all dimensions (Theorem 2.55). A proof for nD 1 was outlined in
Problem 4-2 using the fact that RnXf0g is connected when n > 1, but not when nD
1. Similarly, Problem 8-2 suggested a proof for n D 2 using the fact that R nX f0g
is simply connected when n > 2, but not when n D 2. But neither connectedness
nor simple connectivity can distinguish RnXf0g from RmXf0g when bothm and n
are larger than 2. Homology can. Because the structure of the argument is similar to
those of the lower-dimensional cases you have done in previous chapters, we leave
the proof to the problems (see Problem 13-3).

Degree Theory for Spheres

In Chapter 8, we defined the degree of a continuous map f W S 1 ! S1. Homology
theory allows us to extend this definition to higher-dimensional spheres.

Suppose n � 1. Because Hn
�
Sn
�

is infinite cyclic, if f W Sn ! Sn is any con-
tinuous map, then f� W Hn

�
Sn
� ! Hn

�
Sn
�

is multiplication by a unique integer
(Exercise C.16), called the degree of f and denoted by degf .

Proposition 13.25. Suppose n� 1 and f;g W Sn ! Sn are continuous maps.

(a) deg.g ıf /D .degg/.degf ).
(b) If f ' g, then degf D degg.

Proof. Part (a) follows from the fact that .g ıf /� D g� ıf�, and part (b) from the
fact that homotopic maps induce the same homology homomorphism. ut

For a map f W S1 ! S1, we gave a different definition of the degree of f in
Chapter 8. That version of the degree can be characterized as the unique integer k
such that the homomorphism .�ıf /� W �1

�
S1;1

�! �1
�
S1;1

�
is given by 	 7! 	k ,

where � is the rotation taking f .1/ to 1 (see Lemma 8.14). For the moment, let us
call that integer the homotopic degree of f , and the degree we have defined in this
chapter its homological degree.

Lemma 13.26. The homological degree and the homotopic degree of a continuous
map f W S1 ! S1 are equal.

Proof. By (13.8), the following diagram commutes:

�1
�
S1;1

� .� ıf /�� �1
�
S1;1

�
H1
�
S1
�	 �

.� ıf /�
� H1

�
S1
�
:

	�

It follows that the homotopic degree of f is equal to the homological degree of
� ı f . Since the rotation � is homotopic to the identity map, it has homological
degree 1, so the homological degree of � ıf is equal to that of f . ut
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Proposition 13.27 (Degrees of Some Common Maps of Spheres).

(a) The identity map of Sn has degree 1.
(b) Any constant map Sn ! Sn has degree zero.
(c) The reflection maps Ri W Sn ! Sn given by

Ri .x1; : : : ;xi ; : : : ;xnC1/D .x1; : : : ;�xi ; : : : ;xnC1/

have degree �1.
(d) The antipodal map ˛ W Sn ! Sn given by ˛.x/D �x has degree .�1/nC1.

Proof. Parts (a) and (b) are immediate, because the homology homomorphism in-
duced by the identity is the identity homomorphism, and that induced by any con-
stant map is the zero homomorphism.

Consider next the reflection maps. We prove the claim by induction on n. Note
that if degRi D �1 for one value of i the same is true for all of them, becauseR i can
be obtained from Rj by conjugating with the linear isomorphism that interchanges
xi and xj .

For n D 1, R2.z/ D xz in complex notation, which has degree �1 by Example
8.16. So suppose n> 1, and assume that the claim is true for reflections in dimension
n�1.

Recall that in the course of proving Theorem 13.23 we showed that H n

�
Sn
� Š

Hn�1
�
Sn�1�. In fact, we can refine that argument to show that there is an isomor-

phism between these groups such that the following diagram commutes:

Hn
�
Sn
� � Hn�1

�
Sn�1�

Hn
�
Sn
�R1� �

� Hn�1
�
Sn�1�:R1�� (13.17)

From this it follows immediately by induction that R1 has degree �1 on Sn.
To prove (13.17), let U D fU;V g be the covering of S n by contractible open sets

used in the proof of Theorem 13.23 (the complements of the north and south poles).
Note that R1 preserves the sets U and V , and therefore induces chain maps that
make the following diagram commute:

0 � C�.U \V / � C�.U /˚C�.V / � CU�
�
Sn
� � 0

0 � C�.U \V /
R1#�

� C�.U /˚C�.V /

R1# ˚R1#�
� CU�

�
Sn
�R1#�

� 0:

Therefore, by the naturality property of @�, the following diagram also commutes:

Hn
�
Sn
� @�� Hn�1.U \V / ��� Hn�1

�
Sn�1�

Hn
�
Sn
�R1��

@�
� Hn�1.U \V /

R1��
�
��

Hn�1
�
Sn�1�;R1��
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where Sn�1 D Sn\ fx W xnC1 D 0g is the equatorial .n�1/-sphere and � W Sn�1 !
U \ V is inclusion. The horizontal maps are isomorphisms: �� because � is a ho-
motopy equivalence, and @� by the argument in the proof of Theorem 13.23. Com-
posing the horizontal isomorphisms and eliminating the middle column, we obtain
(13.17).

Finally, the antipodal map is equal to the .nC 1/-fold composition R 1 ı � � � ı
RnC1, so it has degree .�1/nC1. ut

The next two theorems are higher-dimensional analogues of ones we proved for
the circle in Chapter 8.

Theorem 13.28. Let ' W Sn ! Sn be continuous. If deg' ¤ 0, then ' is surjective.

Theorem 13.29. Let ' W Sn ! Sn be continuous. If deg' ¤ .�1/nC1, then ' has a
fixed point.

I Exercise 13.30. Verify that the preceding two theorems can be proved in the same way
as Theorems 8.18 and 8.19.

Proposition 13.31. The antipodal map ˛ W Sn ! Sn is homotopic to the identity
map if and only if n is odd.

Proof. If nD 2k�1 is odd, an explicit homotopyH W Id ' ˛ is given by

H.x;t/D ..cos�t/x1C .sin�t/x2; .cos�t/x2� .sin�t/x1;

: : : ; .cos�t/x2k�1C .sin�t/x2k ; .cos�t/x2k � .sin�t/x2k�1/:

If nD 0, ˛ interchanges the two points of S0, and so is clearly not homotopic to the
identity. When n is even and positive, ˛ has degree �1, while the identity map has
degree 1, so they are not homotopic. ut

A vector field on Sn is a continuous map V W Sn ! RnC1 such that for each x 2
Sn, V.x/ is tangent to Sn at x, or in other words the Euclidean dot productV.x/ �x is
zero. The following theorem is popularly known as the “hairy ball theorem” because
in the two-dimensional case it implies that you cannot comb a hairy billiard ball
without introducing a discontinuity somewhere.

Theorem 13.32 (The Hairy Ball Theorem). There exists a nowhere vanishing vec-
tor field on Sn if and only if n is odd.

Proof. Suppose there exists such a vector field V . By replacing V with V=jV j, we
can assume jV.x/j D 1 everywhere. We use V to construct a homotopy between the
identity map and the antipodal map as follows:

H.x;t/D .cos�t/xC .sin�t/V .x/:

Direct computation, using the facts that jxj2 D jV.x/j2 D 1 and x �V.x/D 0, shows
thatH takes its values in Sn. SinceH.x;0/D x andH.x;1/D �x,H is the desired
homotopy. By Proposition 13.31, n must be odd.
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Conversely, when nD 2k�1 is odd, the following explicit vector field is easily
checked to be tangent to the sphere and nowhere vanishing:

V.x1; : : : ;x2k/D .x2;�x1;x4;�x3; : : : ;x2k ;�x2k�1/: ut
In Chapter 8, we proved that continuous self-maps of S 1 are completely classi-

fied up to homotopy by their degrees (Theorem 8.17). The analogous statement is
true for higher-dimensional spheres as well (two continuous maps from S n to itself
are homotopic if and only if they have the same degree), but we do not have the
machinery to prove it here. For a proof, see [Hat02, Cor. 4.25], for example.

Homology of CW Complexes

In this section, we show how the cell decomposition of a finite CW complex can
be used to deduce a great deal of information about its homology groups. The crux
of the matter is to understand the effect of attaching a single cell. The following
proposition is a homology analogue of Propositions 10.13 and and 10.14.

Proposition 13.33 (Homology Effect of Attaching a Cell). Let X be any topolog-
ical space, and let Y be obtained from X by attaching a closed cell D of dimension
n � 2 along the attaching map ' W @D ! X . Let K and L denote the kernel and
image, respectively, of '� W Hn�1.@D/!Hn�1.X/. Then the homology homomor-
phism Hp.X/!Hp.Y / induced by inclusion is characterized as follows.

(a) If p < n�1 or p > n, it is an isomorphism.
(b) If p D n� 1, it is a surjection whose kernel is L, so there is a short exact

sequence
0! L ,!Hn�1.X/!Hn�1.Y /! 0:

(c) If p D n, it is an injection, and there is a short exact sequence

0!Hn.X/!Hn.Y /!K ! 0:

Proof. First, assume that p � 2. Let q W XqD ! Y be a quotient map realizing Y
as an adjunction space. Choose a point z 2 IntD, and define open subsets U;V � Y

by U D q.IntD/ and V D q.Xq .DXfzg//. Then, by the same argument as in the
proof of Proposition 10.13, it follows that U is homeomorphic to IntD, U \V is
homeomorphic to IntDX fzg, and V is homotopy equivalent to X .

BecauseHp.U /D 0 for p > 0, the Mayer–Vietoris sequence for fU;V g reads in
part

Hp.U \V / j�!Hp.V /
l�!Hp.Y /

@�!Hp�1.U \V / j�!Hp�1.V /; (13.18)

where j W U \V ,! V and l W V ,! Y are inclusion maps.
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The easy case is (a). The hypothesis combined with our assumption p � 2means
that p is not equal to 0, 1, n�1, or n. Since U \V ' Sn�1, the groupsHp.U \V /
andHp�1.U \V / are both trivial. It follows that l� is an isomorphism. Combining
this with the isomorphismHp.X/ŠHp.V / (also induced by inclusion), the result
follows.

Next consider case (b). We still have Hp�1.U \V /D 0, so l� is surjective, but
it might not be injective. To identify its kernel, consider the following commutative
diagram, in which the unlabeled maps are inclusions:

@D � DX fzg � IntDX fzg 
� U \V

X

'
�

� V:

j
�

All of the horizontal maps are homotopy equivalences, so we have the following
commutative diagram of homology groups:

Hn�1.@D/
Š� Hn�1.U \V /

Hn�1.X/

'�
�

Š
� Hn�1.V /:

j�
�

Substituting this into (13.18) yields an exact sequence

Hn�1.@D/
'�!Hn�1.X/!Hn�1.Y /! 0; (13.19)

and (b) follows easily.
In case (c), making the same substitutions into (13.18) as above yields

0!Hn.X/!Hn.Y /!Hn�1.@D/
'�!Hn�1.X/;

and replacingHn�1.@D/ by the kernel of '� we obtain (c). This completes the proof
under the assumption p � 2.

Now suppose p D 1. Under this assumption, case (c) does not occur because we
are assuming n� 2. In both cases (a) and (b), the proofs above go through verbatim,
except that now Hp�1.U \V / is no longer trivial, so we need a different argument
to show that the homomorphism H1.X/ ! H1.Y / is surjective. It follows from
Proposition 10.14 in case (a) and Proposition 10.13 in case (b) that the fundamental
group homomorphism �1.X;v/ ! �1.Y;v/ induced by inclusion is surjective. In
addition, Theorem 13.14 shows that the Hurewicz homomorphism 	 W � 1.Y;v/ !
H1.Y / is surjective. Because the diagram
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�1.X;v/ � �1.Y;v/

H1.X/

	
�

� H1.Y /

	
�

commutes (see (13.8)), it follows that the homology homomorphism H 1.X/ !
H1.Y / is surjective as well.

Finally, consider the case p D 0. Because @D is path-connected, '.@D/ is con-
tained in one path component X0 of X , and thus the entire new cell is contained in
the path component of Y that containsX0. It follows that inclusionX ,! Y induces
a one-to-one correspondence between path components, and thus an isomorphism
H0.X/ŠH0.Y /. ut
Theorem 13.34 (Homology Properties of CW Complexes). Let X be a finite n-
dimensional CW complex.

(a) Inclusion Xk ,!X induces isomorphisms Hp.Xk/ŠHp.X/ for p � k�1.
(b) Hp.X/D 0 for p > n.
(c) For 0� p � n,Hp.X/ is a finitely generated group, whose rank is less than or

equal to the number of p-cells in X .
(d) If X has no cells of dimension p� 1 or pC 1, then Hp.X/ is a free abelian

group whose rank is equal to the number of p-cells.
(e) SupposeX has only one cell of dimension n, and ' W @D !Xn�1 is its attach-

ing map. Then Hn.X/ is infinite cyclic if '� W Hn�1.@D/ ! Hn�1.Xn�1/ is
the zero map, andHn.X/D 0 otherwise.

Proof. Part (a) follows immediately from Theorem 13.33, because attaching an m-
cell cannot changeHp.X/ if p <m�1.

To prove (b), assume p > n, and note that X is obtained from X 0 by adding
finitely many cells of dimensions less than or equal to n, so the homomorphism
Hp.X0/ ! Hp.X/ is an isomorphism by Theorem 13.33(a) and induction. Since
Hp.X0/D 0 by Proposition 13.7, the result follows.

To prove (c), note first that by (a), we can replace Hp.X/ by the isomorphic
group Hp.XpC1/. Furthermore, there is a surjection Hp.Xp/ ! Hp.XpC1/ by
Theorem 13.33(b) and induction. Since a surjection takes generators to generators,
and cannot increase rank by Proposition 9.23, it suffices to prove that H p.Xp/ sat-
isfies the stated conditions. If there are no p-cells, then Hp.Xp/DHp.Xp�1/D 0

by part (b), so it suffices to show that attaching a single p-cell does not change the
fact that the pth homology group is finitely generated, and does not increase its rank
by more than 1.

Suppose, therefore, that Z is a space such that Hp.Z/ is finitely generated, and
Y is obtained from Z by adding a p-cell. By Theorem 13.33(c), there is an exact
sequence

0!Hp.Z/
l�!Hp.Y /!K ! 0;

where l W Z ! Y is inclusion, and K is a subgroup of an infinite cyclic group and
thus is either trivial or infinite cyclic. It follows from Proposition 9.23 that Hp.Y /

is finitely generated and rankHp.Y /D rankHp.Z/C rankK � rankHp.Z/C1.
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Next consider (d), and assume that X has no .p�1/-cells or .pC1/-cells. Since
XpC1 D Xp, part (a) implies that Hp.X/ Š Hp.XpC1/ D Hp.Xp/. We prove by
induction on m that if X has m cells of dimension p, then Hp.Xp/ is free abelian
of rankm. IfmD 0, thenHp.Xp/D 0 by (c), so assume it is true when the number
of p-cells is m� 1, and assume that X has m p-cells. Let e be one of the p-cells,
let Z DX Xe, and let ' W @D !Xp�1 DZp�1 be an attaching map for e. Then by
induction Hp.Z/ is free abelian of rank m� 1. By Theorem 13.33(c), there is an
exact sequence

0!Hp.Z/!Hp.X/!K ! 0; (13.20)

where K D Ker'�. Because X (and therefore Z) has no .p� 1/ cells, (c) implies
that Hp�1.Xp�1/ D 0, so '� is the zero map and thus K Š Z. Then Proposition
9.23 implies that Hp.X/ is finitely generated of rank mC1. To show that it is free
abelian, we just have to show that it is torsion-free by Proposition 9.21. If � is any
torsion element in Hp.X/, then its image in K must be zero because K is torsion-
free, which implies by exactness of (13.20) that � is the image of some � 2Hp.Z/.
Since Hp.Z/ ! Hp.X/ is injective, � is also a torsion element; but this implies
that � D 0 becauseHp.Z/ is torsion-free.

Finally, assuming the hypotheses of (e), we have an exact sequence

0!Hn.Xn�1/!Hn.X/!K ! 0:

Because Hn.Xn�1/ D 0 by (b), it follows that Hn.X/ Š K , which is the trivial
group if '� D 0, and otherwise is infinite cyclic because it is a nontrivial subgroup
of an infinite cyclic group. ut

Here are some examples to illustrate how these results can be used.

Example 13.35 (Homology of CW Complexes).

(a) Complex projective n-space CP n has a CW decomposition with one cell in
each even dimension 0; : : : ;2n (see Problem 5-13). It follows from Theorem
13.34 that H2k.CPn/Š Z for k D 1; : : : ;n, and the odd-dimensional homol-
ogy groups vanish.

(b) Let M be a compact orientable surface of genus n. ThenM has a CW decom-
position that has a single 2-cell, and has a 1-skeleton homeomorphic to a wedge
sum of 2n circles. By Corollary 13.15,H1.M/ is isomorphic to the free abelian
group Zf˛1;ˇ1; : : : ;˛n;ˇng. The attaching map for the 2-cell sends a genera-
tor of H1.@D/ to 	

�
˛1ˇ1˛

�1
1 ˇ�1

1 : : : ˛nˇn˛
�1
n ˇ�1

n

�
, where 	 is the Hurewicz

homomorphism. Because H1.M/ is abelian, this image is zero. Therefore '�
is the zero map, so H2.M/Š Z.

(c) Now let M be a compact nonorientable surface of genus n. In this case M has
a CW decomposition with one 2-cell, and with a wedge sum of n circles for the
1-skeleton. The image of '� is generated by 	

�
˛21 : : : ˛

2
n

�
, which is not zero, so

H2.M/D 0. //

In more thorough treatments of homology, one defines a chain complex for each
CW complex, whose kth chain group is the free abelian group on the k-cells, and
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whose boundary operators reflect the attaching maps. The homology of this com-
plex, called cellular homology, is easily computable in most instances, and can be
shown to be isomorphic to singular homology. For details, see [Hat02] or [Mun84].

Topological Invariance of the Euler Characteristic

The next theorem generalizes Corollary 10.25 and Problem 10-20. Recall from
Chapter 5 that the Euler characteristic of a finite CW complexX is defined as

.X/D
nX
pD0

.�1/pnp ;

where np is the number of p-cells in X .

Theorem 13.36. If X is a finite CW complex,

.X/D
X
p

.�1/p rankHp.X/: (13.21)

Therefore, the Euler characteristic is a homotopy invariant.

Proof. First let us assume thatX is connected. We prove (13.21) by induction on the
number of cells of dimension 2 or more. IfX has no such cells, then it is a connected
graph. Problem 10-20 shows that �1.X/ is a free group on 1�.X/ generators, and
then Theorem 13.14 and Problem 10-19 show that H 1.X/ has rank 1�.X/. On
the other hand, H0.X/ has rank 1 because X is connected, and Hp.X/D 0 for all
other values of p, so (13.21) follows.

Now assume by induction that we have proved (13.21) for every finite CW com-
plex with fewer than k cells of dimension 2 or more, and suppose X has k such
cells. Let e be any cell of maximum dimension n, and let Z D X X e. It suffices to
show that

.X/D .Z/C .�1/n: (13.22)

Let ' W @D ! Z be the attaching map for e, and let K and L be the kernel and
image of '� W Hn�1.@D/ !Hn�1.Z/, respectively. Then from Proposition 13.33,
we have isomorphisms

Hp.Z/ŠHp.X/ .p ¤ n; n�1/;
and exact sequences

0! L ,!Hn�1.Z/!Hn�1.X/! 0;

0!Hn.Z/!Hn.X/!K ! 0:

It follows from Proposition 9.23 that
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rankHp.X/D rankHp.Z/; .p ¤ n; n�1/;
rankHn�1.X/D rankHn�1.Z/� rankL;

rankHn.X/D rankHn.Z/C rankK:

Summing these equations with appropriate signs, and using the fact (which also fol-
lows from Proposition 9.23) that rankKC rankLD rankHn�1.@D/D 1, we obtain
(13.22).

Finally, if X is not connected, we can apply the preceding argument to each
component of X , and then each side of (13.21) is the sum of the corresponding
terms for the individual components. ut

Motivated by this result, we make the following definitions. For any topological
space X , the integer ˇp.X/ D rankHp.X/ (if it is finite) is called the pth Betti
number of X . We define the Euler characteristic of X by

.X/D
X
p

.�1/pˇp.X/

provided that each ˇp.X/ is finite and ˇp.X/ D 0 for p sufficiently large. It is a
homotopy invariant, and the preceding theorem says that it can be computed for
finite CW complexes as the alternating sum of the numbers of cells.

Cohomology

As Proposition 13.2 shows, the singular homology groups are covariant functors
from the category of topological spaces to the category of abelian groups. For many
applications, it turns out to be much more useful to have contravariant functors. We
do not pursue any of these applications here, but content ourselves to note that one
of the most important, the de Rham theory of differential forms, plays a central role
in differential geometry.

To give you a view of what is to come, in this final section we introduce singular
cohomology, which is essentially a contravariant version of singular homology. It
does not give us any new information about topological spaces, but the information
is organized in a different way, which is much more appropriate for some applica-
tions.

In Example 7.50 we observed that for any fixed abelian groupG, there is a con-
travariant functor from the category of abelian groups to itself that sends each group
X to the group Hom.X;G/ of homomorphisms into G, and each homomorphism
f W X ! Y to the induced homomorphism f � W Hom.Y;G/ ! Hom.X;G/ given
by f �.'/D ' ıf . We apply this to the singular chain groups as follows. Given a
topological spaceX and an abelian groupG, for any integer p� 0 let C p.X IG/ de-
note the group Hom.Cp.X/;G/. Elements of C p.X IG/ are called p-dimensional
singular cochains with coefficients in G (p-cochains for short).
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The boundary operator @ W CpC1.X/! Cp.X/ induces a group homomorphism
ı W C p.X IG/! C pC1.X IG/, called the coboundary operator, characterized by

.ı'/.c/D '.@c/:

It is immediate that ı ı ıD 0, so we have a chain complex

� � � ! C p�1.X IG/ ı�! C p.X IG/ ı�! C pC1.X IG/! �� � :
(Actually, when the arrows go in the direction of increasing indices as in this case,
it is customary to call it a cochain complex.) A p-cochain ' is called a cocycle if
ı' D 0, and a coboundary if there exists  2 C p�1.X IG/ such that ı D '. The
subgroups of C p.X IG/ consisting of cocycles and coboundaries are denoted by
Zp.X IG/ and Bp.X IG/, respectively.

We define the pth singular cohomology group of X with coefficients in G to
be the quotient

Hp.X IG/DZp.X IG/=Bp.X IG/:
If f W X ! Y is a continuous map, we obtain a map f # W C p.Y IG/!C p.X IG/

(note the reversal of direction) by

.f #'/.c/D '.f#c/:

This map commutes with the coboundary operators because

.f #ı'/.c/D ı'.f#c/D '.@f#c/D '.f#@c/D .f #'/.@c/D .ıf #'/.c/:

(A map that commutes with ı is called, predictably enough, a cochain map.) There-
fore, f # induces a cohomology homomorphism f � W Hp.Y IG/ ! Hp.X IG/ by
f �Œ'�D Œf #'�.

Proposition 13.37 (Functorial Properties of Cohomology). The induced coho-
mology homomorphism satisfies the following properties.

(a) If f W X ! Y and g W Y !Z are continuous, then .g ıf /� D f � ıg�.
(b) The homomorphism induced by the identity map is the identity.

Therefore, the assignments X 7!H p.X IG/, f 7! f � define a contravariant func-
tor from the category of topological spaces to the category of abelian groups.

Corollary 13.38 (Topological Invariance of Cohomology). If f W X ! Y is a
homeomorphism, then for every abelian group G and every integer p � 0, the map
f � W Hp.Y IG/!Hp.X IG/ is an isomorphism.

I Exercise 13.39. Prove Proposition 13.37 and Corollary 13.38.

In a very specific sense, the singular cohomology groups express the same in-
formation as the homology groups, but in rearranged form. The precise statement
is given by the universal coefficient theorem, which gives an exact sequence from
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which the cohomology groups with any coefficients can be computed from the
singular homology groups. The statement and proof can be found in [Mun84] or
[Spa81]. We do not go into the general case here, but we can easily handle one
special case.

Let F be a field of characteristic zero (which just means that F is torsion-free as
an abelian group under addition). In most applications F will be R, C, or Q. We can
form the cohomology groups H p.X IF/ as usual, just by regarding F as an abelian
group; but in this case they have a bit more structure. The basic algebraic facts are
expressed in the following lemma.

Lemma 13.40. Let F be a field of characteristic zero.

(a) For any abelian group G, the set Hom.G;F/ of group homomorphisms from
G to F is a vector space over F with scalar multiplication defined pointwise:
.a'/.g/D a.'.g// for a 2 F .

(b) If f W G1 ! G2 is a group homomorphism, then the induced homomorphism
f � W Hom.G2;F/! Hom.G1;F/ is an F-linear map.

(c) If G is finitely generated, the dimension of Hom.G;F/ is equal to the rank of
G.

Proof. The proofs of (a) and (b) are straightforward (and hold for any field, not
just one of characteristic zero), and are left as an exercise. For (c), we proceed as
follows. First suppose G is free abelian of rank n, and let g1; : : : ;gn be a basis for
G (as an abelian group). For each i , define a homomorphism ' i W G ! F by setting

'i .gj /D
(
1 if i D j ;

0 if i ¤ j :

If
P
i ai'i is the zero homomorphism for some scalars a i 2 F , applying this homo-

morphism to gj shows that aj D 0, so the 'i ’s are linearly independent. On the other
hand, it is easy to see that an arbitrary ' 2 Hom.G;F/ can be written ' D P

i ai'i
with ai D '.gi /; thus the 'i ’s are a basis for Hom.G;F/, proving the result in this
case.

In the general case, let Gtor � G be the torsion subgroup of G. The surjective
homomorphism � W G !G=Gtor induces a homomorphism

�� W Hom.G=Gtor;F/! Hom.G;F/:

It follows easily from the surjectivity of � that � � is injective. On the other hand, let
' 2 Hom.G;F/ be arbitrary. If g 2 G satisfies kg D 0, then '.g/D '.kg/=k D 0,
so Gtor � Ker' and ' descends to a homomorphism z' 2 Hom.G=G tor;F/. Clearly,
�� z' D ', so �� is an isomorphism. Because G=Gtor is free abelian, we have
dimHom.G;F/ D dimHom.G=Gtor;F/D rank.G=Gtor/D rankG. ut

I Exercise 13.41. Prove parts (a) and (b) of Lemma 13.40.

Applying this to C p.X IF/ D Hom.Cp.X/;F/, we see that the cochain groups
are F-vector spaces and the coboundary operators are linear maps. It follows
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that Zp.X IF/ and Bp.X IF/ are vector spaces as is the quotient H p.X IF/ D
Zp.X IF/=Bp.X IF/. Moreover, for any continuous map f W X ! Y , the induced
cohomology map f � W Hp.Y IF/!Hp.X IF/ is also a linear map.

The special feature of field coefficients that makes the cohomology groups easier
to calculate is expressed in the following lemma.

Lemma 13.42 (Extension Lemma for Fields). Let F be a field of characteristic
zero. If G is an abelian group, any group homomorphism from a subgroup of G to
F admits an extension to all of G.

Proof. Suppose H � G is a subgroup and f W H ! F is a homomorphism. Con-
sider the set F of all pairs .H 0;f 0/, where H 0 is a subgroup of G containing
H and f 0 W H 0 ! F is an extension of f . Define a partial ordering on F by
declaring .H 0;f 0/ � .H 00;f 00/ if H 0 � H 00 and f 00jH 0 D f 0. Given any totally
ordered subset T � F , define zH to be the union of all the subgroups H 0 such that
.H 0;f 0/ 2 T . There is a uniquely defined homomorphism zf W zH ! F , defined by
setting zf .h/D f 0.h/ for any pair .H 0;f 0/ 2 T such that h 2H 0. The pair . zH; zf /
is easily seen to be an upper bound for T . Thus by Zorn’s lemma (Theorem A.19),
there exists a maximal element in F ; call it .H0;f0/.

If H0 DG, we are done. If not, we will show that f0 can be extended to a larger
subgroup containingH0, which contradicts the maximality of H0.

Suppose there is some element g 2GXH0. Let Hg denote the subgroup

Hg D fhCmg W h 2H0;m 2 Zg:
The quotient groupHg=H0 is cyclic and generated by the coset of g. There are two
cases.

IfHg=H0 is infinite, then no multiple of g is in H0, so every element ofHg can
be written uniquely in the form hCmg and we can define an extension f 0

0 of f0 just
by setting f 0

0.hCmg/D f0.h/. On the other hand, if Hg=H0 is finite, let n be the
order of this group. This means thatmg 2H0 if and only ifm is a multiple of n. Let
k D f0.ng/=n 2 F , and define an extension f 0

0 of f0 by letting

f 0
0.hCmg/D f0.h/Cmk:

To show that this is well defined, suppose hCmg D h0 Cm0g for h;h0 2 H0 and
m;m0 2 Z. Then .m�m0/g D h0 �h 2 H0, which implies m�m0 D jn for some
integer j . We compute

.f0.h/Cmk/� .f0.h0/Cm0k/D f0.h�h0/C .m�m0/k
D f0.�jng/Cjnk D 0:

Therefore, f 0
0 is an extension of f0, which completes the proof. ut

Now we come to the main result of this section, which gives explicit formulas
for singular cohomology with coefficients in F .
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Theorem 13.43. Let F be a field of characteristic zero. For any topological space
X , the vector spaces H p.X IF/ and Hom.Hp.X/;F/ are naturally isomorphic un-
der the map that sends Œ'�2H p.X IF/ to the homomorphism defined by Œc� 7! '.c/.
Hence if Hp.X/ is finitely generated, then the dimension of H p.X IF/ is equal to
the rank of Hp.X/.

Proof. Any cocycle ' 2Zp.X IF/ defines a homomorphism z' W Hp.X/! F by

z'Œc�D '.c/:

Since '.@b/D ı'.b/D 0, this is well defined independently of the choice of rep-
resentative c in its homology class. If ' D ı� is a coboundary, then z'Œc� D '.c/D
ı�.c/ D �.@c/ D 0, so the homomorphism ' 7! z' contains the coboundary group
Bp.X IF/ in its kernel. It therefore descends to a homomorphism ˇ W H p.X IF/!
Hom.Hp.X/;F/, given by ˇŒ'�D z'. We show that ˇ is an isomorphism.

Let f 2 Hom.Hp.X/;F/ be arbitrary. Letting � W Zp.X/!Hp.X/ denote the
projection defining Hp.X/, we obtain a homomorphism f ı� W Zp.X/ ! F . By
the extension lemma, this extends to a homomorphism ' W Cp.X/ ! F (i.e., a p-
cochain). In fact, ' is a cocycle, because

.ı'/c D '.@c/D f ı�.@c/D f Œ@c�D 0:

Unwinding the definitions, we see that f D ˇŒ'�, so ˇ is surjective.
To show that it is injective, suppose ˇŒ'� D 0. This means that ' 2 C p.X IF/

satisfies '.c/ D 0 for all cycles c, so Zp.X/ � Ker'. Therefore, ' descends to a
homomorphism z' W Cp.X/=Zp.X/! F .

On the other hand, the homomorphism @ W Cp.X/! Bp�1.X/ is surjective, and
its kernel isZp.X/; therefore, it descends to an isomorphism z@ W Cp.X/=Zp.X/!
Bp�1.X/. Composition gives a homomorphism z' ı z@�1 W Bp�1.X/! F :

Bp�1.X/
z@�1

��! Cp.X/=Zp.X/
z'�! F :

By the extension lemma, this extends to a homomorphism � W Cp�1.X/ ! F . If
c 2 Cp.X/ is arbitrary,

�.@c/D .z' ı z@�1/.@c/D '.c/;

which shows that ' D ı�, so Œ'�D 0. Thus ˇ is injective, completing the proof. ut
As a consequence of this theorem, the Euler characteristic of a space can also be

computed in terms of its cohomology. The following corollary follows immediately
from the theorem.

Corollary 13.44. If X is a topological space such that Hp.X/ is finitely generated
for all p and zero for p sufficiently large, then for any field F of characteristic zero,

.X/D
X
p

.�1/p dimHp.X IF/: ut
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Problems

13-1. Let X1; : : : ;Xk be spaces with nondegenerate base points. For every p > 0,
show that Hp.X1_ � � �_Xk/ŠHp.X1/˚�� �˚Hp.Xk/.

13-2. (a) Suppose U is an open subset of Rn, n� 2. For any point x 2 U , show
that Hn�1.U X fxg/¤ 0.

(b) Show that if m > n, then Rm is not homeomorphic to any open subset
of Rn.

13-3. INVARIANCE OF DIMENSION: Prove that if m¤ n, then a nonempty topo-
logical space cannot be both an m-manifold and an n-manifold.

13-4. INVARIANCE OF THE BOUNDARY: Suppose M is an n-manifold with
boundary. Show that a point of M cannot be both a boundary point and
an interior point.

13-5. Let n � 1. Show that if f W Sn ! Sn is a continuous map that has a contin-
uous extension to a map F W xBnC1 ! Sn, then f has degree zero.

13-6. Show that Sn is not a retract of xBnC1 for any n.

13-7. BROUWER FIXED POINT THEOREM: For each integer n� 0, prove that ev-
ery continuous map f W xBn ! xBn has a fixed point. [See Problem 8-6.]

13-8. Show that if n is even, then Z=2 is the only nontrivial group that can act
freely on Sn by homeomorphisms. [Hint: show that if G acts on Sn by
homeomorphisms, the degree defines a homomorphism fromG to f˙1g.]

13-9. Use the CW decomposition of Problem 5-12 and the results of this chapter to
compute the singular homology groups of the 3-dimensional real projective
space P 3.

13-10. Show that the dimension of a finite-dimensional CW complex is a topolog-
ical invariant, and that any triangulation of an n-manifold has dimension n.
[Be careful: we are not assuming that the complexes are finite.]

13-11. A (covariant or contravariant) functor from the category of abelian groups to
itself is said to be exact if it takes exact sequences to exact sequences. Show
that for any field F of characteristic zero, the functorG 7! Hom.G;F/, f 7!
f � is exact.

13-12. Let X be a topological space and U;V � X be open subsets whose union
is X . Prove that there is an exact Mayer–Vietoris sequence for cohomology
with coefficients in a field F of characteristic zero:

� � � !Hp�1.U \V IF/!Hp.X IF/!Hp.U IF/˚Hp.V IF/!
Hp.U \V IF/! �� � :

[Hint: use Problem 13-11.]

13-13. An abelian group K is said to be divisible if for any k 2 K and nonzero
n 2 Z, there exists k0 2K such that nk0 D k. It is said to be injective if for
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every group G, any homomorphism from a subgroup of G into K extends
to all ofG. Show that for any abelian groupK , the following are equivalent:

(a) K is injective.
(b) K is divisible.
(c) The functor G 7! Hom.G;K/ is exact.



Appendix A:

Review of Set Theory

In this book, as in most modern mathematics, mathematical statements are couched
in the language of set theory. We give here a brief descriptive summary of the parts
of set theory that we use, in the form that is commonly called “naive set theory.”
The word naive should be understood in the same sense in which it is used by Paul
Halmos in his classic text Naive Set Theory [Hal74]: the assumptions of set theory
are to be viewed much as Euclid viewed his geometric axioms, as intuitively clear
statements of fact from which reliable conclusions can be drawn.

Our description of set theory is based on the axioms of Zermelo–Fraenkel set
theory together with the axiom of choice (commonly known as ZFC), augmented
with a notion of classes (aggregations that are too large to be considered sets in
ZFC), primarily for use in category theory. We do not give a formal axiomatic treat-
ment of the theory; instead, we simply give the definitions and list the basic types of
sets whose existence is guaranteed by the axioms. For more details on the subject,
consult any good book on set theory, such as [Dev93,Hal74,Mon69,Sup72,Sto79].
We leave it to the set theorists to explore the deep consequences of the axioms and
the relationships among different axiom systems.

Basic Concepts

A set is just a collection of objects, considered as a whole. The objects that make
up the set are called its elements or its members. For our purposes, the elements of
sets are always “mathematical objects”: integers, real numbers, complex numbers,
and objects built up from them such as ordered pairs, ordered n-tuples, functions,
sequences, other sets, and so on. The notation x 2 X means that the object x is an
element of the set X . The words collection and family are synonyms for set.

Technically speaking, set and element of a set are primitive undefined terms in
set theory. Instead of giving a general definition of what it means to be a set, or for
an object to be an element of a set, mathematicians characterize each particular set
by giving a precise definition of what it means for an object to be an element of that

J.M. Lee, Introduction to Topological Manifolds, Graduate Texts in Mathematics 202, 381
DOI 10.1007/978-1-4419-7940-7, © Springer Science+Business Media, LLC 2011
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set—what might be called the set’s membership criterion. For example, if Q is the
set of all rational numbers, then the membership criterion for Q could be expressed
as follows:

x 2 Q , x D p=q for some integers p and q with q ¤ 0:

The essential characteristic of sets is that they are determined by their elements.
Thus ifX and Y are sets, to say that X and Y are equal is to say that every element
of X is an element of Y , and every element of Y is an element of X . Symbolically,

X D Y if and only if for all x, x 2X , x 2 Y:
IfX and Y are sets such that every element ofX is also an element of Y , thenX

is a subset of Y , written X � Y . Thus

X � Y if and only if for all x, x 2X ) x 2 Y:
The notation Y 	X (“Y is a superset of X”) means the same as X � Y . It follows
from the definitions that X D Y if and only if X � Y and X 	 Y .

If X � Y but X ¤ Y , we say that X is a proper subset of Y (or Y is a proper
superset of X ). Some authors use the notationsX � Y and Y �X to mean thatX is
a proper subset of Y ; however, since other authors use the symbol “�” to mean any
subset, not necessarily proper, we generally avoid using this notation, and instead
say explicitly when a subset is proper.

Here are the basic types of sets whose existence is guaranteed by ZFC. In each
case, the set is completely determined by its membership criterion.

� THE EMPTY SET: There is a set containing no elements, called the empty set
and denoted by ¿. It is unique, because any two sets with no elements are equal
by our definition of set equality, so we are justified in calling it the empty set.

� SETS DEFINED BY LISTS: Given any list of objects that can be explicitly
named, there is a set containing those objects and no others. It is denoted by
listing the objects between braces: f: : :g. For example, the set f0;1;2g contains
only the numbers 0, 1, and 2. (For now, we are defining this notation only when
the objects can all be written out explicitly; a bit later, we will give a precise
definition of notations such as fx1; : : : ;xng, in which the objects are defined
implicitly with ellipses.) A set containing exactly one element is called a sin-
gleton.

� SETS DEFINED BY SPECIFICATION: Given a set X and a sentence P.x/ that
is either true or false whenever x is any particular element of X , there is a set
whose elements are precisely those x 2 X for which P.x/ is true, denoted by
fx 2X W P.x/g.

� UNIONS: Given any collection C of sets, there is a set called their union, de-
noted by

S
C , with the property that x 2 S

C if and only if x 2 X for some
X 2 C . Other notations for unions are
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X2C

X; X1[X2[ � � � :

� INTERSECTIONS: Given any nonempty collection C of sets, there is a set called
their intersection, denoted by

T
C , with the property that x 2 TC if and only

if x 2X for every X 2 C . Other notations for intersections are\
X2C

X; X1\X2\ � � � :

� SET DIFFERENCES: IfX and Y are sets, their difference, denoted byX XY , is
the set of all elements in X that are not in Y , so x 2X XY if and only if x 2X
and x … Y . If Y � X , the set difference X XY is also called the complement
of Y in X .

� POWER SETS: Given any set X , there is a set P .X/, called the power set of
X , whose elements are exactly the subsets of X . Thus S 2 P .X/ if and only
if S �X .

I Exercise A.1. Suppose A is a set and C is a collection of sets. Prove the following
properties of unions and intersections.

(a) DISTRIBUTIVE LAWS:

A[
 \

X2C

X

!
D \

X2C

.A[X/I

A\
 [

X2C

X

!
D [

X2C

.A\X/:

(b) DE MORGAN’S LAWS:

AX
 \

X2C

X

!
D [

X2C

.AXX/I

AX
 [

X2C

X

!
D \

X2C

.AXX/:

Note that one must be careful to start with a specific set before one can define
a new set by specification. This requirement rules out the possibility of forming
sets out of self-contradictory specifications such as the one discovered by Bertrand
Russell and now known as “Russell’s paradox”: the sentence C D fX W X … Xg
looks as if it might define a set, but it does not, because each of the statements
C 2 C and C … C implies its own negation. Similarly, there does not exist a “set of
all sets,” for if there were such a set S , we could define a set C D fX 2 S WX …Xg
by specification and reach the same contradiction.

There are times when we need to speak of “all sets” or other similar aggrega-
tions, primarily in the context of category theory (see Chapter 7). For this purpose,
we reserve the word class to refer to any well-defined assemblage of mathematical
objects that might or might not constitute a set. We treat classes informally, but there
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are various ways they can be axiomatized. (One such is the extension of ZFC due to
von Neumann, Bernays, and Gödel, known as NBG set theory; see [Men10].) For
example, we can speak of the class of all sets or the class of all vector spaces. Every
set is a class, but not every class is a set. A class that is not a set is called a proper
class. If C is a class and x is a mathematical object, we use the terminology “x is
an element of C” and the notation x 2 C to mean that x is one of the objects in C ,
just as we do for sets. The main restriction on using classes is that a proper class
cannot be an element of any set or class; this ensures that it is impossible to form
the equivalent of Russell’s paradox with classes instead of sets.

Cartesian Products, Relations, and Functions

Another primitive concept that we use without a formal definition is that of an or-
dered pair. Think of it as a pair of objects (which could be the same or different),
together with a specification of which is the first and which is the second. An or-
dered pair is denoted by writing the two objects in parentheses and separated by a
comma, as in .a;b/. The objects a and b are called the components of the ordered
pair. The defining characteristic is that two ordered pairs are equal if and only if
their first components are equal and their second components are equal:

.a;b/D .a0;b0/ if and only if aD a0 and b D b 0:

Given two sets, we can form a new set consisting of the ordered pairs whose
components are taken one from each set in a specified order. This is another type of
set whose existence is guaranteed by ZFC:

� CARTESIAN PRODUCTS: Given sets X and Y , there exists a set X �Y , called
their Cartesian product, whose elements are precisely all the ordered pairs of
the form .x;y/ with x 2X and y 2 Y .

Relations

Cartesian products are used to give rigorous definitions of the most important con-
structions in mathematics: relations and functions. Let us begin with the simpler of
these two concepts. A relation between sets X and Y is a subset of X �Y . If R is a
relation, it is often convenient to use the notation x R y to mean .x;y/ 2 R.

An important special case arises when we consider a relation between a set X
and itself, which is called a relation on X . For example, both “equals” and “less
than” are relations on the set of real numbers. If R is a relation on X and Y � X ,
we obtain a relation on Y , called the restriction of R to Y , consisting of the set of
all ordered pairs .x;y/ 2 R such that both x and y are in Y .
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Let � denote a relation on a set X . It is said to be reflexive if x � x for all x 2X ,
symmetric if x � y implies y � x, and transitive if x � y and y � z imply x � z. A
relation that is reflexive, symmetric, and transitive is called an equivalence relation.
The restriction of an equivalence relation to a subset S �X is again an equivalence
relation.

Given an equivalence relation � on X , for each x 2 X the equivalence class of
x is defined to be the set

Œx�D fy 2X W y � xg:
(The use of the term class here is not meant to suggest that equivalence classes
are not sets; the terminology was established before a clear distinction was made
between classes and sets.) The set of all equivalence classes is denoted by X=�.

Closely related to equivalence relations is the notion of a partition. Given any
collection C of sets, if A\B D ¿ whenever A;B 2 C and A ¤ B , the sets in C

are said to be disjoint. If X is a set, a partition of X is a collection C of disjoint
nonempty subsets of X whose union is X . In this situation one also says that X is
the disjoint union of the sets in C .

I Exercise A.2. Given an equivalence relation � on a set X , show that the set X=� of
equivalence classes is a partition of X . Conversely, given a partition of X , show that there
is a unique equivalence relation whose set of equivalence classes is exactly the original
partition.

If R is any relation on a set X , the next exercise shows that there is a “small-
est” equivalence relation � such that x R y ) x � y. It is called the equivalence
relation generated by R.

I Exercise A.3. LetR�X�X be any relation onX , and define � to be the intersection
of all equivalence relations inX �X that contain R.

(a) Show that � is an equivalence relation.
(b) Show that x � y if and only if at least one of the following statements is true: x D

y, or x R0 y, or there is a finite sequence of elements z1; : : :;zn 2 X such that
x R0 z1 R

0 � � �R0 zn R
0 y, where x R0 y means “x R y or y R x.” (See below for

the formal definition of a finite sequence.)

Another particularly important type of relation is a partial ordering: this is a
relation � on a set X that is reflexive, transitive, and antisymmetric, which means
that x � y and y � x together imply xD y. If in addition at least one of the relations
x � y or y � x holds for each pair of elements x;y 2X , it is called a total ordering
(or sometimes a linear or simple ordering). The notation x < y is defined to mean
x � y and x ¤ y, and the notations x > y and x � y have the obvious meanings. If
X is a set endowed with an ordering, one often says that X is a totally or partially
ordered set, with the ordering being understood from the context.

The most common examples of totally ordered sets are number systems such as
the real numbers and the integers (see below). An important example of a partially
ordered set is the set P .X/ of subsets of a given setX , with the partial order relation
defined by containment:A�B if and only ifA�B . It is easy to see that any subset
of a partially ordered set is itself partially ordered with (the restriction of) the same
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order relation, and if the original ordering is total, then the subset is also totally
ordered.

If X is a partially ordered set and S �X is any subset, an element x 2X is said
to be an upper bound for S if x � s for every s 2 S . If S has an upper bound, it is
said to be bounded above. If x is an upper bound for S and every other upper bound
x0 satisfies x0 � x, then x is called a least upper bound. The terms lower bound,
bounded below, and greatest lower bound are defined similarly.

An element s 2S is said to be maximal if there is no s 0 2S such that s0 > s, and it
is the largest element of S if s 0 � s for every s 0 2 S . Minimal and smallest elements
are defined similarly. A largest or smallest element of S is also called a maximum or
minimum of S , respectively. A largest element, if it exists, is automatically unique
and maximal, and similarly for a smallest element.

Note the important difference between a maximal element and a maximum: in
a subset S of a partially ordered set X , an element s 2 S may be maximal without
being a maximum, because there might be elements in S that are neither larger nor
smaller than s. On the other hand, if S is totally ordered, then a maximal element is
automatically a maximum.

A totally ordered setX is said to be well ordered if every nonempty subset S �X

has a smallest element. For example, the set of positive integers is well ordered, but
the set of all integers and the set of positive real numbers are not.

Functions

Suppose X and Y are sets. A function from X to Y is a relation f � X �Y with
the property that for every x 2 X there is a unique y 2 Y such that .x;y/ 2 f .
This unique element of Y is called the value of f at x and denoted by f .x/, so
that y D f .x/ if and only if .x;y/ 2 f . The sets X and Y are called the domain
and codomain of f , respectively. We consider the domain and codomain to be part
of the definition of the function, so to say that two functions are equal is to say
that they have the same domain and codomain, and both give the same value when
applied to each element of the domain. The words map and mapping are synonyms
for function.

The notation f W X ! Y means “f is a function from X to Y ” (or, depending
on how it is used in a sentence, “f , a function fromX to Y ,” or “f , fromX to Y ”).
The equation y D f .x/ is also sometimes written f W x 7! y or, if the name of the
function is not important, x 7! y. Note that the type of arrow ( 7!) used to denote
the action of a function on an element of its domain is different from the arrow (!)
used between the domain and codomain.

Given two functions g W X ! Y and f W Y !Z, their composition is the function
f ıg W X ! Z defined by .f ıg/.x/ D f .g.x// for each x 2 X . It follows from
the definition that composition is associative: .f ıg/ıhD f ı .g ıh/.

A map f W X ! Y is called a constant map if there is some element c 2 Y such
that f .x/D c for every x 2X . This is sometimes written symbolically as f .x/� c,
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and read “f .x/ is identically equal to c.” For each set X , there exists a natural map
IdX W X !X called the identity map of X , defined by IdX .x/D x for all x 2X . It
satisfies f ı IdX D f D IdY ıf whenever f W X ! Y . If S �X is a subset, there is
a function �S W S !X called the inclusion map of S in X , given by �S .x/D x for
x 2 S . We sometimes use the notation �S W S ,! X to emphasize the fact that it is
an inclusion map. When the sets are understood, we sometimes denote an identity
map simply by Id and an inclusion map by �.

If f W X ! Y is a function, we can obtain new functions from f by changing the
domain or codomain. First consider the domain. For any subset S � X , there is a
naturally defined function from S to Y , denoted by f jS W S ! Y and called the re-
striction of f to S , obtained by applying f only to elements of S : f jS .x/D f .x/

for all x 2 S . In terms of ordered pairs, f jS is just the subset of S �Y consisting of
ordered pairs .x;y/ 2 f such that x 2 S . It is immediate that f jS D f ı �S , and �S
is just the restriction of IdX to S .

On the other hand, given f W X ! Y , there is no natural way to expand the
domain of f without giving a new definition for the action of f on elements that
are not in X . If W is a set that contains X , and g W W ! Y is a function whose
restriction to X is equal to f , we say that g is an extension of f . If W ¤X , there
are typically many possible extensions of f .

Next consider changes of codomain. Given a function f W X ! Y , if Z is any
set that contains Y , we automatically obtain a new function zf W X ! Z, just by
letting zf .x/ D f .x/ for each x 2 X . It is also sometimes possible to shrink the
codomain, but this requires more care: if T � Y is a subset such that f .x/ 2 T for
every x 2X , we get a new function xf W X ! T , defined by xf .x/D f .x/ for every
x 2 X . In terms of ordered pairs, all three functions f , zf , and xf are represented
by exactly the same set of ordered pairs as f itself; but it is important to observe
that they are all different functions because they have different codomains. This ob-
servation notwithstanding, it is a common practice (which we usually follow) to
denote any function obtained from f by expanding or shrinking its codomain by
the same symbol as the original function. Thus in the situation above, we might
have several different functions denoted by the symbol f : the original function
f W X ! Y , a function f W X ! Z obtained by expanding the codomain, and a
function f W X ! T obtained by restricting the codomain. In any such situation, it
is important to be clear about which function is intended.

Let f W X ! Y be a function. If S � X , the image of S under f , denoted by
f .S/, is the subset of Y defined by

f .S/D fy 2 Y W y D f .x/ for some x 2 Sg:
It is common also to use the shorter notation

ff .x/ W x 2 Sg
to mean the same thing. The set f .X/� Y , the image of the entire domain, is also
called the image of f or the range of f . (Warning: in some contexts—including
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the previous edition of this book—the word range is used to denote what we here
call the codomain of a function. Because of this ambiguity, we avoid using the word
range in favor of image.)

If T is a subset of Y , the preimage of T under f (also called the inverse image)
is the subset f �1.T /�X defined by

f �1.T /D fx 2X W f .x/ 2 T g:
If T D fyg is a singleton, it is common to use the notation f �1.y/ in place of the
more accurate but more cumbersome f �1.fyg/.

I Exercise A.4. Let f W X ! Y and g W W ! X be maps, and suppose R � W ,
S;S 0 �X , and T;T 0 � Y . Prove the following:

(a) T � f.f �1.T //.
(b) T � T 0 ) f �1.T /� f �1.T 0/.
(c) f �1.T [T 0/D f �1.T /[f �1.T 0/.
(d) f �1.T \T 0/D f �1.T /\f �1.T 0/.
(e) f �1.T XT 0/D f �1.T /Xf �1.T 0/.
(f) S � f �1.f .S//.
(g) S � S 0 ) f.S/� f.S 0/.
(h) f.S [S 0/D f.S/[f.S 0/.
(i) f.S \S 0/� f.S/\f.S 0/.
(j) f.S XS 0/� f.S/Xf.S 0/.
(k) f.S/\T D f.S \f �1.T //.
(l) f.S/[T � f.S [f �1.T //.

(m) S\f �1.T /� f �1.f .S/\T /.
(n) S[f �1.T /� f �1.f .S/[T /.
(o) .f ıg/�1.T /D g�1.f �1.T //.
(p) .f ıg/.R/D f.g.R//.

I Exercise A.5. With notation as in the previous exercise, give counterexamples to show
that the following equalities do not necessarily hold true.

(a) T D f.f �1.T //.
(b) S D f �1.f .S//.
(c) f.S \S 0/D f.S/\f.S 0/.
(d) f.S XS 0/D f.S/Xf.S 0/.

A function f W X ! Y is said to be injective or one-to-one if f .x1/ D f .x2/

implies x1 D x2 whenever x1;x2 2 X . It is said to be surjective or to map X onto
Y if f .X/D Y , or in other words if every y 2 Y is equal to f .x/ for some x 2X .
A function that is both injective and surjective is said to be bijective or a one-to-
one correspondence. Maps that are injective, surjective, or bijective are also called
injections, surjections, or bijections, respectively. A bijection from a set X to itself
is also called a permutation of X .

I Exercise A.6. Show that a composition of injective functions is injective, a composi-
tion of surjective functions is surjective, and a composition of bijective functions is bijective.

I Exercise A.7. Show that equality (a) in Exercise A.5 holds for every T � Y if and
only if f is surjective, and each of the equalities (b)–(d) holds for every S;S0 �X if and
only if f is injective.
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Given f W X ! Y , if there exists a map g W Y ! X such that f ıg D IdY and
g ıf D IdX , then g is said to be an inverse of f . Since inverses are unique (see the
next exercise), the inverse map is denoted unambiguously by f �1 when it exists.

I Exercise A.8. Let f W X ! Y be a function.

(a) Show that f has an inverse if and only if it is bijective.
(b) Show that if f has an inverse, its inverse is unique.
(c) Show that if f W X ! Y and g W Y ! Z are both bijective, then .g ıf /�1 D

f �1 ıg�1.

Beware: given a function f W X ! Y , because the same notation f �1 is used for
both the inverse function and the preimage of a set, it is easy to get confused. When
f �1 is applied to a subset T � Y , there is no ambiguity: the notation f �1.T /
always means the preimage. If f happens to be bijective, f �1.T / could also be
interpreted to mean the (forward) image of T under the function f �1; but a little
reflection should convince you that the two interpretations yield the same result.

A little more care is required with the notation f �1.y/ when y is an element of
Y . If f is bijective, this generally means the value of the inverse function applied to
the element y, which is an element of X . But we also sometimes use this notation
to mean the preimage set f �1.fyg/, which makes sense regardless of whether f is
bijective. In such cases, the intended meaning should be made clear in context.

Given f W X ! Y , a left inverse for f is a function g W Y ! X that satisfies
g ıf D IdX . A right inverse for f is a function g W Y !X satisfying f ıgD IdY .

Lemma A.9. If f W X ! Y is a function and X ¤ ¿, then f has a left inverse if
and only if it is injective, and a right inverse if and only if it is surjective.

Proof. Suppose g is a left inverse for f . If f .x/D f .x 0/, applying g to both sides
implies x D x0, so f is injective. Similarly, if g is a right inverse and y 2 Y is
arbitrary, then f .g.y//D y, so f is surjective.

Now suppose f is injective. Choose any x0 2 X , and define g W Y ! X by
g.y/ D x if y 2 f .X/ and y D f .x/, and g.y/ D x0 if y … f .X/. The injectiv-
ity of f ensures that g is well defined, and it is immediate from the definition that
g ıf D IdX . The proof that surjectivity implies the existence of a right inverse re-
quires the axiom of choice, so we postpone it until later in this appendix (Exercise
A.15). ut

I Exercise A.10. Show that if f W X ! Y is bijective, then any left or right inverse for
f is equal to f �1.

For the purposes of category theory, it is necessary to extend some of the concepts
of relations and functions to classes as well as sets. If C and D are classes, a relation
between C and D is just a class of ordered pairs of the form .x;y/ with x 2 C

and y 2 D . A mapping from C to D is a relation F between C and D with the
property that for every x 2 C there is a unique y 2 D such that .x;y/ 2 F . We use
the same notations in this context as for relations and mappings between sets. Thus,
for example, F W C ! D means that F is a mapping from C to D , and y D F .x/

means that .x;y/ 2 F .
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Number Systems and Cardinality

So far, most of the set-theoretic constructions we have introduced describe ways of
obtaining new sets from already existing ones. Before the theory will have much
content, we need to know that some interesting sets exist. We take the set of real
numbers as our starting point. The properties that characterize it are the following:

(i) It is a field in the algebraic sense: a set with binary operations C and � satis-
fying the usual associative, commutative, and distributive laws, containing an
additive identity 0 and a multiplicative identity 1¤ 0, such that every element
has an additive inverse and every nonzero element has a multiplicative inverse.

(ii) It is endowed with a total ordering that makes it into an ordered field, which
means that y < z ) xCy < xC z and x > 0; y > 0) xy > 0.

(iii) It is complete, meaning that every nonempty subset with an upper bound has a
least upper bound.

ZFC guarantees the existence of such a set.

� EXISTENCE OF THE REAL NUMBERS: There exists a complete ordered field,
called the set of real numbers and denoted by R.

I Exercise A.11. Show that the real numbers are unique, in the sense that any complete
ordered field admits a bijection with R that preserves addition, multiplication, and order.

Let S � R be a nonempty subset with an upper bound. The least upper bound ofS
is also called the supremum of S , and is denoted by supS . Similarly, any nonempty
set T with a lower bound has a greatest lower bound, also called its infimum and
denoted by infT .

We work extensively with the usual subsets of R:

� the set of natural numbers, N (the positive counting numbers), defined as the
smallest subset of R containing 1 and containing nC1 whenever it contains n

� the set of integers, Z D fn 2 R W nD 0 or n 2 N or �n 2 Ng
� the set of rational numbers, Q D fx 2 R W x D p=q for some p;q 2 Zg
We consider the set C of complex numbers to be simply R�R, in which the real

numbers are identified with the subset R � f0g � C and i stands for the imaginary
unit .0;1/. Multiplication and addition of complex numbers are defined by the usual
rules with i2 D �1; thus xC iy is another notation for .x;y/.

For any pair of integersm� n, we define the set fm;: : : ;ng � Z by

fm;: : : ;ng D fk 2 Z Wm� k � ng:
For subsets of the real numbers, we use the following standard notations when a <b:
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.a;b/D fx 2 R W a < x < bg (open interval);

Œa;b�D fx 2 R W a � x � bg (closed interval);

.a;b�D fx 2 R W a < x � bg (half-open interval);

Œa;b/D fx 2 R W a � x < bg (half-open interval):

(The two conflicting meanings of .a;b/—as an ordered pair or as an open interval—
have to be distinguished from the context.) We also use the notations Œa;1/, .a;1/,
.�1;b�, .�1;b/, and .�1;1/, with the obvious meanings. A subset J � R is
called an interval if it contains more than one element, and whenever a;b 2 J , every
c such that a < c < b is also in J .

I Exercise A.12. Show that an interval must be one of the nine types of sets Œa;b�,
.a;b/, Œa;b/, .a;b�, .�1;b�, .�1;b/, Œa;1/, .a;1/, or .�1;1/.

The natural numbers play a special role in set theory, as a yardstick for measuring
sizes of sets. Two sets are said to have the same cardinality if there exists a bijection
between them. A set is finite if it is empty or has the same cardinality as f1; : : : ;ng
for some n 2 N (in which case it is said to have cardinality n), and otherwise it is
infinite. A set is countably infinite if it has the same cardinality as N , countable if
it is either finite or countably infinite, and uncountable otherwise. The sets N , Z,
and Q are countable, but R and C are not.

I Exercise A.13. Prove that any subset of a countable set is countable.

I Exercise A.14. Prove that the Cartesian product of two countable sets is countable.

Indexed Families

Using what we have introduced so far, it is easy to extend the notion of ordered pair
to more than two objects. Given a natural number n and a set S , an ordered n-tuple
of elements of S is a function x W f1; : : : ;ng ! S . It is customary to write x i instead
of x.i/ for the value of x at i , and the whole n-tuple is denoted by either of the
notations

.x1; : : : ;xn/ or .xi /
n
iD1:

The elements xi 2 S are called the components of the n-tuple. Similarly, an (infi-
nite) sequence of elements of S is a function x W N ! S , written as

.x1;x2; : : : /; .xi /i2N ; or .xi /
1
iD1:

A doubly infinite sequence is a function x W Z ! S , written

.: : : ;x�1;x0;x1; : : : /; .xi /i2Z; or .xi /
1
iD�1:
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An ordered n-tuple is sometimes called a finite sequence. For all such sequences,
we sometimes write .xi / if the domain of the associated function (f1; : : : ;ng, N , or
Z) is understood.

It is also useful to adapt the notations for sequences to refer to the image set of
a finite or infinite sequence, that is, the set of values x1;x2; : : : , irrespective of their
order and disregarding repetitions. For this purpose we replace the parentheses by
braces. Thus any of the notations

fx1; : : : ;xng; fxi gniD1; or fxi W i D 1; : : : ;ng
denotes the image set of the function x W f1; : : : ;ng ! S . Similarly,

fx1;x2; : : : g; fxigi2N; fxig1
iD1; or fxi W i 2 Ng

all represent the image set of the infinite sequence .x i /i2N .
A subsequence of a sequence .xi /i2N is a sequence of the form .xij /j2N , where

.ij /j2N is a sequence of natural numbers that is strictly increasing, meaning that
j < j 0 implies ij < ij 0 .

We sometimes need to consider collections of objects that are indexed, not by
the natural numbers or subsets of them, but by arbitrary sets, potentially even un-
countable ones. An indexed family of elements of a set S is just a function from a
set A (called the index set) to S , and in this context is denoted by .x˛/˛2A. (Thus a
sequence is just the special case of an indexed family in which the index set is N .)
Occasionally, when the index set is understood or is irrelevant, we omit it from the
notation and simply denote the family as .x˛/. As in the case of sequences, we use
braces to denote the image set of the function:

fx˛g˛2A D fx˛ W ˛ 2 Ag D fx 2 S W x D x˛ for some ˛ 2 Ag:
Any set A of elements of S can be converted to an indexed family, simply by taking
the index set to be A itself and the indexing function to be the inclusion map A ,!S .

If .X˛/˛2A is an indexed family of sets,
S
˛2AX˛ is just another notation for

the union of the (unindexed) collection fX˛g˛2A. If the index set is finite, the union
is usually written as X1 [ � � � [Xn. A similar remark applies to the intersectionT
˛2AX˛ or X1\ � � �\Xn.
The definition of Cartesian product now extends easily from two sets to arbi-

trarily many. If .X1; : : : ;Xn/ is an ordered n-tuple of sets, their Cartesian product
X1 � � � � �Xn is the set of all ordered n-tuples .x1; : : : ;xn/ such that xi 2 Xi for
i D 1; : : : ;n. If X1 D �� � D Xn D X , the n-fold Cartesian product X � � � � �X is
often written simply as X n.

Every Cartesian product comes naturally equipped with canonical projection
maps �i W X1� � � ��Xn ! Xi , defined by �i .x1; : : : ;xn/D xi . Each of these maps
is surjective, provided the sets Xi are all nonempty. If f W S !X1� � � ��Xn is any
function into a Cartesian product, the composite functions f i D �i ıf W S !Xi are
called its component functions. Any such function f is completely determined by
its component functions, via the formula
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f .y/D .f1.y/; : : : ;fn.y//:

More generally, the Cartesian product of an arbitrary indexed family .X ˛/˛2A of
sets is defined to be the set of all functions x W A! S

˛2AX˛ such that x˛ 2X˛ for
each ˛. It is denoted by

Q
˛2AX˛. Just as in the case of finite products, each Carte-

sian product comes equipped with canonical projection maps � ˇ W Q˛2AX˛ !Xˇ ,
defined by �ˇ .x/D xˇ .

Our last set-theoretic assertion from ZFC is that it is possible to choose an ele-
ment from each set in an arbitrary indexed family.

� AXIOM OF CHOICE: If .X˛/˛2A is a nonempty indexed family of nonempty
sets, there exists a function c W A! S

˛2AX˛, called a choice function, such
that c.˛/ 2X˛ for each ˛.

In other words, the Cartesian product of a nonempty indexed family of nonempty
sets is nonempty.

Here are some immediate applications of the axiom of choice.

I Exercise A.15. Complete the proof of Lemma A.9 by showing that every surjective
function has a right inverse.

I Exercise A.16. Prove that if there exists a surjective map from a countable set onto S ,
then S is countable.

I Exercise A.17. Prove that the union of a countable collection of countable sets is count-
able.

The axiom of choice has a number of interesting equivalent reformulations; the
relationships among them make fascinating reading, for example in [Hal74]. The
only other formulations we make use of are the following two (the well-ordering
theorem in Problem 4-6 and Zorn’s lemma in Lemma 13.42).

Theorem A.18 (The Well-Ordering Theorem). Every set can be given a total or-
dering with respect to which it is well ordered.

Theorem A.19 (Zorn’s Lemma). Let X be a partially ordered set in which every
totally ordered subset has an upper bound. Then X contains a maximal element.

For proofs, see any of the set theory texts mentioned at the beginning of this
appendix.

Abstract Disjoint Unions

Earlier, we mentioned that given a set X and a partition of it, X is said to be the dis-
joint union of the subsets in the partition. It sometimes happens that we are given a
collection of sets, which may or may not be disjoint, but which we want to consider
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as disjoint subsets of a larger set. For example, we might want to form a set consist-
ing of “five copies of R,” in which we consider the different copies to be disjoint
from each other. We can accomplish this by the following trick. Suppose .X ˛/˛2A is
an indexed family of nonempty sets. For each ˛ in the index set, imagine “tagging”
the elements of X˛ with the index ˛, in order to make the sets X˛ and Xˇ disjoint
when ˛ ¤ ˇ, even if they were not disjoint to begin with.

Formally, we can make sense of an element x with a tag ˛ as an ordered pair
.x;˛/. Thus we define the (abstract) disjoint union of the indexed family, denoted
by
`
˛2AX˛, to be the seta

˛2A
X˛ D f.x;˛/ W ˛ 2A and x 2X˛g:

If the index set is finite, the disjoint union is usually written as X1q�� �qXn.
For each index ˛, there is a natural map �˛ W X˛ !`

˛2AX˛, called the canon-
ical injection of X˛, defined by �˛.x/D .x;˛/. Each such map is injective, and its
image is the set X �̨ D f.x;˛/ W x 2 X˛g, which we can think of as a “copy” of X˛
sitting inside the disjoint union. For ˛ ¤ ˇ, the sets X �̨ and X�

ˇ
are disjoint from

each other by construction. In practice, we usually blur the distinction between X ˛

and X �̨, and thus think of X˛ itself as a subset of the disjoint union, and think of
the canonical injection �˛ as an inclusion map. With this convention, this usage of
the term disjoint union is consistent with our previous one.
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Review of Metric Spaces

Metric spaces play an indispensable role in real analysis, and their properties pro-
vide the underlying motivation for most of the basic definitions in topology. In this
section we summarize the important properties of metric spaces with which you
should be familiar. For a thorough treatment of the subject, see any good undergrad-
uate real analysis text such as [Rud76] or [Apo74].

Euclidean Spaces

Most of topology, in particular manifold theory, is modeled on the behavior of Eu-
clidean spaces and their subsets, so we begin with a quick review of their properties.

The Cartesian product Rn D R � � � � � R of n copies of R is known as n-
dimensional Euclidean space. It is the set of all ordered n-tuples of real numbers.
An element of Rn is denoted by .x1; : : : ;xn/ or simply x. The numbers xi are called
its components or coordinates. Zero-dimensional Euclidean space R0 is, by con-
vention, the singleton f0g.

We use without further comment the fact that Rn is an n-dimensional real vector
space with the usual operations of scalar multiplication and vector addition. We
refer to an element of Rn either as a point or as a vector, depending on whether
we wish to emphasize its location or its direction and magnitude. The geometric
properties of Rn are derived from the Euclidean dot product, defined by x � y D
x1y1C�� �Cxnyn. In particular, the norm or length of a vector x 2 Rn is given by

jxj D .x �x/1=2 D �
.x1/

2C�� �C .xn/
2
�1=2

:

I Exercise B.1. Show that the following inequalities hold for any x D .x1; : : :;xn/ 2
Rn:

maxfjx1j; : : :; jxnjg � jxj � p
nmaxfjx1j; : : :; jxnjg: (B.1)

If x and y are nonzero vectors in Rn, the angle between x and y is defined to
be cos�1�.x �y/=.jxj jyj/�. Given two points x;y 2 Rn, the line segment from x to

395
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y is the set fxC t.y�x/ W 0� t � 1g, and the distance between x and y is jx�yj.
A (closed) ray in Rn is any set of the form fxC t.y �x/ W t � 0g for two distinct
points x;y 2 Rn, and the corresponding open ray is the same set with x deleted.

Continuity and convergence in Euclidean spaces are defined in the usual ways.
A map f W U ! V between subsets of Euclidean spaces is continuous at x 2 U

if for any " > 0 there exists ı > 0 such that for all y 2 U , jx � yj < ı implies
jf .x/�f .y/j < ". Such a map is said to be continuous if it is continuous at every
point of its domain. A sequence .xi / of points in Rn converges to x 2 Rn if for
any " > 0 there exists N 2 N such that i � N implies jxi �xj < ". A sequence is
bounded if there is some R 2 R such that jxi j �R for all i .

I Exercise B.2. Prove that if S is a nonempty subset of R that is bounded above and
aD supS , then there is a sequence in S converging to a.

Metrics

Metric spaces are generalizations of Euclidean spaces, in which none of the vector
space properties are present and only the distance function remains. Suppose M
is any set. A metric on M is a function d W M �M ! R, also called a distance
function, satisfying the following three properties for all x;y;z 2M :

(i) SYMMETRY: d.x;y/D d.y;x/.
(ii) POSITIVITY: d.x;y/ � 0, and d.x;y/D 0 if and only if x D y.

(iii) TRIANGLE INEQUALITY: d.x;z/ � d.x;y/Cd.y;z/.

If M is a set and d is a metric on M , the pair .M;d/ is called a metric space.
(Actually, unless it is important to specify which metric is being considered, one
often just says “M is a metric space,” with the metric being understood from the
context.)

Example B.3 (Metric Spaces).

(a) If M is any subset of Rn, the function d.x;y/ D jx � yj is a metric on M
(see Exercise B.4 below), called the Euclidean metric. Whenever we consider
a subset of Rn as a metric space, it is always with the Euclidean metric unless
we specify otherwise.

(b) Similarly, if M is any metric space and X is a subset of M , then X inherits a
metric simply by restricting the distance function ofM to pairs of points in X .

(c) If X is any set, define a metric on X by setting d.x;y/ D 1 unless x D y, in
which case d.x;y/D 0. This is called the discrete metric on X . //

I Exercise B.4. Prove that d.x;y/D jx�yj is a metric on any subset of Rn.

Here are some of the standard definitions used in metric space theory. Let M be
a metric space.
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� For any x 2M and r > 0, the (open) ball of radius r around x is the set

Br.x/D fy 2M W d.y;x/ < rg;
and the closed ball of radius r around x is

xBr .x/D fy 2M W d.y;x/ � rg:
� A subset A �M is said to be an open subset of M if it contains an open ball

around each of its points.
� A subset A�M is said to be a closed subset of M if M XA is open.

The next two propositions summarize the most important properties of open and
closed subsets of metric spaces.

Proposition B.5 (Properties of Open Subsets of a Metric Space). Let M be a
metric space.

(a) Both M and ¿ are open subsets of M .
(b) Any intersection of finitely many open subsets of M is an open subset of M .
(c) Any union of arbitrarily many open subsets of M is an open subset of M .

Proposition B.6 (Properties of Closed Subsets of a Metric Space). Let M be a
metric space.

(a) Both M and ¿ are closed subsets of M .
(b) Any union of finitely many closed subsets of M is a closed subset of M .
(c) Any intersection of arbitrarily many closed subsets of M is a closed subset of

M .

I Exercise B.7. Prove the two preceding propositions.

I Exercise B.8. Suppose M is a metric space.

(a) Show that an open ball in M is an open subset, and a closed ball in M is a closed
subset.

(b) Show that a subset of M is open if and only if it is the union of some collection of
open balls.

I Exercise B.9. In each part below, a subset S of a metric space M is given. In each
case, decide whether S is open, closed, both, or neither.

(a) M D R, and S D Œ0;1/.
(b) M D R, and S D N.
(c) M D Z, and S D N.
(d) M D R2, and S is the set of points with rational coordinates.
(e) M D R2, and S is the unit disk f.x;y/ 2 R2 W x2 Cy2 < 1g.
(f) M D R3, and S is the unit disk f.x;y;z/2 R3 W z D 0 and x2 Cy2 < 1g.
(g) M D f.x;y/ 2 R2 W x > 0 and y > 0g, and S D f.x;y/ 2M W x2 Cy2 � 1g.

I Exercise B.10. Suppose A� R is closed and nonempty. Show that if A is bounded
above, then it contains its supremum, and if it is bounded below, then it contains its infimum.
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Suppose M is a metric space and A is a subset of M . We say that A is bounded
if there exists a positive number R such that d.x;y/ � R for all x;y 2 A. If A
is a nonempty bounded subset of M , the diameter of A is the number diamA D
supfd.x;y/ W x;y 2 Ag.

I Exercise B.11. Let M be a metric space and A � M be any subset. Prove that the
following are equivalent:

(a) A is bounded.
(b) A is contained in some closed ball.
(c) A is contained in some open ball.

Continuity and Convergence

The definition of continuity in the context of metric spaces is a straightforward gen-
eralization of the Euclidean definition. If .M1;d1/ and .M2;d2/ are metric spaces
and x is a point inM1, a map f W M1 !M2 is said to be continuous at x if for any
" > 0 there exists ı > 0 such that d1.x;y/ < ı implies d2.f .x/;f .y// < " for all
y 2M1; and f is continuous if it is continuous at every point of M1.

Similarly, suppose .xi /1iD1 is a sequence of points in a metric space .M;d/.
Given x 2M , the sequence is said to converge to x, and x is called the limit of the
sequence, if for any " > 0 there exists N 2 N such that i �N implies d.xi ;x/ < ".
If this is the case, we write xi ! x or limi!1xi D x.

I Exercise B.12. Let M and N be metric spaces and let f W M !N be a map. Show
that f is continuous if and only if it takes convergent sequences to convergent sequences
and limits to limits, that is, if and only if xi ! x inM implies f.xi /! f.x/ inN .

I Exercise B.13. Suppose A is a closed subset of a metric space M , and .xi / is a se-
quence of points inA that converges to a point x 2M . Show that x 2A.

A sequence .xi /1iD1 in a metric space is said to be bounded if its image fxi g1
iD1

is a bounded subset ofM . The sequence is said to be a Cauchy sequence if for every
"> 0, there existsN 2 N such that i;j �N implies d.xi ;xj / < ". Every convergent
sequence is Cauchy (Exercise B.14), but the converse is not true in general. A metric
space in which every Cauchy sequence converges is said to be complete.

I Exercise B.14. Prove that every convergent sequence in a metric space is Cauchy, and
every Cauchy sequence is bounded.

I Exercise B.15. Prove that every closed subset of a complete metric space is complete,
when considered as a metric space in its own right.

The following criterion for continuity is frequently useful (and in fact, as is ex-
plained in Chapter 2, it is the main motivation for the definition of a topological
space).
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Theorem B.16 (Open Subset Criterion for Continuity). A map f W M1 ! M2

between metric spaces is continuous if and only if the preimage of every open subset
is open: whenever U is an open subset of M2, its preimage f �1.U / is open in M1.

Proof. First assume f is continuous, and let U � M2 be an open set. If x is any
point in f �1.U /, then becauseU is open, there is some " > 0 such thatB".f .x//�
U . Continuity of f implies that there exists ı > 0 such that y 2 Bı .x/ implies
f .y/ 2 B".f .x// � U , so Bı.x/ � f �1.U /. Since this is true for every point of
f �1.U /, it follows that f �1.U / is open.

Conversely, assume that the preimage of every open subset is open. Choose any
x 2M1, and let " > 0 be arbitrary. Because B".f .x// is open inM2, our hypothesis
implies that f �1�B".f .x//� is open in M1. Since x 2 f �1�B".f .x//�, this means
there is some ball Bı .x/ � f �1�B".f .x//�. In other words, y 2 Bı .x/ implies
f .y/ 2 B".f .x//, so f is continuous at x. Because this is true for every x 2 X , it
follows that f is continuous. ut





Appendix C:

Review of Group Theory

We assume only basic group theory such as one is likely to encounter in most under-
graduate algebra courses. You can find much more detail about all of this material
in, for example, [Hun97] or [Her96].

Basic Definitions

A group is a set G together with a map G �G ! G, usually called multiplication
and written .g;h/ 7! gh, satisfying

(i) ASSOCIATIVITY: For all g;h;k 2G, .gh/k D g.hk/.
(ii) EXISTENCE OF IDENTITY: There is an element 1 2 G such that 1g D g1D g

for all g 2G.
(iii) EXISTENCE OF INVERSES: For each g 2 G, there is an element h 2 G such

that ghD hg D 1.

One checks easily that the identity is unique, that each element has a unique
inverse (so the usual notation g�1 for inverses makes sense), and that .gh/�1 D
h�1g�1. For g 2 G and n 2 Z, the notation gn is defined inductively by g0 D 1,
g1 D g, gnC1 D gng for n 2 N , and g�n D .g�1/n.

The order of a group G is its cardinality as a set. The trivial group is the unique
group of order 1; it is the group consisting of the identity alone. A group G is said
to be abelian if ghD hg for all g;h 2 G. The group operation in an abelian group
is frequently written additively, .g;h/ 7! gCh, in which case the identity element
is denoted by 0, the inverse of g is denoted by �g, and we use ng in place of g n.

IfG is a group, a subset ofG that is itself a group with the same multiplication is
called a subgroup of G. It follows easily from the definition that a subset of G is a
subgroup if and only if it is closed under multiplication and contains the inverse of
each of its elements. Thus, for example, the intersection of any family of subgroups
of G is itself a subgroup of G.
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If S is any subset of a groupG, we let hSi denote the intersection of all subgroups
of G containing S . It is a subgroup of G—in fact, the smallest subgroup of G
containing S—and is called the subgroup generated by S . If S D fg1; : : : ;gkg is
a finite set, it is common to use the less cumbersome notation hg1; : : : ;gki for the
subgroup generated by S , instead of hfg1; : : : ;gkgi.

I Exercise C.1. SupposeG is a group and S is any subset ofG. Show that the subgroup
generated by S is equal to the set of all finite products of integral powers of elements of S .

If G1; : : : ;Gn are groups, their direct product is the set G1 � � � � �Gn with the
group structure defined by the multiplication law

.g1; : : : ;gn/.g
0
1; : : : ;g

0
n/D .g1g

0
1; : : : ;gng

0
n/

and with identity element .1; : : : ;1/. More generally, the direct product of an arbi-
trary indexed family of groups .G˛/˛2A is the Cartesian product set

Q
˛2AG˛ with

multiplication defined componentwise: .gg 0/˛ D g˛g
0̨ .

If .G˛/˛2A is a family of abelian groups, we also define their direct sum, denoted
by

L
˛G˛ , to be the subgroup of the direct product

Q
˛G˛ consisting of those

elements .g˛/˛2A such that g˛ is the identity element inG˛ for all but finitely many
˛. The direct sum of a finite family is often written G1 ˚ �� �˚Gn. If the family is
finite (or if G˛ is the trivial group for all but finitely many ˛), then the direct sum
and the direct product are identical; but in general they are not.

A map f W G ! H between groups is called a homomorphism if it preserves
multiplication: f .gh/ D f .g/f .h/. A bijective homomorphism is called an iso-
morphism. If there exists an isomorphism between groups G and H , they are said
to be isomorphic, and we writeG ŠH . A homomorphism from a groupG to itself
is called an endomorphism of G , and an endomorphism that is also an isomorphism
is called an automorphism of G .

If f W G !H is a homomorphism, the image of f is the set f .G/ �H , often
written Imf , and its kernel is the set f �1.1/�G, denoted by Kerf .

I Exercise C.2. Let f W G !H be a homomorphism.

(a) Show that f is injective if and only if Kerf D f1g.
(b) Show that if f is bijective, then f �1 is also an isomorphism.
(c) Show that Kerf is a subgroup ofG, and Imf is a subgroup of H .
(d) Show that for any subgroup K �G, the image set f.K/ is a subgroup ofH .

Any element g of a group G defines a map Cg W G ! G by Cg.h/ D ghg�1.
This map, called conjugation by g, is easily shown to be an automorphism of G,
so the image under Cg of any subgroup H � G (written symbolically as gHg�1)
is another subgroup of G. Two subgroupsH;H 0 are conjugate if H 0 D gHg�1 for
some g 2G.

I Exercise C.3. LetG be a group. Show that conjugacy is an equivalence relation on the
set of all subgroups of G.
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The set of subgroups of G conjugate to a given subgroupH is called the conju-
gacy class of H in G .

Cosets and Quotient Groups

Suppose G is a group. Given a subgroup H � G and an element g 2 G, the left
coset of H determined by g is the set

gH D fgh W h 2H g:
The right coset Hg is defined similarly. The relation congruence modulo H is
defined on G by declaring that g � g 0 .mod H/ if and only if g�1g0 2H .

I Exercise C.4. Show that congruence modulo H is an equivalence relation, and its
equivalence classes are precisely the left cosets of H .

The set of left cosets of H in G is denoted by G=H . (This is just the partition of
G defined by congruence modulo H .) The cardinality of G=H is called the index
of H in G .

A subgroupK � G is said to be normal if it is invariant under all conjugations,
that is, if gKg�1 DK for all g 2G. Clearly, every subgroup of an abelian group is
normal.

I Exercise C.5. Show that a subgroup K �G is normal if and only if gK DKg for
every g 2G.

I Exercise C.6. Show that the kernel of any homomorphism is a normal subgroup.

I Exercise C.7. If G is a group, show that the intersection of any family of normal sub-
groups of G is itself a normal subgroup of G.

Normal subgroups give rise to one of the most important constructions in group
theory. Given a normal subgroupK �G, define a multiplication operator on the set
G=K of left cosets by

.gK/.g0K/D .gg0/K:

Theorem C.8 (Quotient Theorem for Groups). If K is a normal subgroup of G,
this multiplication is well defined on cosets and turns G=K into a group.

Proof. First we need to show that the product does not depend on the representatives
chosen for the cosets: if gKD g 0K and hKD h0K , we show that .gh/KD .g0h0/K .
From Exercise C.4, the fact that g and g 0 determine the same coset means that
g�1g0 2K , which is the same as saying g 0 D gk for some k 2K . Similarly, h0 D hk0
for k0 2K . Because K is normal, h�1kh is an element of K . Writing this element
as k00, we have khD hk 00. It follows that

g0h0 D gkhk0 D ghk00k0;
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which shows that g0h0 and gh determine the same coset.
Now we just note that the group properties are satisfied: associativity of the mul-

tiplication in G=K follows from that of G; the element 1K DK of G=K acts as an
identity; and g�1K is the inverse of gK . ut

WhenK is a normal subgroup ofG, the groupG=K is called the quotient group
of G by K . The natural projection map � W G ! G=K that sends each element to
its coset is a surjective homomorphism whose kernel is K .

The following theorem tells how to define homomorphisms from a quotient
group.

Theorem C.9. Let G be a group and let K � G be a normal subgroup. Given a
homomorphism f W G !H such thatK � Kerf , there is a unique homomorphism
zf W G=K !H such that the following diagram commutes:

G

G=K

�
�

zf
� H:

f
� (C.1)

(A diagram such as (C.1) is said to commute, or to be commutative, if the maps
between two sets obtained by following arrows around either side of the diagram
are equal. So in this case commutativity means that zf ı� D f .)

Proof. Since �.g/ D gK , if such a map exists, it has to be given by the formula
zf .gK/ D f .g/; this proves uniqueness. To prove existence, we wish to define zf

by this formula. As long as this is well defined, it will certainly make the diagram
commute. To see that it is well defined, note that if g � g 0 .mod K/, then g0 D gk

for some k 2K , and therefore f .g 0/D f .gk/D f .g/f .k/D f .g/. It follows from
the definition of multiplication in G=K that zf is a homomorphism. ut

In the situation of the preceding theorem, we say that f passes to the quotient
or descends to the quotient.

The most important fact about quotient groups is the following result, which says
in essence that the projection onto a quotient group is the model for all surjective
homomorphisms.

Theorem C.10 (First Isomorphism Theorem for Groups). SupposeG andH are
groups, and f W G !H is a homomorphism. Then f descends to an isomorphism
from G=Kerf to Imf . Thus if f is surjective, then G=Kerf is isomorphic to H .

Proof. LetK D Kerf andG 0 D Imf . From the preceding theorem, zf .gK/D f .g/

defines a homomorphism zf W G=K ! G0. Because G 0 is the image of f , it follows
that zf is surjective. To show that zf is injective, suppose 1D zf .gK/D f .g/. This
means that g 2 Kerf DK , so gK DK is the identity element of G=K . ut
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I Exercise C.11. Suppose f W G !H is a surjective group homomorphism, and K �
G is a normal subgroup. Show that f.K/ is normal inH .

I Exercise C.12. Suppose f1 W G!H1 and f2 W G!H2 are group homomorphisms
such that f1 is surjective and Kerf1 � Kerf2. Show that there is a unique homomorphism
f W H1 !H2 such that the following diagram commutes:

G

H1

f1

�

f

� H2:

f2

�

Cyclic Groups

LetG be a group. IfG is generated by a single element g 2G, thenG is said to be a
cyclic group, and g is called a generator of G . More generally, for any groupG and
element g 2G, the subgroup hgi D ˚

gn W n 2 Z
��G is called the cyclic subgroup

generated by g.

Example C.13 (Cyclic Groups).

(a) The group Z of integers (under addition) is an infinite cyclic group generated
by 1.

(b) For any n2 Z, the cyclic subgroup hni � Z is normal because Z is abelian. The
quotient group Z=hni (often abbreviated Z=n) is called the group of integers
modulo n. It is easily seen to be a cyclic group of order n, with the coset of 1
as a generator. //

I Exercise C.14. Show that every infinite cyclic group is isomorphic to Z and every
finite cyclic group is isomorphic to Z=n, where n is the order of the group.

I Exercise C.15. Show that every subgroup of a cyclic group is cyclic.

I Exercise C.16. Suppose G is a cyclic group and f W G !G is any homomorphism.
Show there is an integer n such that f.�/D �n for all � 2G. Show that if G is infinite,
then n is uniquely determined by f .
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Notation Index

Œ�� (equivalence class), 385
Œ�� (homology class), 343
Œ�� (path class), 187
Œ�� (simplex), 148
f�g (braces in set notation), 382, 390, 392
. / (empty word), 234
.�; �/ (ordered pair), 384
.�; �/ (open interval), 390
Œ�; �� (closed interval), 390
Œ�; �/ (half-open interval), 390
.�; �� (half-open interval), 390
X (set difference), 383
D (set equality), 382
� (identically equal), 386
� (congruent modulo a subgroup), 403

 (homeomorphic), 28

 (topologically equivalent), 168
� (path-homotopic), 187
' (homotopic), 184
' (homotopy equivalent), 200
Š (isomorphic), 402
� (subset), 382
 (proper subset), 382
� (superset), 382
� (proper superset), 382
� (free product), 235¨

˛2AG˛ (free product), 235
j � j (geometric realization), 167
j � j (norm on a vector space), 125
j � j (norm or length in Rn), 395
j � j (polyhedron of a simplicial complex), 150
h�i (subgroup generated by a set), 402
h� j �i (group presentation), 241
h� j �i (polygonal presentation), 166

0 (identity in an additive abelian group), 401
1 (identity in a group), 401

1˛ (identity in group G˛), 234

˛ (antipodal map), 229, 309
A0 (set of limit points), 46xA (closure), 24xA (set of closures), 109
A.v0; : : :;vp/ (affine singular simplex), 341
Ab (category of abelian groups), 210
Ab.G/ (abelianization of G), 266
AutG.S/ (G-set automorphism group), 290
Autq.E/ (covering automorphism group), 308

ˇp.X/ (Betti number), 374
Bn (open unit ball), 21xBn (closed unit ball), 22
Bp.X/ (group of boundaries), 341
Bp.X IG/ (group of coboundaries), 375
Br .x/ (open ball in a metric space), 397xBr .x/ (closed ball in a metric space), 397

C (set of complex numbers), 10, 390
Cn (complex Euclidean space), 10
C� (chain complex), 344
Cg (conjugation by g), 402
cp (constant loop), 187
CPn (complex projective space), 83
CU

p .X/ (U-small chains), 359, 360
Cp.X/ (singular chain group), 340
Cp.X IG/ (cochain group), 374
CX (cone onX ), 67
CovX (category of coverings of X ), 336
CRng (category of commutative rings), 210
CW (category of CW complexes), 210

@ (manifold boundary), 43
@ (singular boundary operator), 341
@ (topological boundary), 24

409
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@� (connecting homomorphism), 356
ı (coboundary operator), 375
�p (standard simplex), 340
D.M/ (double of a manifold with boundary),

76
d.�; �/ (metric), 396
deg (degree of a continuous map), 227, 366
deg (degree of an endomorphism), 227

2 (element of a set), 381
2 (element of a class), 384
" (exponential quotient map), 81
"n (universal covering of Tn), 280
E (figure-eight space), 199
Ext (exterior), 24

'� (induced fundamental group map), 197
˚g (change of base point isomorphism), 190
F � (dual homomorphism), 212
F � (transpose of a linear map), 211
f � (induced cohomology map), 375
f� (induced homology map), 343
f1 �f2 (free product of homomorphisms),

249
f �g (path product), 188
Œf � � Œg� (path class product), 189
xf (reverse path), 189
zfe (lift of f starting at e), 282
Fi;p (face map), 341
f �1 (inverse map), 389
f �1.T / (preimage of a subset), 388
f �1.y/ (preimage of a singleton), 388
f ıg (composition in a category), 209
f ıg (composition of functions), 386
f.S/ (image of a subset), 387
f jS (restriction of a function), 387
f # (cochain map), 375
f# (chain map), 343
Œf �U� (basis subset for the universal covering

space), 298
f W X ! Y (function), 386
f W X ! Y (morphism), 210
f W x 7! y (function), 386
F .S/ (free group on a set S ), 240
F .�/ (free group generated by � ), 239

� (Hurewicz homomorphism), 352
� .f / (graph of a function), 55
g� (covariant induced morphism), 211
g� (contravariant induced morphism), 211
ŒG;G� (commutator subgroup), 265
G=H (set of left cosets), 403
g�1 (inverse in a group), 401
gn (nth power of a group element), 401

Gs (isotropy group of s), 288
Gtor (torsion subgroup), 246
g �U (image set under a group action), 312
g �x (left action by a group), 78
G1 �G2 (free product), 235
G1 �H G2 (amalgamated free product), 253
gH (left coset), 403
gHg�1 (conjugate subgroup), 402
GL.n;C/ (complex general linear group), 77
GL.n;R/ (general linear group), 10, 77
Grp (category of groups), 210

Hn (upper half-space), 42
HU

p .X/ (homology of U-small chains), 359,
360

Hp.X/ (homology group), 343
Hp.X IG/ (cohomology group), 375
Ht (homotopy at time t ), 184
Hg (right coset), 403
Hom.C/ (morphisms in a category), 209
HomC.X;Y / (morphisms in a category), 209
Hom.X;Y / (group of homomorphisms), 212,

374

\ (intersection), 383T
˛X˛ (intersection), 392

� (inclusion map), 387
�˛ (injection into coproduct), 213
�˛ (injection into disjoint union), 394
�˛ (injection into free product), 237
�S (inclusion map), 387
i (imaginary unit), 390
I (unit interval), 21
Id (identity map), 387
IdX (identity map), 387
IdX (identity morphism), 209
Im (image), 402
Ind.V;p/ (index of a vector field), 231
inf (infimum), 390
Int (interior of a manifold with boundary), 43
Int (interior of a subset), 24

Ker (kernel), 402

Lg (left translation), 78
L.n;m/ (lens space), 322
lim (limit of a sequence), 26, 398

fm;: : : ;ng (integers from m to n), 390
Man (category of topological manifolds), 210

N (set of natural numbers), 390
N.f / (winding number), 224
NG.H/ (normalizer ofH inG), 291
N.V;f / (winding number of a vector field),

231
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¿ (empty set), 382
˚ (direct sum), 402L

˛G˛ (direct sum), 402
! (loop in S1), 192
.X;p/ (set of loops), 187
O (orbit relation), 84
O.n/ (orthogonal group), 10, 78
Ob.C/ (objects in a category), 209

�0.X/ (set of path components), 208
�0.X;p/ (set of path components), 208
�1.X/ (fundamental group), 191
�1.X;p/ (fundamental group), 188
�i (projection from a product), 392
�i (projection in a category), 213
�n.X;p/ (homotopy group), 208Q

˛X˛ (Cartesian product), 393
P2 (projective plane), 67, 159
Pn (real projective space), 66
pn (nth power map), 228
P .X/ (power set), 383

Q (set of rational numbers), 390

R (set of real numbers), 390
Rn (Euclidean space), 1, 395
R1 (infinite direct sum of copies of R), 335
R (set of reduced words), 235xR (normal closure of a subgroup), 241
Rg (right translation), 78
Ri (reflection map), 367
R �W (reduction map), 236
Rng (category of rings), 210

� (stereographic projection), 56
S1 (unit circle), 22
Sn (unit n-sphere), 22
S1 (infinite-dimensional sphere), 141
Sat (saturation), 107
Set (category of sets), 210
SetG (category of transitive rightG-sets), 336
SL.n;C/ (complex special linear group), 10
SL.n;R/ (special linear group), 10
Smp (category of simplicial complexes), 210
SO.n/ (special orthogonal group), 10
SU.n/ (special unitary group), 10
sup (supremum), 390
supp (support), 114

	 (theta space), 203
T2 (torus), 62
Tn (n-torus), 62
Top (topological category), 210
Top� (pointed topological category), 210

[ (union), 382S
˛X˛ (union), 392

q (disjoint union), 394`
˛X˛ (disjoint union), 64, 394

U.n/ (unitary group), 10

_ (wedge sum), 67
VecC (category of complex vector spaces),

210
VecR (category of real vector spaces), 210
Vol.U/ (volume), 304

W (set of words), 234, 235
w �˛ (cone on an affine simplex), 360
w �L (cone on a Euclidean simplicial

complex), 158
w �� (cone on a Euclidean simplex), 158

� (Cartesian product), 384
�.M/ (Euler characteristic of a surface), 268
�.X/ (Euler characteristic of a complex), 178
�.X/ (Euler characteristic of a space), 374
X� (one-point compactification), 125
X=� (set of equivalence classes), 385
X=A (A collapsed to a point), 67
X=G (orbit space), 80
x �g (right action by a group), 78
xi (component of an n-tuple), 391
xi ! x (convergent sequence), 26, 398
Xn (n-fold Cartesian product), 392
Xn (n-skeleton of a complex), 133
X [f Y (adjunction space), 73
ŒX;Y � (homotopy classes of maps), 185
x �y (dot product), 395
.xi / (finite or infinite sequence), 392
.xi /

n
iD1

(ordered n-tuple), 391
.xi /

1
iD1

(sequence), 391
.xi /i2N (sequence), 391
.x˛/˛2A (indexed family), 392
fxi gn

iD1
(image of an n-tuple), 392

fxi g1
iD1

(image of a sequence), 392
fxi gi2N (image of a sequence), 392
fx˛g˛2A (image of an indexed family), 392
.x1; : : :;xn/ (ordered n-tuple), 391
fx1; : : :;xng (image of an n-tuple), 392
.x1;x2; : : :/ (sequence), 391
fx1;x2; : : :g (image of a sequence), 392
fxi W i 2 Ng (image of a sequence), 392
fx˛ W ˛ 2Ag (image of an indexed family),

392
fxi W i D 1; : : :;ng (image of an n-tuple), 392

Z (set of integers), 390
Zf (mapping cylinder), 206
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Z=hni (integers modulo n), 405
Z=n (integers modulo n), 405
Zp.X/ (group of cycles), 341

Zp.X IG/ (group of cocycles), 375
ZS (free abelian group), 244
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abelian group, 244, 401
category of, 210
free, 244–248
rank of, 247

abelianization, 266
characteristic property of, 266
of a free group, 275
of a free product, 275
of fundamental groups of surfaces, 266
uniqueness, 275

abelianization functor, 274
abstract simplex, 153
abstract simplicial complex, 153

finite, 153
finite-dimensional, 153
locally finite, 153

abstract simplicial map, 153
accumulation point, 25
action of a group, see group action
adjunction space, 73
affine chain, 341
affine map, 152

of a simplex, 152
affine singular simplex, 341
affine subspace, 147
affinely independent, 147

point and simplex, 157
algebraic geometry, 12
algebraic topology, 6
algebraic variety, 12
amalgamated free product, 253, 275

presentation of, 253
ambient Euclidean space, 19
analysis situs, 4
angle, 218, 395
angle-sum theorem, 9
antipodal map, 229, 309, 367

homotopic to identity, 368
antisymmetric relation, 385
associativity

in a category, 209
in a group, 401
of composition, 386
of the path class product, 189

attaching
a handle, 165
a space along a map, 73
along boundaries, 74
cells, 129, 138, 264, 369
disks, 262

attaching map, 73
automorphism

of aG-set, 290
of a covering, 308
of a group, 402

automorphism group of a G-set, 290
algebraic characterization, 291

automorphism group of a covering, 308
normal case, 310
simply connected case, 310
structure theorem, 310
transitivity, 309

axiom of choice, 381, 393

Baire category theorem, 106, 126
Baire space, 106
Baire, René, 107
ball

closed, 397
is a closed subset, 397
is a manifold with boundary, 81

coordinate, 38
regular, 103–104

in a metric space, 397

413
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open, 21, 397
is an open subset, 397

unit, 21, 22
barycenter, 361
barycentric coordinates, 148
base of a covering, 278
base point, 67, 187

change of, 190
nondegenerate, 255

based at a point, 187
basis

and continuity, 34
countable, 36
for a free abelian group, 245
for a topology, 33
for some topology, 34
for the discrete topology, 33
for the Euclidean topology, 33
for the metric topology, 33
for the product topology, 60, 61
for the subspace topology, 51, 53
for the trivial topology, 33
neighborhood, 36
of coordinate balls, 48
standard, for Zn, 245
topology generated by, 34

basis criterion, 33
Betti number, 374
bijection, 388
bijective, 388
Bolzano–Weierstrass theorem, 100
Borsuk–Ulam theorem, 303
bound

greatest lower, 386
least upper, 386
lower, 386
upper, 386

boundary
invariance of, 44, 122, 230, 379
is closed, 44
manifold with, 42
of a boundary, 342
of a manifold with boundary, 43, 81
of a simplex, 149
of a singular simplex, 341
of a subset, 24
singular, 341
topological, 43

boundary chart, 43
boundary face, 149
boundary operator, 341, 344
bounded above, 386
bounded below, 386
bounded sequence

has a convergent subsequence, 100
in Rn, 396
in a metric space, 398

bounded subset, 398
bouquet of circles, 68

as a CW complex, 134
fundamental group, 257

box topology, 63
braces in set notation, 382, 390, 392
branch of the square root, 11
Brouwer fixed point theorem, 230, 379
bump function, 114

Calabi–Yau manifold, 16
canonical injection, 64, 65, 394
canonical projection, 61, 392, 393
cardinality, 391

of fibers of a covering, 281, 292
Cartesian product

finite, 384, 392
infinite, 393

categorical sum, see coproduct
category, 209–214

Baire, 106
equivalence of, 336
first, 107
homotopy, 212
of abelian groups, 210
of commutative rings, 210
of complex vector spaces, 210
of CW complexes, 210
of groups, 210, 216
of pointed spaces, 210
of real vector spaces, 210
of rings, 210
of sets, 210
of simplicial complexes, 210
of topological manifolds, 210
of topological spaces, 210
pointed homotopy, 212
second, 107
small, 209

Cauchy sequence, 398
versus convergent sequence, 398

cell
closed, 127
of a complex, 131
open, 127

cell complex, 130
regular, 134

cell decomposition, 130
cellular homology, 373
center of a group, 248
center of gravity, 361
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chain
affine, 341
singular, 340
U-small, 360

chain complex, 344
homology groups of, 344

chain group, singular, 340
chain homotopic, 350
chain homotopy, 350, 363
chain map, 345
change of base point, 190
characteristic map, 130
characteristic property

of a free abelian group, 244
of a free group, 240
of infinite product spaces, 64
of the abelianization, 266
of the disjoint union topology, 64
of the free product, 238
of the product topology, 60
of the quotient topology, 71
of the subspace topology, 51

characteristic zero, 376
chart, 38

coordinate, 38
on a manifold with boundary, 43

choice function, 393
circle, 22

as a quotient of R, 66
as a quotient of the unit interval, 66, 73, 100
as coset space of R, 81
fundamental group of, 225, 311
generating, 57
homology groups of, 355
homotopy classification of maps, 229
unit, 22
universal covering of, 298

circle representative, 192, 193, 215
class, 383

equivalence, 385
function between, 389
of all sets, 384
proper, 384
relation between, 389

classical mechanics, 14
classification

of 1-manifolds, 143–147
of 1-manifolds with boundary, 146–147
of 2-manifolds, 6, 174, 267
of 2-manifolds with boundary, 182
of n-manifolds, 8, 181
of coverings, 315
of manifolds, 6–8, 181
of surfaces, 6, 174, 267

of torus coverings, 316
closed ball, 397

is a closed subset, 397
is a manifold with boundary, 81
unit, 22, 43

closed cell, 127
closed cover, 37
closed disk, 22
closed edge path, 258
closed interval, 390
closed map, 30, 71

and closure of a subset, 30
product of, 82
versus homeomorphism, 30

closed map lemma, 100
closed set, see closed subset
closed subset, 23, 397

and continuity, 26
and limit points, 25
intersection of, 23, 397
of a compact space, 96
of a discrete space, 23
of a metric space, 397
of a subspace, 50
of a topological space, 23
relatively, 50
union of, 23, 397

closed unit ball, 22
as a manifold with boundary, 43

closed upper half-space, 42
closure, 24

and closed maps, 30
and continuity, 30
and sequences, 36
in a subspace, 51
normal, 241
of a connected subset, 88

closure finiteness, 132
cluster point, 25
coarser topology, 28
coboundary, 375
cochain complex, 375
cochain map, 375
cochain, singular, 374
cocycle, 375
codomain of a function, 386
coffee cup, 4
coherent topology, 131, 133, 156, 157

and locally finite cover, 156
and open cover, 156
of a compactly generated space, 131
of a disjoint union, 131

cohomology functor, 375
cohomology groups, 374–379
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Mayer–Vietoris sequence, 379
singular, 375
topological invariance of, 375
with field coefficients, 377, 378

collapsing a subset to a point, 67
collection, 381
combinatorial equivalence, 155
combinatorial group theory, 244
combinatorial invariant, 179
combinatorics, 134
commutative diagram, 404
commutative rings, category of, 210
commutator subgroup, 265
compact Hausdorff space

is normal, 111
compactification, one-point, 125
compactly generated space, 120
compactness, 94–104

and continuity, 95
implies boundedness, 96
implies closedness, 96
limit point, 98
local, 104–108
main theorem on, 95
of a closed, bounded interval, 97
of a CW complex, 137
of a discrete space, 95
of a finite space, 94
of a finite union of compact spaces, 94
of a product, 96
of a quotient, 96
of a subspace, 94
of a trivial space, 95
of subsets of Rn, 98
relative, 104
sequential, 98
topological invariance, 95
versus completeness, 100
versus limit point compactness, 98, 100, 124
versus sequential compactness, 99, 100

complement of a subset, 383
complementary edge pair, 175
complete metric space, 398
complete ordered field, 390
completeness

of Rn, 100
of subsets of Rn, 100
versus compactness, 100

complex
cell, 130
chain, 344
CW, 132–143
simplicial, 147–155

complex analysis, 10

complex analytic function, 10, 323
complex general linear group, 10, 77
complex manifold, 39
complex numbers, 390
complex projective space, 13, 83

CW decomposition, 157
homology of, 372

complex special linear group, 10
complex vector spaces, category of, 210
component

of a point in Rn, 395
of a topological space, 91, 92

is closed, 92
of an ordered n-tuple, 391
of an ordered pair, 384
path, 92

component functions, 392
composable paths, 188
composition

continuity of, 26, 27
in a category, 209
of bijections, 388
of functions, 386
of injections, 388
of quotient maps, 70
of surjections, 388

computer graphics, 14
concrete category, 249
cone, 123

on a simplex, 158
on a space, 67, 70, 101
on a sphere, 101
on an affine simplex, 360

conformal transformation, 325
congruence modulo a subgroup, 403
conjugacy class, 403
conjugacy theorem for coverings, 293
conjugate subgroups, 402
conjugation, 228, 402
connected sum, 124, 164

covering of, 302
fundamental group of, 273
polygonal presentation of, 171
uniqueness of, 273
with sphere, 165

connectedness, 86–93
local, 92
of a CW complex, 136
of a product, 88, 90
of a quotient, 88, 90
of a subset, 86
of a union, 88, 90
of an interval, 89
of subsets of R, 89
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topological invariance of, 88
versus other forms of connectedness, 123

connecting homomorphism, 356
naturality, 358

consolidating a polygonal presentation, 169
constant loop, 187
constant map, 27, 386
continuity, 26, 396, 398

and closure, 30
and convergent sequences, 398
and interior, 30
and sequences, 47
at a point, 27, 396, 398
between Euclidean spaces, 396, 398
between metric spaces, 398
between topological spaces, 26
closed subset criterion, 26
in terms of a basis, 34
local criterion for, 27
of a composition, 26, 27
of a constant map, 27
of a restriction, 27
of an identity map, 27
open subset criterion, 399
uniform, 215

continuous, see continuity
continuous deformation, 185
continuous group action, 79
continuous image

of a compact set, 95
of a connected set, 87

contractible space, 202, 215
homology groups of, 350
is simply connected, 202

contravariant functor, 211
convergent sequence

in a metric space, 398
in a topological space, 26
in Euclidean space, 396
is Cauchy, 398
versus continuity, 398

convex hull, 149
convex set

homotopy of maps to, 187
is a cell, 128, 157
is connected, 90
is contractible, 202
is simply connected, 192

coordinate, 395
coordinate ball, 38

regular, 103–104
coordinate chart

on a manifold, 38
on a manifold with boundary, 43

coordinate disk, 38
coordinate domain, 38, 43
coordinate half-ball, regular, 104
coordinate map, 38, 43
coordinate neighborhood, 38
coproduct, 213

in the topological category, 215
of groups, 239
uniqueness, 214

corners, 29
correspondence, one-to-one, 388
coset

left, 403
multiplication of, 403
right, 403

coset space, 81
is topologically homogeneous, 84

countable basis, 36
countable complement topology, 45
countable dense subset, 37
countable neighborhood basis, 36
countable set, 391

product of, 391
subset of, 391

countable subcover, 37
countable union, 393
countable, first, 36
countable, second, 36
countably infinite set, 391
covariant functor, 211
cover

closed, 37
of a space, 37
of a subset, 94
open, 37, 94

covering automorphism, 308
covering automorphism group, 308, 335

normal case, 310
of universal covering, 310
structure theorem, 310
transitivity of, 309

covering group, see covering automorphism
group

covering homomorphism, 294
is a covering map, 294

covering homomorphism criterion, 295
covering isomorphism, 294
covering isomorphism criterion, 296
covering map, 278

cardinality of fibers, 281, 292
classification of, 315
is a local homeomorphism, 278
is a quotient map, 278
is open, 278
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normal, 293
of a connected sum, 302
of a CW complex, 303
of a Hausdorff space, 302
of a manifold, 302
of a simply connected space, 292
of projective space, 280, 302
of the Klein bottle, 302
of the torus, 314, 316
proper, 303
regular, 293
uniqueness, 296
universal, 298

covering space, 278
compact, 303
universal, 298

covering space action, 311
quotient by, 312
restriction of, 312

covering space quotient theorem, 312
covering transformation, 308
Cramer’s rule, 77
cube, open, 33
cubical surface, 29
curve

space-filling, 194
cutting a polygonal presentation, 169
CW complex, 132–143

as a manifold, 142–143
category of, 210
compact subset of, 137
compactness of, 137
connectedness, 136
coverings of, 303
dimension of, 379
fundamental group of, 264
homology of, 371
is compactly generated, 157
is locally path-connected, 157
is paracompact, 141
local compactness of, 137
regular, 134
triangulation of, 158

CW construction theorem, 138
CW decomposition, 132
cycle in a graph, 258
cycle, singular, 341
cyclic group, 239, 405

finite, 405
homomorphism of, 405
infinite, 239, 405
subgroup of, 405

cyclic subgroup, 405
cylinder, mapping, 206

De Morgan’s laws, 383
deck transformation, 308
decomposition

cell, 130
CW, 132

deformation retract, 200
strong, 200

deformation retraction, 200
and homotopy equivalence, 205
strong, 200

deformation, continuous, 185
degree

homological, 366
homotopic, 366
of a constant map, 228, 367
of a continuous map, 227, 228, 366
of a reflection map, 367
of a rotation, 228
of an endomorphism, 227
of the nth power map, 228
of the antipodal map, 229, 367
of the conjugation map, 228
of the identity map, 228, 367

degrees of freedom, 1
Dehn, Max, 173, 243
dense, 25, 81

nowhere, 107
descending to the quotient, 72, 404
diagonal, 82
diagram, commutative, 404
dictionary order, 122
difference of sets, 383
dilation, 28
dimension, 1

invariance of, 40, 122, 230, 379
of a CW complex, 132, 379
of a manifold, 39
of a simplex, 148
of a simplicial complex, 149
of an abstract simplex, 153
of an abstract simplicial complex, 153
of an affine subspace, 147
topological, 116

direct product, 213, 402
direct sum, 215, 402
disconnect, 86
disconnected, 86
discrete group, 77
discrete metric, 396

versus discrete topology, 22
discrete space, 21

closed subsets, 23
homology groups of, 346

discrete subgroup, 313
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discrete topology, 21
basis for, 33
versus discrete metric, 22

disjoint sets, 385
disjoint union, 64–65, 385, 394

abstract, 394
of first countable spaces, 65
of Hausdorff spaces, 65
of manifolds, 65
of second countable spaces, 65

disjoint union space, 64–65
disjoint union topology, 64, 215

characteristic property of, 64
disk

closed, 22
coordinate, 38
hyperbolic, 323
open, 22
unit, 22

distance
in a metric space, 396
in Rn, 396
to a set, 116

distance function, 396
distributive law for intersections and unions,

383
diverge to infinity, 118, 119
divisible group, 379
domain of a function, 386
dot product, 395
double of a manifold with boundary, 76

compactness, 97
connectedness, 88

doubly infinite sequence, 391
doughnut surface, 57

homeomorphic to the torus, 63, 101
dual homomorphism, 212
dual map, 211
dual space, 211
dual space functor, 211
dynamical system, 15

edge
of a graph, 134, 257
of a polygon, 162
of a presentation, 167
of a simplex, 149

edge pairing transformation, 326
edge path, 258

closed, 258
simple, 258
trivial, 258

effective action, 312
Einstein field equations, 15

Einstein, Albert, 15
element

of a class, 384
of a set, 381

elementary reduction, 234
elementary transformation, 169
embeddability of compact manifolds, 115
embedding, 54
empty set, 382

as a manifold, 40
is closed, 23, 397
is open, 20, 397

empty word, 234
endomorphism of a group, 402
equality

of functions, 386
of ordered pairs, 384
of sets, 382

equivalence
combinatorial, 155
of categories, 336
of words, 235
topological, 3, 28, 168

equivalence class, 65, 385
equivalence relation, 385

generated by a relation, 385
equivariant map, 289
Euclidean dot product, 395
Euclidean geometry, 9
Euclidean metric, 396
Euclidean neighborhood, 38
Euclidean simplicial complex, 149
Euclidean space, 1, 395

ambient, 19
is connected, 90
is second countable, 37
is simply connected, 192
zero-dimensional, 38, 395

Euclidean topology, 21
bases for, 33

Euclidean, locally, 3, 38
Euler characteristic, 178, 182, 374

and cohomology, 378
combinatorial invariance of, 179
homotopy invariance of, 373
of a graph, 275
of a topological space, 374
of compact surfaces, 179, 268
topological invariance of, 268, 373

Euler’s formula, 178
even map, 303
evenly covered, 220, 278
eventually constant sequence, 26
eventually in a subset, 36
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exact functor, 379, 380
exact sequence, 344

in cohomology, 379
in homology, 356
long, 356
Mayer–Vietoris, 356, 379
of chain complexes, 356
short, 344

excluded point topology, 45, 48
exhaustion by compact sets, 110
exhaustion function, 117, 118
expanding the codomain, 52
exponential quotient map, 81, 217–224, 279
extension lemma for fields, 377
extension of a map, 387
exterior, 24
extreme value theorem, 94, 98

face
boundary, 149
of a presentation, 167
of a simplex, 149
of an abstract simplex, 153
proper, 149

face map, 341
family

indexed, 392
synonym for set, 381

fan transformation, 163
fiber, 69
field, 376, 390

characteristic zero, 376
complete, 390
ordered, 390

figure-eight space, 68, 199, 203
finer topology, 28
finite cell complex, 131
finite complement topology, 45, 48
finite cyclic group, 405
finite-dimensional CW complex, 132
finite-dimensional simplicial complex, 153
finite graph, 134
finite rank, 245
finite sequence, 392
finite set, 391
finite simplicial complex, 149, 153
finitely connected, 126
finitely presented, 242
first category, 107
first countability, 36

of a subspace, 53
of locally Euclidean spaces, 48
of metric spaces, 36
of product spaces, 61

first countable, see first countability
first isomorphism theorem, 404
fixed point, 229
fixed point theorem, 229, 368

Brouwer, 230, 379
folding a polygonal presentation, 169
forgetful functor, 211, 249
formal linear combination, 244
free abelian group, 244–248

characteristic property of, 244
on a set, 244
rank of, 245
subgroup of, 245
uniqueness of, 249

free action of a group, 79
free group, 239–241

abelianization of, 275
characteristic property of, 240
generated by a single element, 239
on a set, 240
uniqueness of, 240

free object in a category, 249
free product, 235

abelianization of, 275
amalgamated, 253
characteristic property of, 238
is nonabelian, 248
of homomorphisms, 249
uniqueness of, 239

Freedman, Michael, 7
freedom, degrees of, 1
freely homotopic, 187
full subcategory, 210
function, 386

multiple-valued, 10
functor, 211–212

cohomology, 375
contravariant, 211
covariant, 211
exact, 379, 380
forgetful, 211
fundamental group, 211
homology, 343
takes isomorphisms to isomorphisms, 212

fundamental group, 6, 188–205, 225
and homology, 352
and surface presentations, 264
associativity in, 189
change of base point, 190
homotopy invariance of, 201
identity in, 189
inverses in, 189
is a functor, 211
is a group, 190
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monodromy action of, 287
of R2 Xf0g, 202, 226
of Rn Xf0g, 201
of a connected sum, 273
of a CW complex, 264
of a graph, 260
of a manifold is countable, 196
of a product space, 199
of a surface, 265

abelianized, 266
of a topological group, 214
of a wedge sum, 255, 256
of projective space, 292, 311
of spheres, 195, 273
of the circle, 311
of the projective plane, 292
of the torus, 226
product in, 189
topological invariance of, 197

fundamental theorem of algebra, 230

G-automorphism, 290
G-automorphism group, 290

algebraic characterization, 291
G-equivariant map, 289
G-isomorphic, 290
G-isomorphism, 290
G-set, 288

transitive, 288
G-set isomorphism criterion, 290
Gauss–Bonnet theorem, 9
general linear group, 10, 77, 79

complex, 10, 77
general position, 147
general relativity, 15
generating circle, 57
generator

of a cyclic group, 405
of a group, 239
of a presentation, 241
of a subgroup, 402

genus, 181
geodesic polygon, 325

regular, 325
geodesic, hyperbolic, 323
geometric realization

of a polygonal presentation, 167
of a simplicial complex, 154

geometrization conjecture, 7
geometry

algebraic, 12
Euclidean, 9
plane, 9
Riemannian, 9

solid, 9
gluing lemma, 58, 81, 126, 156
graph, 134, 257

connectedness, 258
Euler characteristic of, 275
finite, 134
fundamental group of, 260
of a complex function, 10
of a continuous function, 55
of a relation, 11
simple, 257

gravity, center of, 361
greatest lower bound, 386, 390
group, 401

abelian, 244
action of, see group action
as a category, 212
complex general linear, 10, 77
complex special linear, 10
covering automorphism, 308
cyclic, 405
direct product, 402
direct sum, 402
discrete, 77
divisible, 379
free, 240, 241
free abelian, 244–248
fundamental, 6, 188–205
general linear, 10, 77, 79
homotopy, 208
injective, 379
Lie, 10
of integers modulo n, 405
orthogonal, 10, 78, 80
presentation of, 242
quotient, 84
special linear, 10
special orthogonal, 10
special unitary, 10
topological, 77
unitary, 10

group action, 78
by homeomorphisms, 79
continuous, 79
covering space, 311
effective, 312
free, 79
left, 78
proper, 318–322, 337
quotient by, 80, 312
right, 78
transitive, 79

group presentation, 241
groups, category of, 210
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hairy ball theorem, 368
half-ball, regular coordinate, 104
half-open interval, 390
half-space, upper, 42
Halmos, Paul, 381
ham sandwich theorem, 303
Hamilton, Richard, 7
handle, 11, 166

attaching, 165
Hatcher, Allan, 312
Hauptvermutung, 155
Hausdorff space, 31

finite, 32
if diagonal is closed, 82
product of, 61
quotient of, 68–69, 102–103, 318, 320
subspace of, 53

Hawaiian earring, 304
Heegaard, Poul, 173
Heine–Borel theorem, 98
hole, 183, 341, 343
holomorphic function, 10, 323
homeomorphic, 3, 28
homeomorphism, 3, 28

local, 30
restriction of, 28
versus closed map, 30
versus open map, 30

homogeneity of a norm, 125
homogeneous, topologically, 78, 156
homological algebra, 345
homological degree, 366
homologous, 343
homology class, 343
homology functor, 343
homology groups, 339–374

and the fundamental group, 352
homotopy invariance of, 347
of a chain complex, 344
of a contractible space, 350
of a disconnected space, 345
of a discrete space, 346
of a retract, 344
of a wedge sum, 379
of compact surfaces, 355, 372
of complex projective space, 372
of CW complexes, 371
of punctured Euclidean spaces, 365
of spheres, 355, 364
of the circle, 355
singular, 343
topological invariance of, 344
zero-dimensional, 346

homology homomorphism

induced by a chain map, 345
induced by a continuous map, 343

homology sequence, long exact, 356
homomorphism

covering, 294, 295
from a quotient group, 404
fundamental group, 197
of cyclic groups, 405
of groups, 402
of topological groups, 313

homotopic degree, 366
homotopic maps, 184

and fundamental group homomorphisms,
203

and homology homomorphisms, 347
freely, 187
relative to a subspace, 187

homotopy, 184
chain, 350, 363
is an equivalence relation, 185
is preserved by composition, 185
path, 187

and composition, 197
relative, 187
stationary on a subset, 186
straight-line, 186

homotopy category, 212
pointed, 212

homotopy classification
of circle maps, 229
of loops in S1, 224
of sphere maps, 369
of torus maps, 231

homotopy equivalence, 200
and deformation retraction, 205
is an equivalence relation, 200

homotopy groups, 208
homotopy invariance

of singular homology, 347
of the Euler characteristic, 373
of the fundamental group, 201
of the path product, 188

homotopy invariant, 200
homotopy inverse, 200
homotopy lifting property, 221, 282
homotopy theory, 209
homotopy type, 200
hull, convex, 149
Hurewicz homomorphism, 352, 355
Hurewicz theorem, 355
Hurewicz, Witold, 355
hyperbolic disk, 323
hyperbolic geodesic, 323
hyperbolic metric, 323
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triangle inequality, 337
hyperbolic neighborhood, regular, 330

ideal point, 125
identification space, 66
identity

in a category, 209
in a group, 401
in the fundamental group, 189

identity map, 387
continuity of, 27

image
inverse, 388
of a function, 387
of a homomorphism, 402
of a normal subgroup, 405
of a subset, 387

imaginary unit, 390
incident edges and vertices, 257
inclusion map, 387

continuity of, 52
is a topological embedding, 54

increasing function, 392
independent

affinely, 147
linearly, 245

index of a subgroup, 403
index of a vector field, 231
index set, 392
indexed family, 392

disjoint union of, 394
intersection of, 392
union of, 392

induced homomorphism
cohomology, 375
fundamental group, 197

by homotopic maps, 203
homology, 343, 345

induced subgroup, 283
infimum, 390
infinite cyclic group, 239, 405
infinite-dimensional CW complex, 132
infinite product, 63
infinite rank abelian group, 245
infinite sequence, 391
infinite set, 391
initial point of a path, 186
initial vertex

of an edge, 167
of an edge path, 258

injection, 388
canonical, into a disjoint union, 64, 65, 394
in a category, 213
into a free group, 240

into a free product, 237
injective function, 388
injective group, 379
injectivity theorem for coverings, 283
inside out sphere, 5
integers, 390

modulo n, 405
interior

and continuity, 30
and open maps, 30
and sequences, 36
in a subspace, 51
of a manifold with boundary, 43, 81
of a simplex, 149
of a subset, 24

interior chart, 43
intermediate value theorem, 86, 89
intersection, 383

of an indexed family, 392
of closed subsets, 23, 397
of open subsets, 20, 397
of topologies, 23

intertwined edge pairs, 177
interval, 391

closed, 390
half-open, 390
is connected, 89
open, 390
unit, 21

invariance of dimension, 40
0-dimensional case, 40
1-dimensional case, 122
2-dimensional case, 230
general case, 379

invariance of the boundary, 44
1-dimensional case, 122
2-dimensional case, 230
general case, 379

invariant
homotopy, 200
topological, 5

inverse
in a group, 401
left, 389
of a map, 389
of a path class, 189
right, 389, 393

inverse image, 388
inverse map, 389
isolated point, 25
isolated singular point, 230
isometry, 9
isomorphic coverings, 294
isomorphic G-sets, 290
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isomorphic groups, 402
isomorphism

in a category, 210
of G-sets, 290
of coverings, 294
of groups, 402
simplicial, 152, 153

isomorphism problem, 243
isomorphism theorem, first, 404
isotropy group

of a group action, 288
of a transitiveG-set, 288
of the monodromy action, 292

isotropy type, 289

kernel, 402
is a subgroup, 402
is normal, 403

Klein bottle, 164, 181, 335
covering of, 302
homeomorphic to P2 # P2, 174
presentation of, 168
universal covering of, 322

largest element, 386
least upper bound, 386, 390
Lebesgue number, 194
Lebesgue number lemma, 194
left action, 78
left coset, 81, 403
left coset space, 81
leftG-set, 288
left inverse, 389
left translation, 78
length, 395
lens space, 322
Lie group, 10
lift, 217, 218, 282
lifting criterion, 283, 304

from simply connected spaces, 286
to simply connected spaces, 286

lifting problem, 283
lifting property

homotopy, 221, 282
path, 223, 282
unique, 220, 282

limit of a sequence
in a discrete space, 26
in a Hausdorff space, 32
in a metric space, 398
in a topological space, 26

limit point, 25
and closed subsets, 25
in a Hausdorff space, 32

limit point compact, 98
versus compact, 98, 100, 124
versus sequentially compact, 98, 100

Lindelöf space, 37
and second countability, 37

line
long, 122
with infinitely many origins, 125
with two origins, 83

line segment, 395
linear combination, 244

formal, 244
linear ordering, 385
linearly independent, 245
local criterion for continuity, 27
local homeomorphism, 30
local section, 220, 281

of a covering map, 281
locally compact, 104–108, 125
locally compact CW complex, 137
locally compact Hausdorff space, 104–108,

125
locally connected, 92, 93, 122

versus other forms of connectedness, 123
locally Euclidean, 3, 38

implies first countable, 48
locally finite cell complex, 131, 132, 137
locally finite collection of subsets, 109
locally finite family, 114
locally finite simplicial complex, 149, 153
locally path-connected, 92, 93

versus other forms of connectedness, 123
locally simply connected, 298
locally small category, 209
long exact homology sequence, 356
long line, 122
long ray, 122
loop, 187

based at a point, 187
constant, 187

Lorentz metric, 15
lower bound, 386

greatest, 386

main theorem
on compactness, 95
on connectedness, 87

manifold, 1–17, 39
0-dimensional, 39
1-dimensional, 143–147
classification of, 6–8, 143–147, 174, 181,

267
complex, 39
embeddability of, 115
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has a countable fundamental group, 196
is locally compact, 105
is locally path-connected, 93
is paracompact, 110
is topologically homogeneous, 156
product of, 62
Riemannian, 9
smooth, 39
topological, 39
with boundary, 42, 105

manifold boundary, 43
manifold without boundary, 44
map, 386
mapping, 386

between classes, 389
mapping cylinder, 206
Markov, A. A., 8
mathematical object, 381
maximal, 386
maximal tree, 259
maximum, 386
Mayer–Vietoris sequence

in cohomology, 379
in homology, 356

Mayer–Vietoris theorem
in cohomology, 379
in homology, 356
proof, 359

meager subset, 107
mechanics, classical, 14
member of a set, 381
membership criterion for a set, 382
mesh of an affine chain, 363
metric, 396

discrete, 396
Euclidean, 396
hyperbolic, 323
Lorentz, 15

metric space, 396–399
is first countable, 36
is Hausdorff, 31
second countability of, 48
subspace of, 50

metric topology, 21
basis for, 33

metrizable space, 22
minimal, 386
minimum, 386
Möbius band, 180, 181, 215, 274
Möbius group, 324
Möbius transformation, 324
modulo n, 405
Moise, Edwin, 151
monodromy action, 287

free, 292
isotropy groups of, 292

monodromy theorem
for covering spaces, 282

morphism, 209
multigraph, 257
multiple edges, 257
multiple-valued function, 10
multiplication

in a group, 401
of cosets, 403
of paths, 188

n-dimensional topological manifold, 39
n-holed torus, 166

universal covering of, 327
n-manifold, 39
n-sphere, 55

fundamental group of, 195, 273
homology groups of, 355, 364

n-torus, 62
as a coset space of Rn, 81
as a topological group, 78
fundamental group of, 226
universal covering of, 298

n-tuple, ordered, 391
naive set theory, 381
natural numbers, 390
naturality of connecting homomorphisms, 358
NBG set theory, 384
nearness, 20
neighborhood, 20

coordinate, 38
Euclidean, 38
of a point, 20
of a subset, 20
regular hyperbolic, 330
relative, 51

neighborhood basis, 36
countable, 36
nested, 36

nested neighborhood basis, 36
nested sets, 97
nondegenerate base point, 255
nonorientable surface, 181

covering of, 302
norm, 125, 395

topology is independent of, 125
normal closure, 241
normal covering, 293

automorphism group of, 309
normal space, 111–114
normal subgroup, 403

image of, 405
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normal, perfectly, 117
normalizer, 291
north pole, 56
nowhere dense, 107
nth homotopy group, 208
nth power map, 228, 279, 287, 296
null-homotopic loop, 187
null-homotopic map, 184

object
in a category, 209
mathematical, 381

odd map, 303
one-point compactification, 125
one-point union, 67
one-to-one correspondence, 388
one-to-one function, 388
onto, 388
open and closed subsets, 86, 123
open ball, 397

is an open subset, 397
unit, 21

open cell, 127
open cover, 37, 94

of a subset, 94
open cube, 33
open disk, 22
open interval, 390
open map, 30, 71

and interior of a subset, 30
product of, 82
versus homeomorphism, 30

open set, see open subset
open simplex, 149
open subset

as a topological space, 23
intersection of, 20, 397
is a manifold, 39
is Hausdorff, 31
is second countable, 37
of a metric space, 397
of a topological space, 20
relatively, 50
union of, 20, 397

open subset criterion for continuity, 399
orbit, 79, 291
orbit criterion

for G-automorphisms, 291
for covering automorphisms, 309

orbit relation, 84, 320
orbit space, 80, 311

Hausdorff criterion, 318, 320
order of a group, 401
order topology, 47

ordered field, 390
complete, 390

ordered n-tuple, 391
ordered pair, 384

equality of, 384
ordered set

partially, 385
totally, 47, 385

ordering
linear, 385
partial, 385
simple, 385
total, 385

orientable surface, 180, 181, 267, 268, 274
oriented presentation, 180
orthogonal group, 10, 78, 80

special, 10
orthogonal matrix, 78

pair, ordered, 384
pancakes, 278
paracompactness, 110–118, 126

and normality, 112
of a CW complex, 141

paracompactness theorem, 110
parameters, 1
partial ordering, 385
partially ordered set, 385
particular point topology, 45, 48
partition of a set, 385
partition of unity, 114–115
passing to the quotient, 72, 404
pasting a polygonal presentation, 169
path, 90, 186

reverse, 189
path class, 187
path component, 92
path-connected, 90

implies connected, 90
locally, 92
versus other forms of connectedness, 123

path-homotopic, 187
path homotopy, 187

and composition, 197
is an equivalence relation, 187

path homotopy criterion for the circle, 223
path lifting property, 223, 282
path multiplication, 188

grouping, 190
homotopy invariance of, 188

path product, 188
grouping, 190
homotopy invariance of, 188

Perelman, Grigori, 8
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perfectly normal, 117
periodic map, 72
permutation, 388
plane

projective, 67, 159
plane geometry, 9
Poincaré conjecture, 7
Poincaré, Henri, 4, 7
point

at infinity, ideal, 125
in a topological space, 20
in Rn, 395

pointed homotopy category, 212
pointed map, 210
pointed space, 210
pointed topological category, 210
pointwise product, 62
pointwise sum, 62
pole

north, 56
south, 57

polygon, 162
geodesic, 325
regular geodesic, 325

polygonal presentation, 166
geometric realization of, 167
topological equivalence of, 168

polygonal region, 162
polyhedron of a simplicial complex, 150
positivity

of a metric, 396
of a norm, 125

power map, 228, 279, 287, 296
power set, 21, 383

as a partially ordered set, 385
precompact, 104
preimage, 388
presentation

of Z, 242
of Z=m� Z=n, 243
of Z=n, 243
of Z �Z, 243
of a group, 241, 242
of a topological space, 168
polygonal, 166–168
standard, 172
surface, 168

and fundamental group, 264
product

Cartesian, 384, 392, 393
finite, 384, 392
infinite, 393
of countable sets, 391

direct, 402

dot, 395
free, 235
in a category, 213

uniqueness of, 213
of closed maps, 82
of compact spaces, 96
of locally compact spaces, 106
of manifolds, 62
of open maps, 82
of path classes, 189
of paths, 188
of quotient maps, 107
of topological groups, 77
of words, 234
pointwise, 62

product map, 62
continuity of, 62

product open subset, 60
product space, 60, 213

connectedness, 88, 90
first countability, 61
fundamental group of, 199
Hausdorff property, 61
second countability, 62

product topology, 60, 213
associativity of, 61
basis for, 60, 61
characteristic property of, 60, 64
infinite, 63
on Rn, 60
uniqueness of, 61

projection
canonical, 61, 392, 393
from a Cartesian product, 392, 393
from a product space, 61
in a category, 213
onto a quotient group, 404

projective plane, 67, 159
as a quotient of the sphere, 161
as a quotient of the square, 161
covering of, 302
Euler characteristic of, 179
fundamental group of, 265, 292
presentation of, 168
universal covering of, 298, 322

projective space, 13, 66, 83
as a quotient of the sphere, 101
as an orbit space, 80
complex, 13, 83, 157
covering of, 302
CW decomposition, 157
fundamental group of, 292, 311
homology of, 379
is a manifold, 83
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is compact, 101
real, 66
universal covering of, 298

proper action, 318–322, 337
proper class, 384
proper embedding, 119, 121, 126
proper face, 149
proper local homeomorphism, 303
proper map, 118–121

is closed, 121
proper subset, 382
proper superset, 382
properly discontinuous, 312
punctured Euclidean space

fundamental group of, 201
homology groups of, 365
homotopy equivalent to sphere, 201
is connected, 90

punctured plane, 183
classification of loops in, 226
fundamental group of, 202, 226
homotopy equivalent to circle, 201
is connected, 90

pushout, 275

quotient group, 403, 404
quotient map, 65

composition of, 70
disjoint union of, 70
exponential, 81, 279
restriction of, 70

quotient space, 66
by a covering space action, 312
by a group action, 80
connectedness of, 88, 90
descending to, 72
Hausdorff property of, 68–69, 83, 102–103
of a compact Hausdorff space, 102
of a compact space, 96
of a manifold, 321
of a topological group, 84
passing to, 72
second countability of, 68
uniqueness of, 72

quotient theorem for groups, 403
quotient topology, 65

characteristic property of, 71
uniqueness of, 71

Radó, Tibor, 151
range of a function, 387
rank

finite, 245
of a free abelian group, 245

of an abelian group, 247
rank-nullity law, 247
rational numbers, 390
ray, 396

closed, 396
long, 122
open, 396

real numbers, 390
real projective space, see projective space
real vector spaces, category of, 210
realization, geometric

of a polygonal presentation, 167
of a simplicial complex, 154

reduced word, 235
reduction algorithm, 235
reduction, elementary, 234
refinement, 109

open, 109
reflecting a polygonal presentation, 169
reflection map, 367
reflexive relation, 385
region, polygonal, 162
regular cell, 133
regular cell complex, 134
regular coordinate ball, 103–104
regular coordinate half-ball, 104
regular covering, see normal covering
regular CW complex, 134

triangulation of, 158
regular geodesic polygon, 325
regular hyperbolic neighborhood, 330
regular point of a vector field, 230
regular space, 111
relabeling a polygonal presentation, 169
relation, 384

between classes, 389
equivalence, 385

generated by a relation, 385
of a group presentation, 242
on a set, 384

relative homotopy, 187
relative neighborhood, 51
relative topology, 49
relatively closed, 50
relatively compact, 104
relatively open, 50
relatively simply connected, 302
relativity, general, 15
relator, 241
reparametrization, 187
restricting the codomain, 52
restricting the domain, 52
restriction

continuity of, 27, 52
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of a function, 387
of a homeomorphism, 28
of a relation, 384

retract, 198, 215
deformation, 200
homology of, 344
of a simply connected space, 198
strong deformation, 200

retraction, 198
deformation, 200
strong deformation, 200

reverse path, 189
revolution, surface of, 57
Ricci flow, 7
Riemann sphere, 125
Riemann surface, 11
Riemannian geometry, 9
Riemannian manifold, 9
right action, 78
right coset, 403
rightG-set, 288
right inverse, 389, 393
right translation, 78
rings, category of, 210
rotating a polygonal presentation, 169
rotation of the circle, 224
Rudin, Mary Ellen, 117
Russell’s paradox, 383
Russell, Bertrand, 383

� -compact, 124
saturated subset, 69
saturation of a subset, 107
Schönflies theorem, 151
second category, 107
second countability, 36

implies existence of countable subcovers, 37
implies first countability, 37
implies separability, 37
implies the Lindelöf property, 37
of a metric space, 48
of a product space, 62
of a quotient space, 68
of a subspace, 53

section, 220
local, 220, 281

segment, 395
Seifert–Van Kampen theorem, 251–273

applications of, 255–268
proof, 268–273
special cases, 254
statement, 252

self-loop, 257
semilocally simply connected, 302, 304

separable space, 37, 41
and second countability, 37, 48

separated by open subsets, 31, 95, 111
separation properties, 111
sequence, 391

and continuity, 47
convergent, 26, 398
diverging to infinity, 118, 119
doubly infinite, 391
finite, 392
in a discrete space, 26
in a trivial space, 31
infinite, 391
limit of, 26, 398

sequence lemma, 36
sequentially compact, 98

versus compact, 99, 100
versus limit point compact, 98, 100

set difference, 383
set theory, 381–393

naive, 381
von Neumann–Bernays–Gödel (NBG), 384
Zermelo–Fraenkel, 381
ZFC, 381

sets, 381
category of, 210
class of all, 384
defined by a list, 382
defined by specification, 382
equality of, 382

sheet of a covering, 278, 281
short exact sequence, 344
side of a geodesic, 326
simple edge path, 258
simple graph, 257
simple ordering, 385
simplex, 148

abstract, 153
affine singular, 341
is a closed cell, 149
singular, 340
standard, 149, 340

simplices, see simplex
simplicial complex, 147–155

abstract, 153
as a CW complex, 150
category of, 210
Euclidean, 149
finite, 149, 153
finite-dimensional, 153
locally finite, 153

simplicial isomorphism, 152, 153
simplicial map, 152

abstract, 153
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simply connected coverings, 297
simply connected space, 191

coverings of, 292
locally, 298
semilocally, 302

sine curve, topologist’s, 90, 92, 123
singleton, 382
singular boundary operator, 341
singular chain, 340
singular chain groups, 340
singular cochain, 374
singular cohomology, see cohomology groups
singular cycle, 341
singular homology, see homology groups
singular map, 340
singular point

isolated, 230
of vector field, 230

singular simplex, 340
affine, 341

singular subdivision operator, 361
skeleton

of a CW complex, 133
of a simplicial complex, 150

Smale, Stephen, 5, 7
small category, 209
smallest element, 386
smooth dynamical system, 15
smooth manifold, 39
solid geometry, 9
source of a morphism, 209
south pole, 57
space, 20

discrete, 21
disjoint union, 64
Euclidean, 395
Hausdorff, 31
identification, 66
metric, 396
pointed, 210
product, 60
quotient, 66
topological, 20

space-filling curve, 194
space variable, 187
spacetime, 15
spanning tree, 259
special linear group, 10
special loop, 196
special orthogonal group, 10
special unitary group, 10
specification, 382
sphere, 55

as a quotient of the disk, 66, 74, 160

as a quotient of the square, 160
Euler characteristic of, 179
fundamental group of, 195, 273
homology groups of, 355, 364
homotopy equivalent to Rn Xf0g, 201
infinite-dimensional, 140
is connected, 90
is not a retract of the ball, 379
polygonal presentation of, 168, 172
turning inside out, 5
unit, 3, 22, 55
with handles, 166

spline, 14
square lemma, 193
square root, complex, 10, 302
stack of pancakes, 278
standard basis for Zn, 245
standard presentation, 172
standard simplex, 149, 340
star-shaped, 202
stationary homotopy, on a subset, 186
Steinitz, Ernst, 155
stereographic projection, 56, 81, 194

and one-point compactification, 125
straight-line homotopy, 186
strictly increasing, 392
string theory, 16
strong deformation retract, 200
strong deformation retraction, 200
structure theorem, automorphism group, 310

normal case, 310
simply connected case, 310

subbasis, 47
subcategory, 210

full, 210
subcomplex

of a CW complex, 133
of a simplicial complex, 150

subcover, 37, 94
countable, 37

subdividing a polygonal presentation, 169
subdivision of a simplicial complex, 155
subdivision operator, singular, 361
subgraph, 257
subgroup, 401

generated by a subset, 402
normal, 403
of a cyclic group, 405
of a free abelian group, 245
of a topological group, 77, 81, 84

sublevel set, 117
subordinate to a cover, 114
subsequence, 392
subset, 382



Subject Index 431

proper, 382
subspace, 49

closed subsets of, 50
of a first countable space, 53
of a Hausdorff space, 53
of a metric space, 50
of a second countable space, 53
of a subspace, 52

subspace topology, 49
basis for, 51, 53
characteristic property of, 51
uniqueness of, 59

sum
categorical, see coproduct
direct, 402
pointwise, 62

superset, 382
proper, 382

support of a function, 114
supremum, 390
surface, 2, 159

classification of, 6, 174, 267
fundamental group of, 265

abelianized, 266
homology of, 372
nonorientable, 181
of genus n, 181
of revolution, 57
orientable, 181
polygonal presentation of, 172–173
Riemann, 11
universal covering of, 322

surface presentation, 168
and fundamental group, 264

surjection, 388
surjective, 388
symmetric relation, 385
symmetry of a metric, 396

target of a morphism, 209
terminal point of a path, 186
terminal vertex

of an edge, 167
of an edge path, 258

tetrahedron, 148
theta space, 203
Thurston geometrization conjecture, 7
Thurston, William, 7
Tietze, Heinrich, 155, 243
time variable, 187
tofu sandwich theorem, 303
topological boundary, 43
topological category, 210

pointed, 210

topological dimension, 116
topological embedding, 54
topological group, 77, 84, 123

discrete, 77
discrete subgroup of, 313
fundamental group of, 214
product of, 77
quotient of, 84
subgroup of, 77, 84

topological invariance
of compactness, 95
of connectedness, 88
of the Euler characteristic, 373
of the fundamental group, 197
of the singular homology groups, 344

topological invariant, 5
topological manifold, 39
topological property, 4, 28
topological space, 20

pointed, 210
topologically equivalent presentations, 168
topologically equivalent spaces, 28
topologically equivalent subsets of Rn, 3
topologically homogeneous, 78, 156
topologist’s sine curve, 90, 92, 123
topology, 4, 20

algebraic, 6
discrete, 21
disjoint union, 64
Euclidean, 21
generated by a basis, 34
generated by a metric, 21
generated by a subbasis, 47
metric, 21
on a set, 20
product, 60
quotient, 65
relative, 49
subspace, 49
trivial, 21

tori, see torus
torsion element, 246
torsion-free, 246
torsion subgroup, 246
torus, 62
2-dimensional, 62
as a coset space of Rn, 81
as a quotient of the square, 66, 101
as a topological group, 78
coverings of, 314, 316
Euler characteristic of, 179
fundamental group of, 226, 265
homeomorphic to doughnut surface, 63, 101
homotopy classification of maps of, 231
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is connected, 90
is not simply connected, 198
n-holed, 166
n-dimensional, 62
presentation of, 168
triangulation of, 157
universal covering of, 298, 322

total ordering, 385
totally ordered set, 47, 385
transformation, elementary, 169
transitive G-set, 288
transitive action of a group, 79
transitive relation, 385
translation

in Rn, 28
left or right, in a group, 78

transpose of a linear map, 211
tree, 258, 273

is contractible, 258
maximal, 259
spanning, 259

triangle inequality, 125, 396
for the hyperbolic metric, 337

triangulable, 151
triangulation, 151

of 1-manifolds, 151
of 2-manifolds, 151
of 3-manifolds, 151
of Œ0;1/, 151, 154
of xBn, 150, 154
of R, 151, 154
of S1, 151, 154
of Sn�1, 151, 154
of a regular CW complex, 158
of higher-dimensional manifolds, 152
of the torus, 157

trivial edge path, 258
trivial group, 401
trivial topology, 21

basis for, 33
tube lemma, 95
turning the sphere inside out, 5
twisted edge pair, 175
Tychonoff’s theorem, 97

U-small chain, 360
uncountable set, 391
unfolding a polygonal presentation, 170
uniformly continuous, 215
union, 382

connectedness of, 88, 90
countable, 393
disjoint, 64–65, 385, 394
of an indexed family, 392

of closed subsets, 23, 397
of open subsets, 20, 397

unique lifting property, 220, 282
uniqueness

of covering spaces, 296
of free abelian groups, 249
of free groups, 240
of free products, 239
of quotient spaces, 72
of the abelianization, 275
of the product topology, 61
of the quotient topology, 71
of the subspace topology, 59

unit ball, 21
closed, 22, 43
is homeomorphic to Rn, 28
open, 21

unit circle, 22
unit disk, 22
unit interval, 21, 66
unit sphere, 22, 55
unitary group, 10

special, 10
unity, partition of, 114–115
universal coefficient theorem, 375
universal covering, 298

existence of, 298–301
of compact surfaces, 322
of projective space, 298
of the circle, 298
of the Klein bottle, 322
of the n-holed torus, 327
of the n-torus, 298
of the projective plane, 298, 322
of the torus, 298, 322

universal mapping properties, 213
upper bound, 386

least, 386
upper half-space, 42
Urysohn’s lemma, 112

value of a function, 386
variety, algebraic, 12
vector analysis, 8
vector field, 230, 368

index of, 231
on a sphere, 368
winding number of, 231

vector in Rn, 395
vector space, 395

category of, 210
vertex

initial, 167, 258
of a graph, 134, 257
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of a polygon, 162
of a presentation, 167
of a simplex, 148
of an abstract simplex, 153
terminal, 167, 258

vertex map, 152, 153
vertex scheme, 153
vertex set of an abstract complex, 153
vertices, see vertex
volume, 304
von Neumann–Bernays–Gödel set theory, 384

weak topology, 132
wedge sum, 67, 74, 215

fundamental group of, 255, 256
homology groups of, 379
of Hausdorff spaces, 68

well-ordered set, 122, 386
well-ordering theorem, 122, 393

winding number, 217, 224, 230
in the punctured plane, 226
of a vector field, 231

word, 166, 234
empty, 234
equivalence of, 235
product of, 234
reduced, 235

word problem, 243
world sheet, 17

Zermelo–Fraenkel set theory, 381
zero-dimensional Euclidean space, 38, 395
zero-dimensional homology, 346
zero-dimensional manifold, 39
zero set of a function, 116
ZFC set theory, 381
zigzag lemma, 356
Zorn’s lemma, 393
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