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1
I N T R O D U C T I O N
Embracing the Power of Assessment 

Can we have not simply writing-across-the-curriculum but also writing-assess-
ment-across-the-curriculum? If the Department of Writing could model this for 
the rest of us, that would be great. 

This question, asked in an e-mail from a dean at a liberal arts college to the 
composition director, illustrates just how central writing and writing assess-
ment have become to discussions about institutional assessment goals and 
practices that are occurring at colleges and universities across the country 
(and around the globe). When considered within a historical context, the 
contemporary embrace of writing as a means for evaluating learning out-
side of the composition classroom is not surprising. Writing, after all, has 
been linked to large-scale assessment ever since college entrance examina-
tions evolved from oral tests of literacy abilities to written ones (Brereton 
1995; Elliot 2005; Trachsel 1992) and is still a component of entrance eval-
uations at most institutions of higher education. Writing frequently plays a 
role in campus-wide assessments of individual student achievement as well, 
through rising-junior exams, graduation tests, and other competency certi-
fications (Haswell 2001a; Murphy, Carlson, and Rooney 1993). 

That a composition director would be included in discussions about 
institutional assessment is not surprising either, given that more and more 
program-level administrators are being asked to provide information for 
campus-wide self-studies and accreditation reviews. Colleges and universi-
ties are under such pressure these days to demonstrate the quality of their 
programs that it is rare for any administrator to be excluded from calls for 
assessment data of one kind or another. This is especially true for writing 
program administrators, who typically participate in cross-curricular gen-
eral education initiatives by way of coordinating introductory composition 
courses and supporting the instructors who teach them. 

What is, perhaps, most compelling about the e-mail query is the implic-
it message, conveyed by the second sentence, about the potential role of 
the composition director in the broad-based assessment this dean is begin-
ning to imagine. The dean seems not to be ordering or cajoling the writing 
program administrator (WPA) to fall in line with an assessment regimen 
that has already been envisioned (as higher-ed administrative lore might 
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encourage us to expect) but rather inviting the WPA to take an active part 
in designing and facilitating what promises to become a significant cam-
pus-wide initiative. 

The proposition embedded within this e-mail is an important one 
indeed. As research shows, writing assessments do much more than simply 
allow administrators to demonstrate that their institutions, departments, 
and programs are successful; they have the power to influence curriculum 
and pedagogy, to categorize teachers and writers, and, ultimately, to define 
“good writing” (e.g., Hillocks 2002; O’Neill, Murphy, Huot, and Williamson 
2005). In fact, specific writing assessments, especially those perceived to 
have high stakes for students and teachers, function as what Deborah 
Brandt (1998) calls “literacy sponsors” because they encourage and sup-
port the development of certain types of writing and writing abilities over 
others. In short, a department-level administrator who embraces assess-
ment—especially the kind of assessment that extends beyond the boundar-
ies of her specific program—is in a position not only to help set the agen-
da for campus-wide assessment initiatives, but to affect, even “transform,” 
teaching and learning across the university community (Bean, Carrithers, 
and Earenfight 2005).

Unfortunately, while the particular WPA in this real-life scenario under-
stood the positive aspects of involvement and was willing to help her dean 
think through how a college-wide writing initiative might be used, simulta-
neously, to evaluate learning across campus, many writing program admin-
istrators are not inclined to assume an active role in assessment—even 
when department chairs or deans show confidence in their doing so. A key 
reason for the reluctance is that while the negative aspects of program-lev-
el assessment are well known (and well publicized through listservs, confer-
ence presentations, and articles), the positive potential remains, to a large 
degree, unrealized—both by individual writing specialists and by composi-
tion and rhetoric, at large. 

This guide is intended to help address what we see as both a serious 
problem and an overlooked opportunity: just as writing program admin-
istrators (and writing faculty, in general) are being asked to assume more 
responsibility for large-scale assessment, many are uninspired—or unpre-
pared—to do so. Some resist the very idea of assessment efforts that seem 
externally motivated and, thus, ultimately unconcerned with improving 
student learning. Others struggle to justify the time and effort needed for 
an activity that often appears extraneous to the work they were hired to do 
(e.g., coordinate courses, supervise instructors, teach, conduct research, 
advise students, and so on). Still others understand the potential impor-
tance and relevance of large-scale assessments but have trouble making 
them work for their programs, faculty, and students. 



Introduction   3

We seek to meet the needs of a wide range of colleagues—those who 
direct (or help direct) writing programs and those who teach within 
them, those who are resistant to assessment generally and those whose 
prior experience with poorly conceived or inappropriate assessments 
has made them suspicious or cynical, and those who want to participate 
in—or even lead—large-scale assessment efforts but don’t possess the 
knowledge to do so confidently or well. Our aim is not to minimize the 
challenges associated with assessment (there are many) but to help read-
ers confront and contextualize these challenges so they will feel able to 
design and facilitate assessments that support the educational goals of 
their institutions and, in the process, enhance teaching and learning 
within their departments and programs. Because assessment is central to 
teaching and learning in general (Johnston 1989; Moss 1992; Shepard 
2000) and to writing in particular (Huot 2002; White 1994), and because 
the stakes are so high for faculty and students, WPAs and their composi-
tion and rhetoric colleagues must find ways to help promote meaningful 
assessments and participate in the powerful acts of analyzing and using 
results. This guide’s key contention is that creating the conditions that 
support meaningful assessment hinges on appreciating not only the range 
of available assessment practices but understanding the history and the-
ories informing those practices as well as the critical components of our 
particular teaching contexts. 

C O N F R O N T I N G  T H E  C H A L L E N G E S

As writing program administrators and faculty understand, far too often 
assessment initiatives are imposed from the top-down, rather than invited 
or encouraged. When assessment is imposed (or perceived to be imposed), 
its relevance may not be apparent. This is especially the case when people 
outside of a program (a dean, provost, or institutional effectiveness direc-
tor) dictate the parameters of the assessment (e.g., the purpose(s), guiding 
question(s), and methods for data collection, analysis, reporting, and even-
tual use). An assessment that is not framed by questions important to the 
program administrators and faculty gathering the data and whose results, 
therefore, may not seem meaningful likely will be viewed as pointless busy-
work, completed simply to help others fill in the blanks of reports that, if 
they are read at all by decision-makers, will never be acted upon. Worse yet, 
if the purposes, audiences, and implications of externally initiated assess-
ments are not made clear, program administrators and faculty may assume 
that results will be used in undesirable ways, for example, to exclude stu-
dents, monitor faculty, and control curriculum, as has too often been the 
case at higher-ed institutions (e.g., Greenberg 1998; Gleason 2000; Agnew 
and McLaughlin 2001). 
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Negative feelings about assessment can be further exacerbated when 
program administrators are unfamiliar with possibilities for approaching 
large-scale assessment, as well as the key concepts, documented history, 
and recorded beliefs associated with various approaches. This unfamiliarity 
is reflected in multiple ways—through urgent postings on disciplinary list-
servs asking for the “best way” to assess student work for course placement 
or curricular review, through assessment workshops in which program 
directors clamor for practical advice on how to confront administrative 
assessment mandates, and through the now-ubiquitous short articles in the 
Chronicle of Higher Education and elsewhere about tensions between various 
constituencies (e.g., faculty, university administrators, legislators) over the 
presumed “validity” and/or “reliability” of particular assessment methods. 

Unfortunately, even the most informed responses to public pleas for 
assistance or reassurance do not magically solve the crises because, as 
assessment scholars know, good assessments are those that are designed 
locally, for the needs of specific institutions, faculty, and students. As a 
result, well-intentioned pleas often lead to poor assessments, which, in a 
circular way, can reinforce bad feelings about assessment generally. As Ed 
White (1994) and others have suggested, when writing program adminis-
trators are not knowledgeable or confident enough about assessment, they 
become vulnerable to individuals and agencies whose beliefs, goals, and 
agendas may not support writing curricula, pedagogy, and faculty, and may 
in fact conflict with what we define as best practices. Core disciplinary activ-
ities and values can be undermined by writing assessments that are at odds 
with what our scholarship supports. In short, when policymakers, universi-
ty administrators, and testing companies—instead of knowledgeable WPAs 
and faculty members—make decisions about writing assessment, we risk 
losing the ability to define our own field as well as make decisions about 
our programs and students.

Unfamiliarity with approaches to large-scale writing assessment is under-
standable, given that many people charged with administering writing pro-
grams and facilitating program assessments do not have degrees in compo-
sition and rhetoric. A survey of composition placement practices conduct-
ed in the early 1990s indicated that while 97 percent of writing programs 
are administered by full-time faculty, only 14 percent of these administra-
tors had a degree in composition and rhetoric or were pursuing scholar-
ship in writing assessment (Huot 1994, 57–58). Similarly, research conduct-
ed later in the decade on employment prospects for composition and rhet-
oric specialists, indicated that there were more jobs in the field than special-
ists available to fill them (Stygall 2000). Given the relative stability of com-
position requirements over the past ten years and the concurrent reduc-
tion of tenure-track professorial lines nationwide, it is reasonable to expect 
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that the number of non-specialists directing writing programs has increased 
(and will account for a large portion of the readership for this guide). 

Yet, even a degree in composition and rhetoric does not guarantee 
familiarity with key aspects of writing program assessment. Though many 
writing administrators and faculty matriculated through composition and 
rhetoric programs that grounded them in composition theory and peda-
gogy, most are not familiar with the literature on large-scale assessment, 
nor did they take part in this type of assessment during graduate school. 
Sometimes the opportunities simply do not exist for gaining expertise 
and experience. Graduate courses that focus on assessment are relatively 
rare, for instance, and while teaching assistants may take part in large-scale 
assessments by reading placement portfolios or submitting sample first-
year composition papers to the WPA, they aren’t often asked to help design 
such assessments. When opportunities to learn about or participate more 
fully in assessment are provided, students do not always take advantage of 
them; despite evidence to the contrary, students do not believe they will 
ever need to know more than the assessment “basics” to succeed in their 
future academic roles. 

As most experienced composition and rhetoric professionals know, 
however, many (if not most) positions in the field—whether tenure-line 
or not—include an administrative component, either on a permanent 
or rotating basis. In addition to highlighting general employment trends 
in the field, Gail Stygall (2000) notes that 33 percent of the composition 
and rhetoric positions advertised in 1998 included some form of adminis-
tration—nearly a 10 percent increase since 1994 (386). Our more recent 
analysis of job ads suggests that the current percentage of positions requir-
ing administration is more than 50 percent. Given that writing program 
administration of any kind necessarily involves assessment of curricula, stu-
dent achievement, and/or faculty performance, it is reasonable to assume 
that a majority of composition and rhetoric specialists will not only end up 
administering programs but assessing them, whether or not they are suffi-
ciently prepared to do so. 

Without a background in large-scale assessment, WPAs and their compo-
sition and rhetoric colleagues may find concepts typically associated with 
such assessment strange and intimidating. Having developed their profes-
sional identities within the humanities, for the most part, they may cringe at 
references to “measuring” or “validating,” which reflect a traditional social-
science perspective. Though scholarship on writing assessment offers ways 
of negotiating liberal-arts values with those from the sciences, and though 
publication of such scholarship has increased significantly over recent years, 
it often goes unread. Until recently, much of the most useful literature was 
difficult to find, appearing in a seemingly scattered way in essay collections 
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and journals focused on topics other than large-scale assessment. The more 
accessible literature, though not irrelevant, has often been of the “tool-box” 
type, focusing on methods used by a particular department or program 
with scant discussion of supporting research and theory. As a result, many 
writing specialists are confronted with terms, definitions, and interpreta-
tions imported from other disciplines with little knowledge about how they 
should be applied to situations that require evaluation of writing abilities, 
development, and instruction. Thus, many are left feeling unprepared to 
argue for the kinds of assessments that make sense on an intuitive level or, 
more likely, argue against those that appear inappropriate. 

A N  I L L U S T R AT I O N

Cindy’s early-career narrative provides a good illustration of how frustrat-
ing it can be to possess a basic understanding of current writing assessment 
practice, without having a real familiarity with assessment history and the-
ory. Like many composition and rhetoric specialists, Cindy was hired right 
out of graduate school to direct a substantial writing program at a mid-
sized university. The three years of practical administrative experience she 
obtained as a PhD student, along with the courses she took in composition 
theory and pedagogy, prepared her well to take on many of the challenges 
of her first position, including hiring, course scheduling, and faculty devel-
opment. Unfortunately—and largely due to her own decisions (e.g., elect-
ing not to take her program’s course in assessment)—her graduate-school 
apprenticeship did not fully equip her for what became one of the most 
important aspects of her position: designing, arguing for, and facilitating 
meaningful large-scale assessments. 

During her first semester (fall 1998), Cindy was confronted with sev-
eral assessment issues that needed to be addressed. Among these was a 
writing-course placement process that relied on a computerized multiple-
choice exam taken by students during summer orientation. Many faculty 
and students complained about the exam, which seemed inappropriate in 
many ways. Among other problems, the exam rested on the assumption 
that students’ ability to write well in college courses correlated with their 
ability to correctly answer questions about grammar and usage. However, 
because student placement was a university issue, affecting faculty, staff, 
and administrators outside of the English Department, Cindy and her col-
leagues could not just make changes unilaterally. In addition to speaking 
to other faculty within their department, they would need to consult staff 
in the testing office, the VP of student affairs, and other departments, 
such as mathematics, that relied on a similar placement test. They would 
need to convince others that the test was problematic and that there were 
viable alternatives.
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Having participated in a program assessment as a graduate student and 
taken pedagogy courses that addressed classroom assessment practices, 
Cindy understood that direct methods for assessing student writing (i.e., 
methods that require students to actually write) are preferred in the com-
position and rhetoric community to indirect methods like multiple-choice 
exams. This preference seemed consistent with classroom assessment meth-
ods promoted by prominent scholars at the time—methods such as port-
folio evaluation and holistic scoring. The problem was that others outside 
her department—those who were familiar with standardized testing but 
not with writing assessment—pointed to validity and reliability data offered 
by the exam manufacturers as reason enough to keep the test as it was.

Though she was suspicious of data provided by the very agency that prof-
ited from her school’s use of the exam and uncomfortable with the compa-
ny’s context-deficient definitions of validity and reliability, Cindy could not, 
with any confidence, argue against the data. Because she was unfamiliar 
with the history of writing assessment, she did not know that tests are most 
often chosen not for their “ability to describe the promise and limitations 
of a writer working within a particular rhetorical and linguistic context” 
(Huot 2002, 107), but because they are a cheap, efficient means of sorting 
people into convenient categories. Further, because she did not know that 
there were alternative, context-oriented definitions of validity and that reli-
ability statistics alone say nothing about a test’s appropriateness, she could 
not confidently question the test manufacturer’s use of these terms or her 
university’s belief in their persuasive power. Though she was, in the end, 
able to convince the testing office to add some background questions to 
the test—questions aimed at gathering information about students’ actu-
al writing experience—the test itself remained (and ten years later still 
remains) essentially unchanged.

Fortunately, as Cindy was struggling with these issues, Brian and Peggy 
were working steadily to help administrators like her become more aware 
of the options available for assessment as well as the historical and the-
oretical assumptions informing them. Through Conference on College 
Composition and Communication workshops, edited collections, and arti-
cles, they and other scholars were developing a disciplinary literature that 
would allow administrators to both make informed assessment decisions 
and discuss their merits and drawbacks with others. The fact that Cindy 
was able to achieve some success with the placement process and to facili-
tate other important assessment initiatives during her first years as a WPA, 
was due to her willingness to read some of the more accessible assessment 
scholarship being published (such as Brian’s 1996 CCC article “Toward a 
New Theory of Writing Assessment”) and ask Peggy for details about the 
many panels and workshops that she and Brian were organizing to help 
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WPAs understand connections among assessment practice, research, and 
theory. Still, it was not until very recently (during the summer of 2006) that 
Cindy took the time to sit down and read the assessment literature, both 
within composition and rhetoric and in other, ancillary, fields and begin to 
fully appreciate how much better her assessment practice could have been 
over the years if she had truly understood the assumptions informing it.

What has bewildered all of us—and inspired this current volume—is 
that Cindy’s experience is both all-too-typical and, in terms of her efforts 
to educate herself about history and theory, problematically atypical. We 
have discovered that even those faculty and administrators who do recog-
nize the importance of assessment, are willing to do it, and know the basics 
of large-scale assessment often have trouble translating their understand-
ing and knowledge into assessments that work. As is true with classroom 
teaching, it is one thing to possess a general sense of the assumptions sup-
porting particular methods; it is another thing to be able to enact beliefs 
and values in consistently productive ways and convince others of their suc-
cess (or the potential for it).

C O N T E X T U A L I Z I N G  T H E  C H A L L E N G E S

As we’ve thought over the last few years about what kind of resource would 
be most useful to writing administrators and faculty who are poised to 
design and conduct large-scale assessments, we have often returned to our 
own experiences and to the assessment stories that appear throughout the 
composition and rhetoric literature (many of which inform later chapters). 
What we’ve determined is that while assessment is never simple, it can be 
quite meaningful and very gratifying—if the faculty designing and conduct-
ing the assessment are able to contextualize it in a variety of ways. Those 
who are successful with assessment are able to perceive it as integral to their 
work as teachers and scholars (and to help others see it this way), under-
stand it within a larger historical and theoretical framework, and negoti-
ate various aspects of the local institutional, departmental, or programmat-
ic situation. 

The Professional Context

Writing administrators and faculty who experience success with large-
scale assessment are not only able to see the relevance of the assessment 
to their department or program but to their own professional lives. One 
way to achieve this feeling of connectedness is to resist the temptation to 
perceive assessment as something separate from teaching, research, and/
or writing and view it as an important vehicle for purposeful, sustained 
inquiry that will help reveal the value and impact of more traditional aca-
demic work. Scholars like Duane Roen, who highlight the links between 
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administration, in general, and other professional activities, have helped 
lay the foundation for such a view. As Roen (1997) argues, writing pro-
gram administration almost always requires teaching, or the ongoing sup-
port of teaching, through various TA- and faculty-development initiatives. 
Further, in order to succeed at “the teaching of other teachers,” WPAs must 
keep up with the scholarship in their own field as well as the fields of col-
leagues outside of writing or English who are participating in cross-disci-
plinary writing initiatives (44). 

Drawing upon Ernest Boyer’s “reconsideration” of the traditional dis-
tinctions between teaching, scholarship, and service, Roen goes on to 
explain that while administrative activities may not result in refereed pub-
lications, they often require just as much, or even more, original research 
and writing (in the form of “hundreds of reports, memos, and letters” writ-
ten each year), synthesis of others’ published ideas, and applicability to the 
“‘consequential problems’” of teaching and learning (44, 52–53). Our con-
tention, in this guide and elsewhere (see, for example, Huot and Schendel 
2002), is that within the general framework of administration, large-scale 
assessment presents one of the best arguments for appreciating the inter-
sections among various professional activities in the ways that Roen, Boyer, 
and many others suggest. Because in order to be valid, assessments must 
generate data that are ultimately used to improve learning, they necessarily 
inform teaching. Additionally, because sound assessment practice involves 
articulating hypotheses or guiding questions, choosing methods appropri-
ate for answering the questions, systematically analyzing results, and shar-
ing findings in a manner that will allow others to use them, it is similar to 
any other scholarly endeavor. In fact, while administration, on the whole, 
may seem to fit best within Boyer’s “scholarship of application” (Roen 
1997, 53), we hope to show in subsequent chapters that the most meaning-
ful—and far-reaching—assessment efforts can be considered within any of 
his scholarly categories, whether they highlight original “discovery,” “inte-
gration” of published research and theory, “application” to community 
problems, or classroom teaching.

The Disciplinary Context

While writing specialists take for granted the importance of understand-
ing the values and beliefs that inform classroom instruction, many neglect 
to consider theory-practice connections when designing or overseeing 
large-scale assessments. In fact, if professional listservs like WPA-L are any 
indication, many writing program administrators and faculty are unaware 
that, as with teaching, every approach, every methodological choice, is nec-
essarily imbued with decades of discussions about adequacy, appropriate-
ness, and implications—the conversations that comprise the history and 
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theory not only of educational assessment but of our discipline and other, 
related disciplines. As suggested earlier in this chapter, it is not uncommon 
to see posts to professional listservs that ask for the “best way” to place first-
year students or evaluate programs without any recognition that what is 
“best” depends not only on the particular purpose of the assessment but on 
the specific context (e.g., institutional mission, students, faculty) and the 
potential impact on teaching and learning. In fact, these general tenants 
form the basis of current writing assessment theory. Beyond being “acces-
sible,” or transparent to everyone involved, meaningful assessment design 
requires that the assessment be site-based, locally controlled, context-sensi-
tive, and rhetorically based (Huot 2002, 105). It also should be consistent 
with current research and theories on language learning and literacy. 

Though sometimes difficult to translate into effective assessment prac-
tice, knowledge of theory (and the history behind it) is essential for suc-
cess. As with teaching, theory is what allows us to make informed choic-
es, to adapt methods to different situations and to convince others, such 
as faculty peers, upper-level administrators, and students, of the appropri-
ateness of our decisions. History helps us appreciate why, at a given time or 
place, some strategies are preferred or promoted over others. As chapter 2 
suggests, for example, it can be very useful to understand, and be able to 
explain, that writing and large-scale assessment of learning have been linked 
since 1874, when Harvard instituted the first written English composition 
entrance exams and, as a result of these exams, the first required composi-
tion courses. In fact, as a field, composition studies was, in essence, created 
in response to large-scale assessment (O’Neill 1998). Further, it is helpful 
to know that contemporary approaches to assessment have not evolved in a 
neat, linear way since the late 1800s, from those that were inappropriate to 
those that are more meaningful. On the contrary, far from being a series of 
“waves” with different focuses or emphases that can be discretely identified, 
the history of writing assessment is much more web-like, with trends cycling 
in and back as a result of ongoing negotiations among various groups 
including educators, researchers, test designers, and legislators whose views 
reflect, to a large degree, broader social and political pressures. 

In addition to understanding history well enough to contextualize cur-
rent methods, WPAs benefit greatly from understanding the theoretical 
trends that reflect that history. Cindy’s story offers compelling examples 
of how the quality of an assessment can be compromised when underly-
ing assumptions are not clear or conflict with what we know about literacy 
and learning. If she had understood the points made in chapter 3 about 
the complexity of validity, for example, or the insufficiency of reliability, 
she would have been able to more confidently argue against the data pro-
vided by the computerized placement test manufacturers. At the very least, 
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she may have been able to convince upper-level administrators to consid-
er the data within context—as a partial representation of a particular stu-
dent’s abilities to perform isolated tasks that bear little resemblance to the 
content of any course the school was offering.

The Rhetorical Context

While assessment-related texts, such as prompts, criteria, and respons-
es, are subject to rhetorical analysis, the assessment itself also needs to be 
considered within a rhetorical framework (Huot 2002). Those who expe-
rience success with assessment understand it as a rhetorical act, involv-
ing consideration of exigency, purpose, and audience. From a rhetorical 
standpoint, it becomes important to ask questions such as “What is moti-
vating assessment at a particular moment?” and “What is the ultimate pur-
pose or purposes in terms of teaching and learning?” For example, there 
may be a pressing assessment need, such as accreditation review. Or there 
may be less formal reasons for assessment, such as curiosity on the depart-
ment’s part to discover the effect of first-year composition on students’ 
attitudes toward writing or a practical desire to determine if the extra 
resources devoted to the basic writing courses are a worthwhile use of the 
department’s limited resources. In these situations, the ultimate goal is to 
improve teaching and learning, but the specifics of each require different 
ways of defining what improved learning means, which requires attention 
to the local culture—the values, beliefs, and perceptions that characterize 
a particular institution, department, or program. 

To understand the local culture, those charged with conducting assess-
ment need to gather demographic as well as attitudinal information. As 
chapter 4 demonstrates, the best assessments are not only informed by his-
tory and theory but designed with particular programs, courses, faculty, 
and students in mind. It is quite common for WPAs and faculty charged 
with large-scale assessment to look toward other schools and programs for 
model approaches and methods. While considering what others have done 
can be a good starting place, models must be carefully adapted for the local 
context. An exit exam used successfully at a small liberal arts college may 
not generate any useful information about students at a large comprehen-
sive university if it is simply transplanted without thoughtful modification. 
First, the curricula and instruction supporting, or leading up to, the exam 
would likely differ between the two schools. Further, the backgrounds and 
attitudes (e.g., toward school and testing) of students might differ con-
siderably, which would not only influence the results themselves but the 
meaning of those results.

When designing an assessment, then, it is necessary to ask questions about 
the general purpose of the assessment but also about curriculum—and its 
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relationship to the assessment (e.g., “How will our data inform our cours-
es?”), about faculty (e.g., “How will instructors participate in assessment 
and make use of assessment results?”), and about students (e.g., “Who are 
our students?” “What writing experiences and abilities do they have, and 
how do we know?”). Also, because upper-level administrators may need to 
be convinced of the value of a particular assessment and/or the relevance 
of the data, WPAs and faculty benefit from asking questions about this 
particular audience—questions about their disciplinary backgrounds, for 
example, their beliefs about teaching and learning, and their perceptions 
of assessment. Even understanding administrative preferences for how data 
should be analyzed and reported can be essential in ensuring the ultimate 
success of an assessment. 

In these ways, the work conducted to design a meaningful, theory-
grounded assessment is much like ethnographic research pursued to 
understand writers, writing, and writing cultures. Though such inquiry 
need not be as labor-intensive as a formalized research study, it should be 
systematic and thorough enough to generate useful results. 

Practice in Context

Many readers have probably noticed by now that, unlike other books on 
teaching, research, administration, and, especially, assessment, this guide 
provides information about the ever-evolving assumptions informing good 
practice before it discusses specific approaches and methods. As should be 
clear by now, our organizational scheme reflects our concern that while 
those charged with assessment may know—or have easy access to—the 
range of available practices, they are not typically familiar with the assump-
tions that inform these practices and, as a result, are often unable to apply 
them in meaningful, useful ways. Also, though we have devoted half of this 
guide to various assessment practices, we are careful in our more practical 
chapters to regularly connect back to the history, theory, and contextual 
factors described in the first part. We hope that this strategy reinforces our 
belief that, in order to work well, practices should not—cannot—be consid-
ered outside historical, theoretical, and situational scenes. 

While readers will see that we do favor some assessment methods over 
others—because of our understanding of history and theory—we also rec-
ognize that the most theoretically informed practices do not always work 
and that sometimes “the ideal” must be compromised in order to get any-
thing done at all. In terms of placement and exit assessments, for exam-
ple, institutional constraints may affect the kind of approach that can be 
used. Though it might be ideal to place students into first-year composi-
tion courses based on multiple samples of writing (as is the case with port-
folio-based placement), it may not be realistic for programs situated at very 
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large universities, where first-year classes comprise several thousands of 
students, or at any institution that is unwilling to support such an assess-
ment by, for example, paying faculty readers or requiring portfolio-submis-
sion fees. Readers will see that, throughout the guide, we demonstrate an 
awareness of what individual WPAs and faculty members can reasonably 
be expected to do and what particular contexts can support or “tolerate.” 
That said, the guide also shows, through both examples and analysis, that 
there is often more room for negotiating toward ideal assessments than a 
WPA may initially assume. 

Because there are numerous resources available to assist faculty in assess-
ing the writing of individual students in particular classrooms, we have cho-
sen to focus on approaches to the kinds of assessment that typically hap-
pen outside of individual classrooms: placement evaluation, exit examina-
tion, programmatic assessment, and faculty evaluation. Our means for cat-
egorizing the content of the second part of the guide should not imply that 
the assessment approaches we discuss are separate from classroom assess-
ment (in fact, for assessment to work at all it should be able to inform the 
teaching and learning that goes on in specific classrooms); and certainly 
these approaches are not separate from one another. Obviously, informa-
tion gathered through placement assessments should inform curricula and 
faculty development, just as observations about instruction should inform 
analyses of exit-testing results. Still, each type of assessment will be guided 
by an overriding purpose, with methods chosen and results used primarily 
in accordance with that purpose.

To supplement practice-oriented chapters, we also provide appendices, 
which include sample materials that can be modified for particular assess-
ments, short readings that can inform assessment design and help support 
arguments for meaningful assessments, an annotated bibliography for fur-
ther study, and a glossary of assessment terms. Taken as a whole, we hope 
that readers will see this book as both practical and theoretical, as a source 
to help you address a particular writing assessment need as well as a guide 
to help you continue to learn about writing assessment as a field of study. 
After all, writing assessment—as with educational assessment in general—
has become an increasingly significant activity in higher education, and 
writing faculty and administrators need to be informed assessment practi-
tioners to maintain and develop effective writing programs.
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Although many writing administrators and teachers are resistant to it, 
assessment is a powerful force—whether positive or negative—in the class-
room and beyond it. Because assessment can have deleterious effects on 
curriculum, teacher agency, and student learning, it is important for writ-
ing teachers and WPAs not only to be well informed about the nuts and 
bolts of writing assessment practices but also to understand the social, tech-
nical, and historical forces that shape current writing assessment theory 
and practice. 

Understanding writing assessment and harnessing its power to improve 
teaching and learning requires understanding its history. The notion of 
writing assessment history that we present here is both complicated and 
generative, and it is necessarily partial. Although one might argue that all 
histories are partial and situated, these facts are not always acknowledged. 
Our reasons, however, for choosing specific incidents, historical figures, 
and topics are rhetorical and political in that their selection helps us tell 
a specific history of writing assessment, one that will be useful for writing 
teachers and program administrators. The events we choose to cover and 
the accounts we select to tell of this history favor certain theories of and 
positions about assessment. Our theoretical trajectories privilege the ways 
language and literacy function and the ways they are learned as well as their 
connections to the educational measurement community at large. For us, 
writing assessment should always be about improving writing instruction—
a strongly supported tenant of current validity theory. Although much of 
our account focuses on measurement history, we are mindful of the per-
spective of writing faculty and administrators, not only because they are 
our audience but also because we are, after all, WPAs and writing teachers 
ourselves. The more we learn about writing assessment, the more we real-
ize that those closest to the teaching of writing are able to make the most 
valuable assessment decisions (Broad 2003; Huot 2002; O’Neill 2003; Pula 
and Huot 1993; Smith 1993). However, this local and disciplinary exper-
tise cannot exist in a vacuum. Understanding the historical contexts for 
the development of writing assessment as a field and the roles of techni-
cal assessment concepts such as reliability and validity are crucial because 
assessment now, as well as in the past, is involved with assigning value and 
making decisions about access, opportunity, and resources. 
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F R O M  T H E  B E G I N N I N G 

What is the beginning of writing assessment? The Chinese administered 
written examinations hundreds of years ago. In 1840, Horace Mann called 
for written tests to replace oral examinations in the Boston schools. We 
could argue, though, that these were written exams but not really tests 
of writing per se. For that, we probably need to go to Harvard’s instantia-
tion of written exams in English composition for admissions in 1874. After 
these exams, Harvard’s English A (an early form of first-year composition) 
was established, and Wendell Barrett and his colleagues became some of 
the first compositionists. This relationship between writing assessment and 
required writing courses supports Peggy O’Neill’s (1998) contention that 
writing assessment exerted a strong influence on the creation and develop-
ment of composition as a field of work and study.1 Harvard’s practice was 
soon taken up by the majority of colleges in the northeast and by the turn 
of the twentieth century, the College Entrance Examination Board (CEEB) 
was established, and writing assessment as a funded, researched, and pro-
fessional field and industry was born.2 No longer were colleges creating 
their own exams. Writing assessment had been outsourced, and the CEEB’s 
long association with writing assessment began; it continues with the recent 
SAT that includes a scored writing sample being marketed for placement.

The development of CEEB, then, is part of the history of writing assess-
ment. However, accounts on how it developed vary, illustrating themes in 
assessment that still play out today. An early account of the establishment of 
the College Board (formerly the CEEB) written a decade or so ago by Paul 
Diederich (1996), an important historical figure in the development of 
writing assessment at the Educational Testing Service (ETS) for nearly four 
decades, focuses on the practical problem of individual, competing exams 
given independently by a range of colleges: “At that time each college set its 
own requirements and entrance examinations so that a student who wanted 
to go to Harvard had to go to Cambridge to take its examination, while one 
who wanted to enter Yale had to go to New Haven” (352). Diederich recalls 
the many problems with such a system, including complaints from parents 
who were told that a specific high school could only prepare students for a 
specific college’s entrance exam. According to Diederich, then, these com-
plaints and problems led the presidents of Harvard and Columbia to pro-
pose the establishment of what eventually became the CEEB.

1. Along with Peggy O’Neill’s dissertation, we also recommend Mary Trachsel’s book 
Institutionalizing Literacy for readers wanting to know more about writing assessments 
and their influence at postsecondary schools during the first part of the twentieth 
century. 

2. While the CEEB, like ETS, is a nonprofit corporation, it is nonetheless a corporation 
employing extensive marketing and management strategies to generate revenue. 
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Norbert Elliot (2005) tells quite a different story about the establish-
ment of the CEEB. The impetus for the CEEB, according to Elliot, came 
not from the colleges themselves but from the secondary schools that were 
preparing students to pass the individual exams to enter college. In fact, 
a high school English teacher was one of the primary authors and sup-
porters of the plan to create an organization that would centralize, super-
vise, and implement college admissions testing. As Elliot explains, in 1895, 
Wilson Farrand, headmaster of Newark Academy, was elected president of 
the Schoolmasters’ Association of New York and Vicinity. In his inaugural 
address, Farrand outlined the rationale and structure of an organization 
based upon five guidelines that would eventually become the CEEB. The 
first of Farrand’s guidelines included a certificate from the secondary insti-
tution documenting a student’s progress and achievements, which would 
guide the content and extent of the examination necessary for each stu-
dent; the other four guidelines focused on the examination itself. In 1899, 
under the direction of Nicholas Murray Butler, a dean from Columbia, 
the Association of Colleges and Preparatory Schools of the Middle States 
and Maryland proposed the establishment of the CEEB, and Farrand was 
named the first secretary. All but one of Farrand’s guidelines were incor-
porated in the structure of the CEEB. The missing guideline was the cer-
tificate from the secondary school that provided contextual information 
about the academic achievement of each student. 

These competing accounts of the establishment of the CEEB are inter-
esting for several reasons. For Diederich (1996), the establishment of the 
CEEB was about solving the problem of how to examine incoming college 
students and make admissions decisions. Naturally, the problem would be 
solved by the colleges’ upper administrators, which diminished the role of 
teachers. Diederich’s account also emphasizes a need for the practical and 
efficient examination of students, since the impetus for the exam is the 
ability to have one examination given in many localities for a variety of col-
leges to make admissions decisions. In this first version of how the CEEB 
came to be, teachers share no role, nor is teaching really an issue except 
in terms of preparing students to take specific exams, a problem the CEEB 
solved. In this respect, Diederich celebrates the creation of a separate orga-
nization for testing.

In addition to attributing the founding of the CEEB to Farrand, Elliot’s 
version is important for another reason: it includes what was omitted from 
Ferrand’s original proposal by the college-level participants. In his pro-
posed plan, a student’s high school would participate in the process of 
her college admission by certifying what she had learned in order to doc-
ument academic achievement and direct the kinds of admissions testing 
necessary. This was the only part of his proposal not adopted. This kind 
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of omission seems fairly important to our purpose in this history because 
it signals that over one hundred years ago, teacher judgments about stu-
dent preparation were found suspect. A test was assumed to be better at 
helping university admissions personnel make important, consequential 
decisions about students than judgments of secondary teachers. From the 
beginning (if the establishment of the CEEB can be called the beginning of 
writing assessment), teachers would have to struggle to be a part of impor-
tant decisions made on the basis of the assessment of student writing. In 
addition to the unequal power relationships and the unfounded faith in 
examinations, this omission of a student’s performance in high school is 
bad practice at the very least, since high school performance has, over the 
years, remained the best single predictor of success in college. In summa-
rizing the research on the ability of SAT scores and grades to predict col-
lege success, Peter Sacks notes, “Indeed, it is almost always the case in stud-
ies of the SAT effectiveness that high school grades are more powerful than 
any test score” (1999, 271). Nonetheless, faith in so-called objective mea-
sures of writing assessment persists. For at least one hundred years, then, 
reliable and valid writing assessment outside of a school context has been 
envisioned as a better source of evaluative information about students than 
teachers. Throughout the history of writing assessment, its integrity and 
value for educational reform and efficacy is usually examined in terms of 
its ability to be reliable and valid in a technical sense. Educational measure-
ment in general has defined itself and its history in terms of reliability and 
validity, as indicated in the Standards for Educational and Psychological 
Testing. The rest of our history is organized around reliability and validi-
ty and their influences on writing assessment, writing teachers, WPAs, and 
the teaching and learning of writing. 

R E L I A B I L I T Y

The two most important terms in educational measurement in gener-
al and writing assessment in particular have remained reliability and valid-
ity. Educational measurement as a field is about as old as writing assess-
ment itself. As writing assessment began in the late nineteenth century and 
culminated with the establishment of the CEEB at the turn of the centu-
ry, educational measurement began in the late nineteenth century with 
studies on human physical and mental properties exemplified by Wundt’s 
perceptual laboratory in Leipzig which produced physical data related to 
human behavior, such as how long it took a person to react to physical stim-
uli or how the eye moved when reading. At the turn of the century, laws 
were passed that mandated that all children attend school for a period of 
time. One of the results of these laws for mandatory universal education 
was a flurry of activity in mental testing supported by the, then, recent laws 
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requiring all children to attend some type of school for a minimum period 
of time. Existing schools were stretched with a population of students they 
did not know how to teach:

One consequence of the new laws in the United States was to bring into the 
schools for the first time large numbers of children whose parents did not have 
an education or were not native English speakers. . . . The new waves of pupils 
were exposed to curricula and academic standards that had been developed for 
a more select group of students, so the rate of failure rose dramatically, some-
times reaching 50 percent. (Thorndike 1997, 4) 

In addition to mandatory universal education, the entry of the United 
States into World War I less than two decades later created a need to sort 
the millions of men necessary to fight the war, and standardized testing 
was used to meet this need. The combination of the interest of a great 
many researchers in the, then, fledgling field of psychology and the need 
for an effective form of classification in the schools and military created a 
great deal of energy and activity that resulted in the creation of the field 
of intelligence testing and the test development industry. As we all under-
stand in the year 2009, the standardized test has become the tool not only 
for intelligence testing but for a wide range of achievement and aptitude 
assessments used to make high-stakes decisions about students and others. 
At times, testing seems like some grand illusion in the face of evidence 
that scores on writing tests can be predicted by how much students write 
(Perlman). We believe testing has never been able to muster enough evi-
dence to warrant its use in making important decisions about students, 
programs, and institutions. 

From the beginnings of both educational and psychological measure-
ment in general and writing assessment in particular, reliability—or consis-
tency—has been seen as a key issue. In the late 1890s, Charles Spearman 
devised the mathematical formula for correlations. This formula was 
important because it allowed test developers to draft various forms of the 
same test and to make sure the results were mathematically similar. As well, 
the statistical formula for correlations helped researchers and test devel-
opers know what measures produced similar results. In writing assessment, 
this formula was important because it helped to document in early stud-
ies, such as that reported by Daniel Starch and Edward Elliot (1912), that 
teachers could not agree on grades for the same papers. 

Because of the need for independent judges to read and judge writing, 
reliability has remained one of the most crucial aspects for writing assess-
ment: “Reliability refers to how consistently a test measures whatever it mea-
sures” (Cherry and Meyer 1993, 110). This definition assumes a differ-
ence between instrument reliability—the consistency of the overall scores, 
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usually measured by what scores the same test-takers received in multiple 
uses of the same test—from interrater reliability, which is the consistency 
of independent scorers who read and score student writing or other per-
formances. Although reliability is regularly expressed in numerical coeffi-
cients, this was not always the case. It was not until after World War I that 
reliability appeared in statistical and mathematical expressions and for-
mulas. During World War I, Carl Brigham, Robert Yerkes, Louis Terman, 
and others worked on testing and classifying millions of soldiers for the 
US Armed Forces (Elliot 2005). The development of the Army Alpha test, 
along with its database of millions of test scores, spawned the publication 
of thirteen other examinations in the 1920s and ’30s, including the SAT 
(Wasserman and Tulsky 2005). Testers became more adept at understand-
ing and applying the technologies that test the greatest numbers in the 
shortest time for as little expense as possible (Madaus 1994). 

In a very real sense, writing assessment history can be seen as a reli-
ability-driven march to more consistent (reliable) scoring—this is the way 
early reviews, like the one in Gottschalk, Swineford, and Coffman (1966, 
1–5) from the middle 1960s, described writing assessment. In other words, 
the problem for writing assessment (Huot and Neal 2006, 1) was “framed” 
(Schön 1982, 40) as what could be done to make independent readers 
agree on the same scores for the same papers. This is not an easy or incon-
sequential task. Without consistency in scoring, students’ scores on their 
writing would depend upon who read the papers rather than who wrote 
them. Without consistency in scoring, it would be impossible to argue for 
the validity of decisions based upon such scores. As Cherry and Meyer 
reiterate, “Reliability is a necessary but not a sufficient condition for validity” 
(emphasis in original, 1993, 110). To this day, scoring reliability and instru-
ment reliability are important aspects of validity inquiry into the decisions 
made on behalf of writing assessments.

While scoring reliability in writing assessment is undeniably important, 
it has been equally difficult to deliver. Up until the early 1930s, the CEEB 
consisted of essay exams in specific areas. In 1937, the CEEB began to 
experiment with administering in April the Scholastic Aptitude3 Test (SAT) 
for students who were applying for scholarships, since their admission 
information was needed more quickly than that of the regular population 
of students who sat for CEEB exams for an entire week in June and whose 
results were not available until late July. In 1939, the SAT option was made 
available to all students. By the beginning of the 1940s, the CEEB was con-

3. In the 1930s, the test was called Scholastic Aptitude, but this was revised to read 
Scholastic Achievement in the 1970s after it became apparent that coaching would 
help students produce higher scores, since presumably aptitude could not be altered 
by test preparation.
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vinced that the SAT exam provided useful information (better statistical 
correlations) for admissions with much less labor and expense and without 
the problems associated with consistency in scoring. When Pearl Harbor 
was attacked on December 7, 1941, the CEEB determined that this was the 
right opportunity to terminate the use of essay exams and implement the 
SAT for all students (Fuess 1967). Because of the current crisis and war, 
the CEEB argued that the new exams would provide a quicker turnaround 
for students who were being required to enter the military (Fuess 1967; 
Palmer 1960). By the end of December 1941, the CEEB announced that all 
CEEB examinations for the coming year would take place in April with the 
administration of the SAT. Because of outside pressure from writing teach-
ers unhappy with the termination of all essay exams for college admission, 
the CEEB agreed to offer the English Comprehensive Examination (ECT) 
in June to over two hundred institutions who requested it. The one-hour 
English test elicited a 500-word essay with:

No literary interpretation. No question involving reading background. No 
choice of topics. Only a theme. . . (Since the schools not only had to administer 
the test but read it, some of the English teachers may have lived to regret their 
vociferous outcries). (Palmer 1960, 12)

The official response to English teachers’ resistance to dismantling the 
essay exams of the CEEB comes from John Stalnaker, who was the board’s 
associate secretary in 1943 when he penned these words:

The type of test so highly valued by teachers of English, which requires the can-
didate to write a theme or essay, is not a worthwhile testing device. Whether or 
not the writing of essays as a means of teaching writing deserves the place it has 
in the secondary school curriculum may be equally questioned. Eventually, it is 
hoped, sufficient evidence may be accumulated to outlaw forever the “write-a-
theme-on” . . . type of examination. (Fuess 1967, 158) 

The sarcasm and rancor, not to mention the apparent support for a cur-
riculum without writing, is a bit startling to read. It’s also probably impor-
tant to note that Stalnaker’s call for a greater influence of multiple-choice 
testing in English classes seems prophetic given Arthur Applebee’s find-
ings in the late 1970s that writing had all but disappeared from the sec-
ondary curriculum (1981). Of course, we will not argue that Stalnaker or 
the SAT was the cause for the diminishing role of writing in high school 
English classes, but the status of writing assessment and the teaching of 
writing in the 1940s is probably a little different from what we are used 
to seeing in more current contexts, considering that the SAT, ACT, GRE, 
LSAT, and even the MCAT for medical school admission now all include 
a writing portion. It might also be argued that the implementation of 
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state-mandated writing tests and No Child Left Behind (NCLB) have influ-
enced high schools to spend more time teaching writing and preparing 
students to take writing tests. In addition to the acrimonious tone toward 
those who would insist upon looking at student writing for college admis-
sion, it’s important to note that the movement from essay testing to multi-
ple choice was predicated upon the crisis brought on by the Unites States’ 
entry into World War II. As with the universal requirement for education 
at the turn of the century or the need to classify recruits for the world wars 
or subsequent crises in literate behavior, the answer seems to be more and 
better assessment. In this way, the use of tests to solve real or perceived cri-
ses in writing and writing instruction limits the role of teachers or charac-
terizes them as conservative, recalcitrant obstructers of progress: 

Not even the obiter dicta of professional researchers could suppress the wide-
spread conviction that the writing of an essay offered valuable evidence as to a 
pupil’s ability to use and understand his own language. The defenders of this 
belief virtually forced the Board to add in 1943 a one-hour test in English com-
position to the group of achievement tests. (Fuess 1967, 159)

In 1947, the Educational Testing Service was founded, and the search 
for reliable ways to score student writing, especially for the English 
Composition Test (ECT), intensified:

A sincere attempt was made to give these teachers and critics the type of evalua-
tion instrument they wished . . . in 1951, 1952, and 1953, and . . . in 1954, 1955 
and 1956. Unfortunately, and perhaps inevitably, this ambitious attempt at a 
reliable essay foundered and sank on the reef of low reader reliability. (Palmer 
1960, 14)

Palmer’s obituary for reliable (and therefore valid4) writing assessment 
comes in 1960 after several years during the 1950s when CEEB and ETS 
researchers struggled in vain to produce reliable writing assessment (see 
Elliot 2005, 136–52). At this point, ETS and CEEB were no longer adminis-
tering writing tests that had students actually writing. Multiple-choice tests 
of grammar usage and mechanics that correlated well enough with essay 
scores were used instead. These tests were euphemistically called indirect 
measures of writing.

This “demise” of writing assessment, however, was short lived. Two block-
buster studies from ETS changed the face of writing assessment perma-
nently. In 1961, Paul Diederich, John French, and Sydell Carlton had fifty-
three judges, representing six professional fields (English, social science, 
natural science, law, writing and editing, and business), score 300 papers 

4. More in the next section on validity about how reliability was often used interchange-
ably for validity.



22   A  G U I D E  TO  C O L L E G E  W R I T I N G  A S S E S S M E N T

on a 9-point scale. At first glance, this study would seem to be an odd 
choice to cite as a saving grace for writing assessment, since 94 percent of 
the papers received at least seven different scores, and no paper received 
less than five scores. The interrater reliability was .31, which is considered 
unacceptably low (a score of 1 would indicate perfect agreement and 0 
would indicate no agreement at all). In addition to the scores, however, the 
researchers collected and analyzed 11,018 comments made by the judges. 
Using factor analysis, a complicated statistical procedure, the researchers 
were able to isolate five main types of responses from the readers: ideas, 
form, flavor (style), mechanics, wording. These five categories were used 
by Diederich to develop a generic scoring rubric that became the basis of 
analytic scoring, one of the three main kinds of writing assessment along 
with holistic and primary trait scoring that became available in the 1970s. 
The Diederich, French, and Carlton study reaffirmed what was considered 
a “fact” by many—that is, readers cannot agree on the same scores for the 
same papers. (Of course this hardly seems surprising to us today, because 
the readers represented very different disciplines and received no prepara-
tion or contextual  information from which to score the writing.) However, 
this study signaled the beginning of looking beyond reader disagreement 
and asking questions about what criteria readers used to make decisions 
about writing. As we will discuss in the next section on validity, this move 
from looking only at interrater reliability to considering other aspects of 
writing assessment, rater scores, and reader judgment would be the begin-
ning of a new research base for writing assessment, one that would eventu-
ally spawn an entirely new set of writing assessment practices.

If the Diederich, French, and Carlton study heralded a new research 
path for writing assessment, the study published by Godshalk, Swineford, 
and Coffman (1966) established the possibility that readers could achieve 
acceptable rates of scoring reliability by following a specific protocol that 
involved training readers to agree on a scoring guideline and then moni-
toring their progress throughout the scoring session. Although the study 
did suggest that the best writing scores for students should include perfor-
mance on multiple-choice tests, it opened up the floodgates for direct writ-
ing assessment. By the end of the 1970s, holistic scoring was being used 
on a widespread basis for a range of assessment purposes (Cooper 1977; 
Elliot 2005; White 1994; Yancey 1999). During the 1990s, as holistic scor-
ing became more and more a part of the assessment landscape, work on 
automated scoring, started in the 1960s by Ellis Page (1966), began to pro-
duce even more reliable scores than could human judges. Programs like 
Accuplacer and E-Rater, available from testing companies, could boast 
higher rates of agreement with local judges on student writing than could 
conventional holistic scoring. With the current availability of automated 
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scoring, the search for reliable essay scoring appears to have been achieved 
once and for all (although it in no way ensures that the scores are valid). 
This is no small feat for the generations of researchers, primarily from 
CEEB and ETS, who worked on the problem off and on for the better part 
of an entire century. Beginning with the fact that those scoring writing 
could not agree on the same scores for the same papers at a rate of consis-
tency that would elevate the meaning of these scores beyond the whimsy of 
an individual reader, we progressed beyond just being able to conduct scor-
ing sessions in which raters agree at statistically acceptable rates to the use 
of computer software that can duplicate better than human judges scores 
given by specific readers. We now turn our attention to validity—which is 
considered the critical concept in contemporary measurement theory—
and its role in the development of writing assessment. 

VA L I D I T Y

Unlike reliability, the term validity does not appear in early measurement 
scholarship at the turn of the century when intelligence testing was fer-
menting into what would become the field of measurement and the testing 
industry. As far as we can tell, the word validity does not appear at all until 
the 1920s (Mayrhauser, 2005). It was not studied, nor was there much writ-
ten about it, though in theory it was considered an essential component 
for effective testing. At first, validity was seen as something that the test 
maker guaranteed by the fact that he or she had made such a test (Angoff 
1988; Ittenbach, Esters, and Wainer 1997; Mayrhauser 2005). As Ittenbach, 
Esters, and Wainer explain, “who better to judge the utility of Binet and 
Simon’s early scale with children experiencing learning problems in 1904 
than the architects of the instruments themselves . . . authors and pub-
lishers of the instruments were considered experts on the validity of their 
instruments” (22). By the mid-1930s, Carl Brigham (author of the SAT) 
“defined validity in purely operational terms, as simply the correlation of 
scores on a test with ‘some other objective measure of that which the test 
is used to measure’ (Brigham 1937, 214)” (Angoff 1988, 20). This practice 
of testing score correlations with another valued measure evolved into the 
concept of criterion validity. In 1946, J. P. Guilford published what was con-
sidered at the time the definitive statement on test validity: “In a very gen-
eral sense, a test is valid for anything with which it correlates” (429). This 
lack of a real scholarly base about what is supposed to be the most impor-
tant concept for testing has not gone unnoticed.

Validity has always been regarded as most fundamental and important in psycho-
metrics. It is therefore curious that serious work in clarifying the concept did not 
begin in earnest until the profession was fifty years old. (Angoff 1988, 19)
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Of course, there are many possible reasons why validity was not devel-
oped more thoroughly by the measurement community for five or so 
decades. One possibility comes from the literature about writing assess-
ment. In 1980, Anne Gere (1980), who wrote one of the first articles on 
writing assessment theory, reasoned that the field of writing assessment was 
too busy trying to get itself established and paying attention to developing 
and practicing needed writing assessments to work on theory. Five years 
later in their germinal book on writing assessment, Lester Faigley, Roger 
Cherry, David Jolliffe, and Anna Skinner (1985) offered a similar expla-
nation. This position, however, assumes that the same people who devel-
op and implement the assessments would—or should—be writing the the-
ory. Carl Brigham had opposed the establishment of ETS because he was 
wary of a single organization that would develop, administer, market, and 
validate the use of tests (Lemann 1999). In writing assessment, the lack of 
attention to validity was compounded by the composition community’s reli-
ance on an outmoded notion of validity as the degree to which a test mea-
sures what it purports to measure (Huot 2002; White 1994; Yancey 1999), 
a definition that comes from the 1930s (Angoff 1988, 19) and ignores the 
revolutionary changes in assessment since the 1950s. This reliance by com-
position scholars on a sixty-plus-year-old definition of validity is part of the 
disconnect between college writing assessment and the educational mea-
surement community (Huot 2002; Moss 1998).

Huot’s call for an appreciation of more current theories for validity 
in writing assessment piggybacks on composition scholars’ (White 1984; 
Yancey 1999; and others) overall emphasis on validity instead of reliabil-
ity, which had dominated writing assessment scholarship as we discussed 
above. This historical emphasis on reliability was undoubtedly influenced 
not only by the problem with reliable scoring but also by educational mea-
surement’s lack of interest and research into validity in its early years. For 
example, Charles Spearman, considered one of the founders of psycho-
metrics who first worked out the statistical and theoretical principles of 
the correlation, “used the term validity to mean reliability and believed 
the predictiveness [i.e., validity—even predictive validity] would follow on 
experimental consistency” (Mayrhauser 2005, 313). In truth, the first fifty 
years of validity as an “evolving”5 concept focused the majority of testers’ 
efforts on providing reliable measurement since “reliability” could more 
easily be measured. This emphasis on reliability, as we discussed earlier, 
was especially true for writing assessment in which interrater reliability was 

5. Almost all of the authors we have consulted in looking at the history of validity (Angoff 
1988; Ittenbach, Esters, and Wainer 1997; Kamphaus, Windor, Rowe, and Kim 2005; 
Shepard 1993; Thorndike 1997; von Mayrhauser 2005) refer to validity in this way. 
Angoff’s chapter title is “Validity: An Evolving Concept.”
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the true sticking point for establishing writing assessment as an acceptable 
testing procedure. For example, in their germinal research monograph 
that described what came to be known as holistic scoring and set the stage 
for reliable writing assessments in the future, Godshalk, Swineford, and 
Coffman define their efforts to discover a valid test of writing:

It looked as if the efforts to improve reading reliability had been going in the 
wrong direction. The solution, it seemed, was in subjecting each paper to the 
judgment of a number of different readers. The consensus would constitute a 
valid measure of writing ability, assuming of course that the readers were com-
petent. (1966, 4)

In this discussion of reliability and validity, validity almost seems like an 
afterthought, in some ways drawing upon the overall history of validity in 
which the test authors were the supreme authority about the validity of 
their tests. This conflation of reliability with validity can still be seen some 
thirty-five years later in Galen Leonhardy and William Condon’s discussion 
of the development of writing assessment: “eventually, newer assessments 
have met the challenge of scoring longer, more complex varied samples 
consistently. In this way, the field of writing assessment has achieved the sig-
nificant goal of greater validity” (2001, 65). This conflation of validity with 
reliability is understandable given the great emphasis on achieving scoring 
consistency. For the educational measurement community, if a test was reli-
able (had consistency from one administration to another) and correlated 
to another valued measure of the same trait (had validity), then it was an 
acceptable or valid test. As Lorrie Shepard notes, “Thus, in the first part of 
the century, psychologists used correlations to learn about their tests but 
focused on the convergence or ‘reliability’ of measures as evidence of valid-
ity” (1993, 409). For the English-teaching community, which was less con-
cerned with the statistical apparatus associated with reliability, a writing test 
needed to include writing that was read by teachers—in some ways what 
teachers wanted is what the measurement community referred to as “face” 
validity, that is, a test looked like it would measure the desired ability or 
trait. We can see references to face validity even in fairly recent scholarship, 
when Yancey (1999) and Leonhardy and Condon (2001) and many others 
in college writing assessment automatically assume more validity for portfo-
lios because, as we all agree, a portfolio looks like a better measurement of 
a student’s ability to write than an essay produced in twenty minutes. 

Modern work in validity theory really begins in the mid-1950s with 
the publication of “Technical Recommendations for Test and Diagnostic 
Techniques” (1954), sponsored by the American Educational Research 
Association (AERA), the American Psychological Association (APA), and 
the National Council on Measurement in Education (NCME). In 1966, 
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AERA, APA, and NCME published a second book-length (all versions after 
the one in 1954 were book-length) version titled Standards for Educational 
and Psychological Tests and Manuals. Standards has been rewritten in 1974, 
1986, and subsequently in 1999, reflecting the complexity of the “evolving” 
nature of validity. 

Since the initial version of Standards in 1954, validity has been conceived 
as more than just a correlation and defined in multiple ways. At first, there 
were four main categories for validity because “tests are used for several 
types of judgment, and for each type of judgment, a somewhat different 
type of validation is involved” (APA, AERA, and NCME 1954, 13). In the 
1966 edition of Standards, content, criterion, and construct validity became 
the three main foci for test validation. Content validity referred to a test 
consisting of adequate content to measure the desired ability or trait; cri-
terion validity made sure that performance on an examination was relat-
ed to other performances or valued measures. For example, a score on a 
writing test could be seen as having concurrent validity with a student’s 
scores on the SAT Verbal or predictive validity for students’ grades in first-
year writing classes. Criterion validity has been the fount of many different 
types of validity referred to throughout the literature, including face, pre-
dictive, and concurrent. 

The last of the three validity types defined in 1966, construct validity 
introduced a new concept for validity theory and test validation. It was the 
first time validity had been conceived of in a theoretical way. Evidence for 
construct validity could not merely consist of statistical correlations or an 
analysis of test content. As Lee Cronbach notes, when validity was defined 
as the degree to which a test measures what it purports to measure, the 
focus was on the test’s truthfulness—did it do what it said it would? Later, 
alternative definitions that stated “that a test is valid if it serves the purpose 
for which it is used, raised a question about worth” (Cronbach 1988, 5). 
Construct validation introduced the question of whether or not a test was 
a worthy construct of the ability or trait being measured. Construct validity 
radically enlarged the scope of any investigation for test validity, although 
validity was never meant to be a process or concept that could be reified 
into separate categories or classes: “These aspects of validity can be dis-
cussed independently, but only for convenience” (APA, AERA, and NCME 
1974, 26). Unfortunately, that is exactly what happened, with especially 
dire consequences for writing assessment.

For example, when a test, like the COMPASS (an untimed editing exam 
delivered on computer and used to make placement decisions) is devel-
oped, test developers run correlational statistics to establish a relation-
ship between student performance on the COMPASS and student perfor-
mance on other valued measures like course grades or scores on holistically 
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graded essays. This information by itself might be seen as useful, but these 
correlations are used to make claims about the concurrent or predictive 
validity of the COMPASS without any attention to construct validity. These 
procedures allow the companies who develop, own, and market these 
types of tests to claim that they are valid, ignoring the theoretical princi-
ples of validity that they ironically claim for their tests. This continuing mis-
use of validity is especially problematic considering that by the late 1980s, 
Lee Cronbach (1988) and Samuel Messick (1989a), leading measure-
ment scholars, had firmly established validity as a unitary concept. In other 
words, any claim for validity must address construct validity, which includes 
issues of content and criterion validity as well as reliability. The most recent 
APA, AERA, and NCME Standards published in 1999 supports Cronbach’s  
and Messick’s ideas for a comprehensive, unified theory of test validity. This 
contemporary view of validity not only includes all notions of validity and 
reliability, it also demands that test consequences and implications for the 
local educational environment be considered. Unless decisions based upon 
a test can demonstrate educational value for students, it is difficult to make 
a convincing argument for validity. Shepard illustrates the importance of 
testing decisions having value for students in her critique of school-readi-
ness testing, since there is no evidence that keeping students out of school 
benefits them in any way. This would mean that any writing program using 
a placement procedure (including Directed Self-Placement6) for determin-
ing placement into basic writing would have to demonstrate that students 
profit from the basic writing experience. 

Unfortunately, the combination of writing assessment’s preoccupation 
with reliability, the use of outdated notions of validity by composition schol-
ars, and the inappropriate reification of validity types created a situation 
in which validity was claimed for assessments that contain no writing at 
all. The necessity of emphasizing reliability to establish writing assessment 
as a viable form of educational measurement also focused writing assess-
ment scholars and practitioners away from any consideration or sustained 
study of validity—however conceived or defined. In the inaugural issue 
of Assessing Writing, the first journal devoted to writing assessment, Huot 
(1994, 2) notes that in a bibliographic essay published some four years ear-
lier, he had identified three main areas around which most writing assess-
ment scholarship had clustered, but none of the six articles in the first issue 
focused on the main categories he had previously identified. Huot goes on 
to note that while the categories he had defined earlier permitted schol-
ars to establish the efficacy, reliability, and viability of writing assessment, 
the articles in the first issue of Assessing Writing provided a much needed 

6. Even if we structure placement around decisions students make for themselves, we 
must still provide evidence that each decision is a beneficial educational opportunity.
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critique. In some ways, it might be possible to see this transition from one 
kind of writing assessment scholarship to another as a move from reliabil-
ity as the main subject to validity as the necessary focus of writing assess-
ment scholarship.

This transition to studying validity can be seen in the work of William 
L. Smith (1992, 1993), who conducted a series of studies on the writ-
ing placement program he directed at the University of Pittsburgh. 
Eventually, Smith turned his attention to the way essays were scored after 
finding that prompts and other testing conditions had no significant 
effect on student scores. Although he was able to produce acceptable 
rates of agreement through holistic scoring, Smith noticed that this rate 
of agreement was misleading, since there were sets of raters who agreed 
and disagreed with each other on a regular and predictable basis. Once 
Smith realized that the rater sets he identified were usually teachers who 
most regularly and most recently taught the same course, he designed a 
rating procedure in which teachers who taught a specific course made 
a single determination about whether or not a student belonged in her 
class, producing more accurate placement and greater agreement among 
raters than holistic scoring. 

Smith’s inquiry into writing assessment, which extended beyond 
answering the question “How do we get raters to agree?” was made pos-
sible because earlier research had answered those questions with holistic 
scoring. The earlier work set the stage for Smith to ask questions about 
how raters agreed and what raters were likely to agree with other raters, 
exploring the nature of how teachers come to arrive at the judgments 
they do. Smith’s finding echoed research conducted—and dismissed—in 
the 1950s. At one point, when researchers were struggling to develop pro-
cedures for reliable writing assessment, Paul Diederich (1950) published 
a study in which readers agreed with each other at a high rate; however, 
he dismissed these findings because of the small number of readers com-
ing from the same institution, since he did not think it possible to rep-
licate such results with large numbers of essay readers. In other words, 
Diederich’s results were aligned with Smith’s finding several decades 
later: readers who share similar backgrounds agree at higher rates than 
those with more disparate backgrounds. Unlike Diederich, Smith used 
his findings to develop a more effective assessment procedure for place-
ment, as he focused on not just the reliability rates but also the adequa-
cy of the placement, or the validity of the assessment’s results. This move-
ment away from looking exclusively at reliability has fostered a range of 
writing assessment procedures at various institutions (Harrington 2005; 
Haswell 2001a; Haswell and Wyche-Smith 1994; Hester et al. 2007; Lowe 
and Huot 1997) that do not involve rubrics or scores. In fact, some of the 



Historicizing Writing Assessment   29

new procedures (Haswell and Wyche-Smith; Hester et al.) do not require 
that every paper be read twice, so interrater reliability becomes moot 
(Huot 2002). Instead, those using methods in which every paper is not 
read twice report a degree of agreement for a percentage of papers read 
twice, not unlike the reliability checks used to code qualitative data. In 
this way, it is possible to argue for instrument reliability7 without having 
each paper read more than once. 

One important feature of Smith’s original placement procedures is that 
they promote both validity (accurate and adequate placement) and reli-
ability (better agreement than holistic scoring used with the same read-
ers for the same purpose). A single method that promotes both reliabili-
ty and validity is an important breakthrough. We know from our brief his-
tory that methods such as reading student essays were promoted for their 
contributions to validity, though scoring inconsistency raised serious ques-
tions about the validity of decisions made on such an unreliably scored test. 
Indirect tests of multiple-choice questions and the next generation place-
ment tests (such as the COMPASS) furnished “reliable” scores without even 
having students write anything. This is hardly a recognizable construct for 
writing, and hence these tests produce a questionable degree of validity 
for making placement or other decisions about students. Roberta Camp 
(1993), Leonhardy and Condon (2001), Yancey (1999), and others have 
both characterized the development of writing assessment through the ten-
sion between reliability and validity, with validity finally winning out in such 
practices as portfolios. This tension between reliability and validity has also 
been used to characterize educational and psychological measurement in 
general. For example, Michael M. Williamson (1994) in an essay on reli-
ability and efficiency in writing assessment, makes the point—quoting Lord 
and Novick, two important measurement scholars—that any assessment 
producing interesting, relevant, and rich information about the exam tak-
ers will likely suffer from a lack of consistency; whereas, highly consistent, 
standardized measurements will produce a partial and perhaps impover-
ished representation of the ability or psychological trait being examined. 
Perhaps Smith’s work in writing assessment could signal a new future for 
writing assessment—or even for educational measurement in general—in 
which reliability and validity work in harmony rather than tension. Figure 
1 reflects the evolution of validity as a concept and its relationship to writ-
ing assessment.

7. Instrument reliability refers to how consistently individuals perform on an assessment, 
whereas interrater reliability refers to how consistently individual readers agree on 
judgments for an assessment.



 

 

 

Figure 1. Validity and Writing Assessment
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C O N C L U S I O N

If testing in general and writing assessment in particular began in the 
early 1900s or so, then they are about a hundred years old. What’s inter-
esting, maddening, instructive, and usable about this short history is that it 
appears that in writing assessment, as in most human endeavors, the more 
things change, the more they remain the same. For example, the creation 
of the CEEB in the early twentieth century—if not the beginning of for-
mal writing assessment then certainly an important development—sig-
nalled some important trends, beliefs, and assumptions that continue with 
us today. The only tenant from Wilson Farrand’s proposal for the origi-
nation of the CEEB not accepted was to use input from the high schools 
along with testing information to make college admission decisions (Elliot 
2005). As state-mandated writing assessments are now established for K–12 
public institutions in all fifty states, the input from teachers is devalued and 
the influence of these assessments is visible in high school curricula and in 
teachers’ inservice (Hillocks 2002; Murphy 2003; O’Neill et al. 2005). The 
impact of an untested and unexamined belief in test scores outweighs any 
other evidence (Moss 1996; Rogers 2003) in making important education-
al decisions about students. At the college level, SAT and ACT scores are 
still considered significant factors in admission decisions at most universi-
ties and four-year colleges, with many using these scores in composition 
placement. With the revised SAT and its writing section (multiple choice 
and timed essay) there is potential for standardized tests to have a great-
er effect on access and curriculum through placement. Of course, many 
institutions already use commercial test products, such as COMPASS and 
ACCUPLACER, to determine students’ entry into the college-writing cur-
riculum—even to award credit or exemption. 

While this historical look at the prevailing importance of testing evi-
dence over other forms of evidence about student progress and achieve-
ment is certainly not uplifting news, it is important information for WPAs 
and teachers. As supposedly new calls for accountability come down the 
administrative highway, we can remind deans and other administrators that 
teachers’ notions of accountability and their evaluations of students have 
never received the attention they deserve, making calls for locally based 
assessments stronger. We also need to remember that while most assess-
ments before the use of portfolios were designed by test development 
researchers, mainly from the ETS, teachers have often been able to exert 
pressure to change the way writing is assessed. The influence of teachers 
who demanded and received the English Composition Test in the 1940s 
was certainly a serious thorn in the side of the CEEB, given the acrimoni-
ous response of Stalnaker (Fuess 1967, 158). 
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In addition to being aware of the continued, unwarranted faith in for-
mal writing assessment, knowledge of the origins of intelligence testing 
and the use of the Army Alpha tests to create the Stanford Binet IQ and 
SAT tests is also an important hedge against those who would introduce 
more formal, standardized, commercial testing for making important deci-
sions about our students. First of all, we can and should point out that the 
impetus driving the beginning of intelligence testing and the spate of tests 
needed to document and improve the dire state of student writing is part 
of an ongoing cycle. Whenever a substantial change in student population 
occurs, such as after laws were passed around the beginning of the twen-
tieth century mandating universal education, the schools experience dif-
ficulties in adjusting to teaching students who have new needs and chal-
lenges. Intelligence testing originated as a response to new student popu-
lations at the turn of the twentieth century, just as the SATs replaced essay 
testing as part of the war effort in the mid-1940s. Writing tests were imple-
mented in the early fifties when colleges became inundated with GI Bill stu-
dents (Elliot 2005; Yancey 1999). Later in the sixties, holistic scoring and 
other “direct” writing assessments were used to sort new waves of incom-
ing first-year students, some of whom became basic writers. As the largest 
influx of new students during the last decade or so has been from Hispanic 
immigrants and other children whose first language is not English, we once 
again are witnessing an increase in testing. Pointing out to administrators 
that testing is but one way to respond to the challenges of teaching new 
populations of students can help make a case for an increased investment 
in writing centers, smaller classes, instructional technology, and learning 
communities for teachers and students.

Not only is testing but one response to the need for change in education 
in general and writing programs in particular, it is also not a very strong 
one. Even our cursory look at the history of intelligence testing establish-
es that educational measurement’s first fifty years or so was pretty much 
atheoretical. Proof of validity was established by the author and publish-
er of the test. Theoretical formulae that established statistical correlations 
between measures and retests were the proof that the tests were accurate 
and valid. It is astonishing to think of the many important educational deci-
sions based upon tests whose impact and value were never examined in any 
rigorous, systematic way. Fortunately, validity theory in the last fifty years 
of educational and psychological testing has developed in ways that now 
focus on making the best decisions based upon the data generated by tests. 
These decisions must include a rationale for using the test (Messick 1989) 
and a justification of the educational value for any decision based upon a 
test’s results (Shepard 1993). The consequences for each decision must be 
thoroughly examined (Cronbach 1988; Messick 1989; Moss 1992; Shepard 
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1993). Understanding the history of contemporary validity theory provides 
the WPA and writing teacher with an understanding of the professional 
standards educational testing professionals are supposed to follow.

This kind of information about the development of validity allows a WPA 
or writing teacher to look at a range of statistical data offered as proof of 
validity and to remind her colleagues that validity is more than a row of sta-
tistical correlations. We must also remind our colleagues in measurement 
and testing that content or criterion validity of various ilks are not “proof” 
of validity. All evidence, including traditionally defined content and cri-
terion validity and interrater and/or instrument reliability, are subsumed 
into one validation argument for what used to be labeled construct validi-
ty. Validity must be considered a unitary construct (AERA, APA, and NCME 
1999; Cronbach 1988; Messick 1989; Shepard 1993).

Probably the most usable part of our history is the realization that the 
prevailing focus of writing assessment on how to make teacher/readers 
agree better might have been a shortsighted approach to the “problem” 
for writing assessment. When Gere (1980) and Faigley, Cherry, Jolliffe, and 
Skinner (1985) lament the lack of a theory for writing assessment because 
people were working on establishing the practices themselves, what they 
could have been saying is that focusing on reliability had prevented 
research on other aspects of writing assessment. On the other hand, lack of 
rater agreement was a serious problem—no important decisions should be 
based upon scores that vary widely depending upon the rater. Nonetheless, 
the fact that the reliability problem for writing assessment has been solved 
once and for all with computer scoring does not mean a blank check for 
validity. The limitations of computer or automated scoring have to be fac-
tored into any argument for making specific decisions based upon writing 
assessment data generated by computer analysis of student writing. 

Of course, it was never really true that writing teachers could not agree 
with each other. Even Paul Diederich of ETS knew that in the early 1950s, 
though the small population of raters who agreed with each other in his 
study did not satisfy his needs for large readings (1950). Even so, the bad 
rap about agreement was fueled by asking a specific question and not ask-
ing other questions—such as the ones Smith (1992, 1993) asked about the 
ways in which readers agreed and disagreed with each other. Smith’s and 
Haswell’s (2001a) work allows WPAs to design their own assessments that 
depend upon local knowledge of students, curriculum, and institutions. 
With the theoretical and research base (Harrington 2005; Haswell 2001; 
O’Neill 2003; Smith 1992, 1993; Williamson 1994, and others) establishing 
the efficacy of designing local assessment methods, we may have come full 
circle from the origination of the CEEB and the initial devaluing of teach-
er’s’ local knowledge. It would be politically and practically naïve of us to 



34   A  G U I D E  TO  C O L L E G E  W R I T I N G  A S S E S S M E N T

say “we’ve come a long way baby” without qualifying that statement a great 
deal. Nonetheless, the amount of scholarship, including the number of 
books, over the last half dozen years is remarkable and is made possible by 
the wide range of writing administrators, researchers, and teachers work-
ing in writing assessment. One thing we know for sure, if WPAs and writing 
teachers work actively to create a productive culture of assessment around 
the teaching of writing and the administration of writing programs, the 
future of writing assessment will be much different from its past.
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C O N S I D E R I N G  T H E O RY

There is nothing as practical as a good theory.
—Kurt Lewin

Theory and practice have had an uneasy relationship in college writing 
assessment (much like the relationship between theory and practice in 
teaching). Writing assessment scholars, such as Brian Huot (2002) Pamela 
Moss (1998), Bob Broad (2003), and more recently, Patricia Lynne (2004), 
have agreed that the emphasis in assessment is on practice without adequate 
attention to theory. Yet, as James Zebroski (1994) and others have explained, 
theory supports and informs practice whether or not that theory is articu-
lated, whether or not practitioners understand the theory. In writing assess-
ment, practitioners need to understand multiple layers of theories—theories 
about language, learning, written literacy, and educational measurement—
because all of these play into how we make meaning as writers, as readers 
of that writing, and ultimately, as evaluators of it. Practitioners of writing 
assessment also need to think about how these different theories intersect 
and fit together. The tensions among theories don’t go away just because 
administrators ignore them or practitioners reject them. By unpacking the-
ories associated with writing assessment, administrators can begin to better 
understand how to make their programs more theoretically consistent, how 
to communicate more effectively with the various participants in the assess-
ment, and how to improve teaching and learning in their writing program.

This chapter begins by defining what we mean by theory and why it is 
critical for people engaged with assessment to think explicitly about theory. 
From here, we review basic theories about language and written litera-
cy, move to discussions of theories of validity and reliability, and end with 
emerging theories of writing assessment. While the discussion is positioned 
in terms of large-scale assessment, in writing programs the classroom teach-
ing and student learning are always a part of the conversation because the 
essence of a program is what happens in individual classrooms between 
students and teachers. In other words, the focus of this chapter (and this 
book) is not necessarily on how individual instructors grade students in a 
particular course but on assessments that occur beyond the classroom (e.g., 
placement, program, and proficiency evaluations). However, we see these 
two locations of assessment as intimately connected. 
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T H E O RY

Theory is one of those terms that evokes all kinds of associations and defini-
tions. It can lead to heated debates, especially in English departments (the 
most common institutional home to writing programs and the most com-
mon disciplinary heritage of writing program administrators and instruc-
tors) where “wars” and “backlash” are just some of the recent rhetoric sur-
rounding the term. Theory, in this context, is coupled with a particular 
approach and school of thought such as postmodernism, feminism, post-
colonialism, or Marxism. In this sense, theory is a way of “conceptualizing, 
organizing, explaining, analyzing, reflecting on, and interpreting experi-
ences and specialized knowledge gained through experience or observa-
tion” (Rose and Weiser 2002, 2). Specific theories involve a formal set of 
universal principles and assumptions that have been articulated and are 
used, for example, for analysis and interpretation of a text or event (e.g., 
rhetorical or pedagogical theories). Advocates of particular theories debate 
and discuss the finer points, but in general, scholars agree about what con-
stitutes the theory. Theory, in this case, is positioned as intellectual, aca-
demic work, often seen as separate from—and in fact opposite from—prac-
tice. In the traditional binary relationship between theory and practice—or 
thought and action—theory has occupied the privileged position, especially 
in the university where attention to practice has been seen as “too vocation-
al,” the kiss of death in the academy (Argyris and Schön 1981, 3). Formal 
theory is a mainstay in the contemporary academy, with scholars often iden-
tified by their theoretical position. While in some ways we are working with-
in this tradition as we identify and explain theories about literacy and assess-
ment, we do not see theory as opposed to practice. 

While we value abstract, theoretical work that aims at constructing for-
malized positions and schools of thought, we also understand theory as less 
formalized, more concrete: as basic assumptions and beliefs that inform 
actions and practices. Theory, in this sense, is intimately tied to prac-
tice, although it is often left unarticulated as such. Louise Phelps (1989) 
explains that there is a dialectical relationship between theory and practice 
(in reference to teaching writing), which she refers to as a Practice-Theory-
Practice arc. Theory, in this scheme, helps in understanding practices, and 
practice helps to formulate theories as an instructor moves to deeper the-
oretical sophistication and improved practice. In fact, theory is fundamen-
tal to practices and our revision of practice. Phelps’s articulation echoes, 
in some ways, Donald Schön’s idea of “reflective practice,” which involves 
a practitioner (not necessarily a writing specialist) who “reflects in action,” 
becoming a “researcher in the practice context” (1983, 68). Phelps (and, 
by extension, Schön) is not necessarily referring to an organized, particular 
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school of thought but rather the ideas and beliefs of an instructor that 
influence her practice. Thinking through beliefs and assumptions in the 
context of action can help the practitioner develop a deeper understand-
ing of the action, the practice. 

Other composition scholars express a slightly different view of theo-
ry and its relationship to practice. Charles Schuster, for example, argues 
that there is a productive tension between theory and practice and con-
cludes that “theory is a form of practice and that practice is the operation-
al dimension of theory” (1991, 43). Schuster still sees theory and practice 
as split, while James Zebroski sees a more intimate relationship:

Theory is not the opposite of practice; theory is not even a supplement to prac-
tice. Theory is practice, a practice of a particular kind, and practice is always 
theoretical. The question is not whether we have a theory . . . but whether we 
are going to become conscious of our theory. (1994, 15)

Writing assessment literature, as scholars such as Gere (1980) and Faigley, 
Cherry, Jolliffe, and Skinner (1985) have said, has long focused on articu-
lating practices while the theories that inform the practices remain tacit. 
In this chapter, we aim to articulate the theories, both formalized schools 
of thought as well as more informal beliefs and assumptions, informing 
teaching and assessment practices to argue that effective, appropriate writ-
ing assessments need to be theoretically consistent with what linguists and 
educators know about language, literacy, and learning and what psycho-
metric scholars posit about testing and assessment. We are not actually for-
mulating the theory of writing assessment but rather explicating the gen-
eral theoretical positions and the multiple disciplinary perspectives that 
are relevant for those engaged in writing assessment. We are arguing for 
an approach to assessment that requires writing instructors and adminis-
trators to “become conscious” of the theories informing their practice as 
part of the assessment process. (The articulation of theories that influence 
and frame our practices is, after all, a critical component of validity inqui-
ry, which we address later in this chapter.) 

Shaping our understanding of these relevant theoretical positions is 
the change in conceptual frameworks that happened in the second half of 
the twentieth century. According to Lorrie Shepard in an article on class-
room assessment, the early twentieth century was influenced by scientific 
measurement, a hereditarian theory of intelligence, and associationist and 
behaviorist learning theories, which supported a curriculum of social effi-
ciency that was characterized by the scientific management of schools, dif-
ferentiated curriculum based on predicted social roles, carefully specified 
educational objectives, and the science of exact measurement and precise 
standards among other things (2000, 5). Given this framework, Shepard 
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notes in classroom assessments “various recall, completion, matching, and 
multiple-choice test types, along with some essay questions, fit closely with 
what was deemed important to learn” (5). Since the early 1900s, howev-
er, our conceptual frameworks have changed in many significant ways. 
Shepard explains that social constructivist frameworks, which draw on rev-
olutionary theories in cognition and sociocultural theories, have created 
a contrasting set of assumptions about education, including the follow-
ing: (1) society and culture influence the development of intelligence, (2) 
knowledge and understanding are constructed by learners within a social 
context, (3) metacognition is a critical component of learning, (4) prior 
knowledge influences new learning, (5) all students can learn and should 
have the opportunity to learn, (6) material should be challenging and pro-
mote higher-order thinking and problem solving, and (7) learners should 
be socialized into academic disciplines’ discourses and practices (8). Based 
on these assumptions (and other positions she articulates), Shepard argues 
that classroom assessment needs to change to fit this social constructivist 
approach to learning. In this framework, assessments should address learn-
ing processes as well as products, be formative and ongoing, feed back into 
learning, elicit higher-order thinking, require self-evaluation, and have 
explicit criteria and expectations (8). Although Shepard’s article is focused 
on K–12 education and classroom assessments, the approach to educa-
tion she identifies is clearly consistent with contemporary literacy schol-
arship, psychometric theories, and the approach to writing assessment we 
endorse.1 We argue, however, that these types of assessments are not only 
for classroom-based assessment but should guide writing assessment done 
beyond the classroom as well. 

B E L I E F S  A N D  A S S U M P T I O N S  A B O U T  L A N G U AG E  A N D  L I T E R AC Y

Linguistics and literacy research has much to offer writing instructors 
and assessors. Understanding basic theories about language and litera-
cy is essential to designing writing assessments (and programs) that are 
informed and effective in promoting the teaching and learning of written 
communication. Without a sense of how language is learned and how liter-
acy functions, an assessment may not yield information that is accurate, use-
ful, or valid (validity is addressed in more detail below). When results are 
invalid, not only are resources wasted but the consequences can be dam-
aging to students, faculty, programs, and institutions. For example, poor-
ly designed placement tests could place students into courses that they are 

1. In fact, Michael Williamson (1994) makes a similar argument in “The Worship 
of Efficiency: Untangling Theoretical and Practical Considerations in Writing 
Assessment,” that is specific to writing assessment, although his overview of the histori-
cal changes takes a slightly different approach than Shepard’s.
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over prepared for, which squanders their educational time and money and 
can undermine their self-perceptions and confidence, stalling or derail-
ing their education; or they could place students into classes that they are 
under prepared for, which can result in failure, poor grades, and/or drop-
ping out, impeding progress toward a degree. Research into language and 
literacy, which has grown exponentially over the last half-century and given 
rise to new specialties within linguistics and education, has produced criti-
cal information about how language and literacy functions and circulates, 
as well as how people learn to read and write. This scholarship provides a 
theoretical framework for the assessment of written literacy.

Literacy learning, according to linguistics and literacy scholars, is best 
fostered with a holistic approach, which emphasizes communicative com-
petence. The parts of the linguistic code are learned within the frame-
work of the whole. Linguist Roger Shuy explains that this is a constructiv-
ist approach which doesn’t ignore the parts of language but which does 
not teach parts in isolation. Error is an important part of language learn-
ing: “[Linguists] have learned, in language teaching, that there is no way 
to learn a language without being wrong in it and without being allowed to 
be wrong in it as one learns the right forms” (1981, 105). 

In sociolinguistics, discourse analysis, and pragmatics, scholars study lan-
guage as a social activity, which is how language functions. According to 
sociolinguist James Gee, language and literacy only make sense within “dis-
courses,” and “discourses include much more than language” (1996, viii). 
Gee explains that discourses include ways of behaving, valuing, thinking, 
believing, speaking, reading, and writing (1996, viii). Meaning, therefore, 
cannot take place outside of context. Work such as Gee’s demonstrates the 
interaction between language, culture, and society. Understanding and 
interpreting language requires knowledge beyond the linguistic code (let-
ters, words, grammar). Gee explains that it is impossible to communicate 
in a decontextualized way because “all communication is rooted in socio-
cultural identities and based on shared knowledge and understandings” 
(156–57). Research in sociolinguistics also shows how language use influ-
ences social interactions. The context of language use influences the mean-
ing of an utterance, but utterances can also influence the understand-
ing of the context as well as perceptions of the speakers or about them. 
This approach to language has led to important research about the dis-
course expectations in school and how teachers and students interact (e.g., 
Cazden 2001, Heath 1983, Gee 1996). According to Jenny Cook-Gumperz, 
literacy is not merely the acquisition of cognitive skills but also a social pro-
cess for “demonstrating knowledgeability” (2006, 3). 

Findings from classroom research studies demonstrate that students who 
do not know how to participate in the discourse patterns of the classroom 
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can be labeled as deficient or difficult. For example, Heath demonstrat-
ed that specific language practices of home cultures can clash with the lin-
guistic norms of the school culture, making communication ineffective 
and negatively influencing the teachers’ perceptions of students’ abilities 
and, consequently, their educational opportunities. While Heath’s work 
was specific to elementary-school-aged children, the implications span the 
academic continuum. Hull, Rose, Fraser, and Castellano explain how a stu-
dent from a minority group, who has been placed into a basic writing class 
at the university, is considered a “problem” and her intelligence, abilities, 
and performance questioned by her writing instructor because she vio-
lates the classroom discourse conventions.2 The authors describe how the 
instructor perceived the student’s “bothersome conversational habits” as 
“evidence of a thinking problem—evidence that is so salient that it goes 
unqualified even in the face of counter-evidence that [she], in fact, wrote 
rather well” (1991, 311). In an interview, the instructor commented that 
the student was probably getting a lot of help from her parents to explain 
her good performance (the authors note that the student’s parents did not 
even speak English). 

In a different study, also linked to college remedial writing programs, 
Hull and Rose focus more specifically on how a student’s “misreading” of 
a poem makes sense within the student’s home culture and experiences. 
From their research, they conclude: 

The desire for efficiency and coverage can cut short numerous possibilities for 
students to explore issues, articulate concerns, formulate and revise problems—
all necessary for good writing to emerge—and can lead to conversational pat-
terns that socialize students into a mode of interaction that will limit rather than 
enhance their participation in intellectual work. We would further suggest that 
streamlined conversational patterns . . . are often reinforced by a set of deficit-
oriented assumptions about the linguistic and cognitive abilities of remedial 
students, assumptions that are much in need of examination. (1990, 296)

Based on their research, Hull and Rose endorse a pedagogical model that 
makes “knowledge-making” central by disrupting typical school-based dis-
course patterns and encouraging active engagement instead. Students 

2. In Western schooling, according to linguistic research (Mehan 1979; Cazden 2001), 
the classroom talk is organized into certain patterns. The most common pattern 
involves turntaking in which the teacher initiates interaction (e.g., asks a question, 
gives a direction), the student replies (e.g., raising a hand, answering the question, 
following the direction), and the teacher evaluates the student response (e.g, “Okay,” 
“Right,” “Are you sure?”). This pattern is commonly referred to as IRE, or Initiation-
Response-and-Evaluation. Other standard classroom patterns include lectures—the 
teacher lectures and students do not interrupt until there is a break for questions. In 
the Hull et al. research, Maria violated the classroom discourse norms. For example, 
she would interrupt the IRE pattern or a mini-lecture.
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participate in the “real stuff of belonging to an academic community,” 
through “dynamic involvement in generating and questioning knowl-
edge” (297). 

While Hull and Rose’s research focused on classroom-based language 
use, it speaks directly to writing assessment. Understanding writing, like 
any language use, depends on the sociocultural context. While we may per-
ceive writing as less dependent on context, accurately reading and evalu-
ating it demands extra-textual knowledge because written language is cre-
ated, read, and interpreted within particular contexts (more discussion of 
this occurs in chapter 4). Robert, the student in their study, needed to have 
knowledge about how poems are interpreted within a certain literary tra-
dition to have accurately read and written about the poem; Hull and Rose, 
however, needed a better understanding of Robert’s cultural context and 
experiences to accurately interpret Robert’s writing about the poem. 

As literary and language scholars, we know that extra-textual knowledge 
is necessary for interpreting a text and understanding the author’s main 
idea, purpose, and even language. Even New Criticism demands that the 
reader understand certain conventions such as symbol systems and forms 
to accurately read a text. The need for extra-textual knowledge is true for 
published texts as well as student-generated ones. Literacy involves more 
than the knowledge of the grammar and code of a language. All communi-
cation demands readers/listeners use extra-linguistic knowledge to deter-
mine meaning. Students need to have opportunities to engage in authentic 
language use if they are going to develop into sophisticated language users. 
In assessments of written literacy, students are expected to produce acon-
textual essayist prose, which privileges logic, rationality, and dispassion, and 
is based on the assumption that writing can transcend social and cultural 
differences (Gee 1996, 156). However, according to Gee and other socio-
linguists, it is impossible to communicate outside of the social and cultural 
context so that even concepts such as logic and rationality are dependent on 
sociocultural context. To get an accurate sense of students’ strengths and 
weaknesses as language users, assessors need to allow students to engage in 
authentic language use. Which means that students and teachers/assessors 
use language for genuine communication and meaning making in specif-
ic but varied sociocultural situations. While one of these contexts may be 
school, that is a very narrow and limited situation that does not accurately 
represent the multitude of situations that students will encounter as they 
communicate in school and beyond it. 

For professionals working within English studies, these assumptions 
and beliefs about language and texts, which are supported by linguis-
tic research as well as our own experiences, are nothing new or radical. 
Recent theoretical positions (e.g., new historicism, postcolonial theories) 
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highlight particular aspects of a context that influence the creation, inter-
pretation, and significance of a text. Likewise, characteristics of the writ-
er and reader—including social and political positioning, ethnicity, gen-
der, class, and sexual orientation—are considered important factors in the 
interpretation of a text. As scholars examine these cultural, extra-linguis-
tic factors that bear on a text, they debate a text’s meaning, interpretation, 
and significance, constructing arguments to endorse one reading over oth-
ers. These theories are familiar to scholars in English studies, yet they often 
are considered irrelevant in reading and interpreting student-generated 
texts, especially those used in writing assessments. 

In administering writing assessments, we need to be sure we think 
through the way socio-cultural factors can influence not only students’ 
reading of a task and written response but also our own interpretations of 
the responses. We draw conclusions about the student based on our inter-
pretation of the response, which may or may not be accurate, as Hull and 
Rose (1990), Haswell and Haswell (1996), and other researchers have dis-
covered. For students whose home cultures are substantially different than 
school culture, assessments can position them unfairly. In writing assess-
ment, misunderstandings can occur when test takers don’t understand 
the conventions of the test or when their understandings of the task differ 
from those of the test designers. Sandra Murphy (2007) summarized sev-
eral studies that demonstrated how misfires can happen in writing assess-
ment when tests are not sensitive to the particular students and their con-
text. She relates one example with a familiar prompt that asked elementa-
ry students to write a letter to the principal about a problem in the school. 
At one school students responded to the prompt with laughter, complaints, 
and even refusals to write because they didn’t think the principal would lis-
ten to anything they said. At another school, the students struggled because 
they couldn’t find any problem in the school to write about. This prompt 
“misfired” because the particular climate and culture of these schools 
made the given rhetorical situation seem unimaginable to students who 
didn’t understand the discourse conventions of testing and, thus, took the 
task literally. Murphy (2007) argues that for students with linguistic and/
or cultural backgrounds different from the dominant or mainstream cul-
ture (including non-native speakers of English and international students), 
these kinds of misunderstandings are more likely to occur. Arnetha Ball 
(1997) makes a similar point and argues that we need to be sure to include 
teachers of color as evaluators because her research revealed differences in 
scoring patterns between white and African American teachers who other-
wise shared similar backgrounds, training, and teaching experience. Along 
the same lines, Haswell and Haswell’s (1996) research into gender and writ-
ing assessment reveals how readers’ stereotypes about gender influenced 



Considering Theory   43

their reading and evaluation of student texts. Misunderstandings are just 
one type of problem that can influence writing assessments. Agnew and 
McLaughlin’s (2001) research demonstrates how the exit exam used in a 
basic writing program unfairly discriminated against the African American 
students at one institution in Georgia. Negative experiences with writing 
assessment, such as the ones Agnew and McLaughlin report, can be impor-
tant influences in students’ development because, as Arnetha Ball and Pam 
Ellis (2008) explain, writing assessment influences students’ perceptions of 
themselves as writers and as students.

This research on language and literacy, reviewed by Ball and Ellis (2008) 
and Murphy (2007), informs statements on writing assessment published 
by professional organizations such as the National Council of Teachers of 
English and its Conference on College Composition and Communication 
as well as the Council of Writing Program Administrators. The statements 
codify the contextual nature of literacy learning and how it can or should 
be factored into writing assessments. Specifically in relation to teaching, 
learning and assessing writing at the college level, CCCC articulated basic 
assumptions about language that are relevant to college writing programs 
in “Writing Assessment: A Position Statement,” which was approved by the 
organization in 1995 and revised in 2006. The statement, available in its 
entirety in appendix B, the statement explains that “writing by definition 
is social” and that best practice in assessment “respects language variety 
and diversity and assesses writing on the basis of effectiveness for readers, 
acknowledging that as purposes vary, criteria will as well.” Writing assess-
ment programs, it continues, “should be solidly grounded in the latest 
research on learning, writing and assessment.” 

In short, for those charged with administering a writing assessment, 
understanding basic concepts about language learning and the way it func-
tions is critical. Acts of literacy are situated within sociocultural context. 
Attention to the context is essential to adequately understand those acts 
and their associated discourses. For writing assessment, this means that 
context needs to be acknowledged, interrogated, and considered a signifi-
cant part of the assessment. 

T H E O R I E S  O F  A S S E S S M E N T 

While most English professionals feel comfortable with language and lit-
eracy theories, assessment theories seem more alien because of the educa-
tion and experience that keeps education and English scholars profession-
ally separate. Most English professionals don’t have a clear understanding 
of the key concepts in educational measurement, such as validity and reli-
ability, nor do they understand the statistical formulas associated with psy-
chometrics. However, understanding validity theory—and applying it—by 
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those of us who are not psychometricians is critical in developing use-
ful, ethical assessments and in interpreting and using assessment results. 
Pamela Moss, an educational measurement scholar with expertise in valid-
ity theory, suggests “that all of us who work within the field of education-
al research have a role that we can play in the dialogue on validity theo-
ry and to argue, moreover, that we all have a responsibility to participate 
in the dialogue within our own research communities in critical and gen-
erative ways” (2007, 92). Moss explains that validity theory is “socially con-
structed, that it reflect[s] an evolving and frequently contested set of per-
spectives. . . .” (2007, 92) and to fulfill this responsibility, researchers need 
to understand validity theory has evolved within the field of psychometrics 
(which we have covered in part in chapter 2). 

Although many university English and composition and rhetoric profes-
sors may be reluctant to see validity theory and educational measurement 
as areas of interest (their scholarship), desiring to focus instead on their 
own specific, immediate assessment needs (practice), Moss (2007) explains 
how an understanding of the complex—and often contentious—develop-
ment of current validity theory can open up the assessment process to alter-
native practices and interpretations. These alternatives, she contends, can 
broaden the assessment possibilities and can include different disciplinary 
research traditions, such as ethnographic, hermeneutic, and postmodern. 
For writing assessment, this means that those charged with administering 
an assessment should not simply adopt a test or assessment plan that some-
one else has developed but rather see the need for assessment as an oppor-
tunity both to explore assessment theory and practice and to conduct sys-
tematic inquiry into the validity of the results. One way to realize Moss’s 
view of assessment is to approach it as research. That is, instead of position-
ing a demand for assessment as an administrative task or a service assign-
ment, the writing faculty and administration should consider it as research, 
drawing on their expertise and education as researchers to help them artic-
ulate questions and methods for answering those questions. Issues of validi-
ty and reliability, which are concerns in research not just in assessment, can 
also be considered in a new way although they cannot be ignored or dis-
missed. O’Neill, Schendel, and Huot put it this way: 

By viewing writing assessment as research, as a way to ask and answer questions 
about our students, their writing, our teaching, our curricula and the other fac-
tors that constitute effective writing instruction, we can move beyond reliability 
and toward constructing a validity argument. This different orientation also 
provides a way to reimagine writing assessment. Instead of it being something 
imposed upon us, something we have to do or have done to us, assessment 
becomes a way we can research answers to legitimate questions about how 
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instructors, students, administrators, and programs are doing. In this approach, 
emphasis on technical concerns such as reliability is reduced. . . . (2002, 14)

Responsibly working in writing assessment—no matter what depart-
ment, college, or discipline one identifies with—requires some familiarity 
with validity and educational research to ensure ethical, thoughtful, appro-
priate assessments. This familiarity also helps in communicating with other 
interested parties, such as the university testing office, administrators, and 
staff about procedures, rationales, and results. Below we provide a brief 
overview of validity and address other key terms such as reliability. 

In educational measurement, the Standards for Educational and Psychological 
Testing, co-authored by the American Educational Research Association, 
the American Psychological Association, and the National Council on 
Measurement in Education (1999), articulates the professional guidelines 
and standards for those using tests. It covers the basics of test construc-
tion, evaluation, and documentation, including validity and reliability, as 
well as fairness in test use and testing applications. Although the Standards 
purview is clearly limited to testing—that is, the authors explain that the 
text only focuses on testing (a narrower term than assessment, according 
to their definitions)—they admit that it may be useful in other situations 
although not for every assessment.3 However, because Standards is endorsed 
by three of the most important professional organizations that repre-
sent psychometric scholars and practitioners, it represents mainstream 

3. The Standards document distinguishes between testing and assessment. Here are the 
definitions it provides for each in the glossary:

Assessment—Any systematic method of obtaining information from tests and 
other sources, used to draw inferences about characteristics of people, objects, or 
programs (172).

Test—An evaluative device or procedure in which a sample of an examinee’s behav-
ior in a specified domain is obtained and subsequently evaluated and scored using 
a standardized process (183).

The Standards acknowledges that these are not mutually exclusive concepts and that 
in certain contexts they may be interchangeable. Educational measurement scholars, 
however, often seem to use these terms interchangeably. George Madaus explains that 
the terminology doesn’t matter because the basic process is the same: 

But strip away the linguistic veneer and, regardless of what noun we choose—
assessment, exhibitions, examinations, portfolios, or just plain test—all types of 
evaluation rest on the same basic technology. That is we elicit a small sample of 
behavior from a larger domain of interest . . . to make inferences about a person’s 
probable performance relative to the domain. Then, on these inferences, we clas-
sify, describe, or make decisions about individuals or institutions. (1994, 77)

While we recognize the distinction that the Standards is making, we see assessment and 
testing more as Madaus explains it because, in part, there is no agreement on what 
distinguishes assessment from other terms such as testing or evaluation. We argue that 
the fundamental concepts and standards of validity apply to assessments (which may 
have results that are not reported in “scores”) as well as tests.
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psychometric theory and is considered the foundation of psychometric 
practice. Understanding how the key concept of validity is defined in the 
Standards provides the basics of the concept to build on as we move from 
testing to assessment, and more specifically to writing assessment. In addi-
tion to grounding the discussion of validity in the Standards, we also draw 
on psychometric scholars, many of whom participated in the drafting of 
the Standards, to explain the evolution of the concept. 

Validity, according to the most recent edition of the Standards, is a uni-
tary concept that “refers to the degree to which evidence and theory sup-
port the interpretations of test scores entailed by the proposed uses of tests” 
and is “therefore, the most fundamental consideration in developing and 
evaluating tests” (AERA, APA, and NCME 1999, 9). In other words, tests are 
not in and of themselves valid or invalid but rather the results are consid-
ered to be valid or invalid according to their intended use. The Standards 
emphasizes that it is the scores that are evaluated, not the test itself: “The 
process of validation involves accumulating evidence to provide a sound 
scientific basis for the proposed score interpretations. It is the interpreta-
tions of the test scores required by the proposed uses that are evaluated 
not the test itself. When test scores are used or interpreted in more than 
one way, each intended interpretation must be validated” (AERA, APA, 
and NCME 1999, 9). This means, for example, that standardized tests pur-
chased by testing companies for placement into first-year composition can-
not be considered valid in and of themselves; locally conducted validation 
inquiry is needed. Without this local research, the results of standardized 
exams may not be valid. 

Validity inquiry involves constructing a sound argument to support the 
interpretation and use of test scores from both theoretical and empir-
ical evidence. According to educational measurement scholars such as 
Cronbach, who was instrumental in drafting the original Standards, validity 
“must link concepts, evidence, social and personal consequences and val-
ues” (1988, 4). Messick, another influential voice in the debate on valid-
ity, argues that validity uses “integrated evaluative judgment,” supported 
by empirical evidence and theoretical rationales, “to support the adequa-
cy and appropriateness of inferences and actions based on test scores and 
modes of assessment” (1989, 5). In other words, validation arguments are 
rhetorical constructs that draw from all the available means of support. 
Validation is also ongoing and should include a feedback loop: “As vali-
dation proceeds, and new evidence about the meaning of the test’s scores 
becomes available, revisions may be needed in the test, in the conceptu-
al framework that shapes it, and even in the construct underlying the test” 
(AERA, APA, and NCME 1999, 9). The validation process starts with explic-
it statements about the proposed interpretation of the test, including the 
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concepts or constructs being sampled, the conceptual framework of the 
test, the knowledge, skills, abilities, processes, or characteristics being 
assessed, as well as how each construct is to be distinguished from other 
constructs and how it relates to other variables (9). The conceptual frame-
work also takes into consideration the use of the test results. Evidence used 
in validity arguments, as articulated in the Standards, should come from var-
ious aspects of the test including

Test Content: This includes the actual content and its relationship to the 
construct intended to be tested, as well as an analysis of the theme, 
wording, and format of items, tasks, or questions, and guidelines 
for administration and scoring and the relevance of these to the 
proposed use of the results (AERA, APA, and NCME 1999, 11–12). 
For example, in writing assessment, evidence about the topic and 
writing task needs to be considered. 

Response Process: This type of inquiry examines the fit between the con-
struct being assessed (e.g., writing ability) and the actual process 
test takers use in completing the test (AERA, APA, and NCME 
1999, 12–13). This has traditionally been associated with both con-
struct and content validity. For example, if an impromptu essay test 
is administered as a course exit test, then evidence about the writ-
ing process students use on the test should be compared to the pro-
cess students were taught (and expected to perform) in the course. 

Internal Structure: Investigation of this type examines how the structure 
and content among items and components, and their interrelation-
ships, conform to the construct the assessment is intended to mea-
sure (AERA, APA, and NCME 1999, 13). 

Relationship to External Variables: This type of evidence results from an 
examination of performances or results of other measures or tests 
that are hypothesized to measure the same construct; it includes 
convergent (based on the relationship of the assessment’s results 
and other measures of the same construct) and discriminatory 
(based on the relationship between the assessment’s results and 
measures of different constructs) evidence; test criterion (histori-
cally termed predictive and concurrent validity); and validity gener-
alization, which may include meta-analysis of past validation studies 
in similar situations (AERA, APA, and NCME 1999, 14–16).

Consequences of Testing: This type of evidence is not to be confused with 
consequences that have to do with social policy but rather with the 
test itself; for example, consequences may only be considered as 
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part of the validation process when they “can be traced to a source 
of invalidity such as construct under representation or construct 
irrelevant-components.” Because it is reasonably expected that 
some benefits will result from the use of scores and a “fundamental 
purpose of validation is to indicate whether these specific benefits 
are likely to be realized, consequences do need to be considered.” 
If a major rationale for a test is based on the consequences of it 
(e.g., student motivation will improve, teaching will improve), then 
it is appropriate to determine if the benefit—the consequence—is 
realized (AERA, APA, and NCME 1999,16–17). A focus on this type 
of evidence was termed consequential validity. 

Sandra Murphy (2007) argues that in literacy assessment evidence related 
to sociocultural context also needs to be gathered and evaluated because 
cultural context is critical in determining linguistic competency. This type 
of inquiry would include not only the test-takers’ language proficiency but 
also how they “make sense of test items and situations,” moving beyond 
simply evaluating the responses as right or wrong (236).

Although there are many types of validity evidence and discussions of 
validity tend to focus on one aspect over another, or privilege just one type 
of evidence, it is critical to remember that validity is considered an inte-
grated concept as we explained above. The validity argument needs to con-
sider all of the evidence to “construct a coherent account of the degree to 
which the existing evidence and theory support the intended interpreta-
tion of the test scores for specific uses” (AERA, APA, and NCME 1999, 16). 
Validity inquiry is ongoing as evidence changes or new information is dis-
covered and may require test developers and users to re-evaluate the test, 
its uses, and the interpretation of its scores. It also requires investigators to 
consider alternative interpretations of the results to verify that the test and 
its results are actually functioning as proposed. 

Without the systematic inquiry demanded in the validation process, 
we cannot assume the content of a test is appropriate, that the scoring of 
it is accurate, reliable and fair, that the results are interpreted accurately 
and used appropriately, that the test serves its intended purposes, that the 
intended consequences are realized, and that other variables are not inter-
fering with the test takers’ performance or the scoring of it. For example, 
in composition placement testing, there needs to be clear articulation of 
what skills, abilities, and attributes are being tested, how these relate to the 
composition curriculum and course structure, how the construct is distinct 
from other constructs (e.g., the ability to compose an essay versus the abil-
ity to read the prompt) and what other factors may be influencing the stu-
dents’ performance on the test (e.g., time allowed for the test or writing in 
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longhand instead of on a computer, when the test is given).4 If students of 
color are failing in disproportionate numbers—especially when scores are 
controlled for variables such as GPA, academic preparation, or other fac-
tors—assessment administrators need to consider other reasons, such as 
cultural bias in the prompt or bias in the scoring, that are not related to 
the students’ ability to perform adequately in a particular course or situa-
tion. The validation process needs to be ongoing and isn’t something done 
once and for all. 

Reliability is the other critical concept associated with psychometrics, 
and although it is often considered the twin to validity, it is in fact a much 
more restricted concept that refers to test scoring, which enables the quan-
tification, evaluation, and interpretation of the behavior or work samples 
(25). According to the Standards, reliability is “the degree to which test 
scores for a group of test takers are consistent over repeated applications 
of a measurement procedure and hence are inferred to be repeatable for 
an individual test taker.” It also includes the “degree to which scores are 
free of errors of measurement for a given group” (1999, 180). Reliability is 
a key concept in the generalizability of the test scores. In determining reli-
ability, test users need to identify potential sources of measurement error, 
which are divided between those that originate in the examinee—motiva-
tion, interest, attention, and application of skills—and those that are exter-
nal to the examinee, such as differences in testing sites, scorer subjectivi-
ty, or variation in scorers’ standards (26). Measurement errors are consid-
ered random and unpredictable; they are distinct from systematic errors, 
which are consistent, not random (26). For example, a systematic error will 
occur if several different writing prompts are given for a placement test 
and one of the prompts is more difficult than the others. With this type of 
error, the scores are adjusted to account for the different level of difficulty. 
Because measurement errors are random and unpredictable, “they cannot 
be removed from observed scores”; however, they can be summarized and 
reported in various ways (27). Individual systematic differences, such as an 
extreme level of test anxiety that impairs an individual’s cognitive function-
ing and therefore affects score consistency, cannot be overcome by statisti-
cal adjustment and are not considered contributors to reliability.

Key in reliability studies, according to the Standards, is “the identification 
of the major sources of error, summary statistics bearing on size of such 
errors, and the degree of generalizability of scores across alternate forms, 

4. See Smith’s essay, “Assessing the Reliability and Adequacy of Placement Using Holistic 
Scoring of Essays as a College Composition Placement Test,” for a detailed, thorough 
example of validity inquiry as research. See O’Neill’s “Moving beyond Holistic Scoring 
through Validity Inquiry” for a discussion of how Smith’s research functioned as valid-
ity inquiry.
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scores, administrations, or other relevant dimensions” (27). Information 
about the population tested is also important. The standard error of mea-
surement, which is “the standard deviation of a hypothetical distribution 
of measurement errors that arises when a given population is assessed,” 
should be reported (27). Reliability coefficients are typically calculated in 
the following categories based on different sources of information: scores 
from administration of parallel forms of a test in different testing sessions 
(alternate form coefficients), scores from the administration of the same 
test on separate occasions (test-retest coefficients), scores from the same 
administration based on subsets or individual items within one test (inter-
nal consistency coefficients), and indices of scorers’ consistency (27). This 
last category, what is often termed interrater reliability, has received the 
most attention in writing assessment. Cherry and Meyer (1993) explain 
that many different facets of reliability are at issue in the scoring of writ-
ing samples, including how interrater reliability, which is the consisten-
cy of scoring across all raters, is calculated.5 Smith argues that in scoring 
writing samples, interrater reliability should be more nuanced. For exam-
ple, Smith (1992, 1993) explains how intrarater reliability, the degree to 
which raters agree with themselves, can be helpful in identifying sources 
of error. This aspect of reliability considers how consistently one individual 
scores across the scoring sessions. A rater may be consistent in her scores, 
for example, but her scores may not be aligned with those from the rest of 
the scorers. Smith also examines rater set reliability, which involves com-
paring the two scores given by each rater in the set with the scores given 
by another set. Looking at how consistently samples are scored by raters 
across test administrations also needs to be part of determining reliability, 
according to Smith. 

While much of the discussion of reliability for writing tests has assumed 
essay exams, portfolios and other sampling methods are also subject to 
scoring by readers. Moss reminds us that these types of “less standardized 
forms of assessment . . . present serious problems for reliability, in terms of 
generalizability across readers and tasks as across other facets of measure-
ment” (1994, 6). Though carefully trained readers can achieve acceptable 
rates of reliability, Moss explains that with “portfolios, where tasks may vary 
substantially from student to student, and where multiple tasks may be eval-
uated simultaneously, inter-reader reliability may drop below acceptable 

5. Cherry and Meyer’s chapter covers all of the technical aspects of reliability and the 
use of statistical formulas for calculating it for direct writing tests. It is very helpful 
for determining how to calculate and report interrater reliability for non-experts. See 
Hayes and Hatch for more on reliability and writing assessment. Our discussion of reli-
ability here is an overview and introduction, not an exhaustive discussion. For more 
information, see Standards, specifically the following chapters: “Reliability and Errors 
of Measurement” and “Scales, Norms, and Score Comparability.”
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levels for consequential decisions about individuals or programs” (1994, 
6). Moss concludes that “although growing attention to the consequences 
of assessment use in validity research provides theoretical support for the 
move toward less standardized assessment, continued reliance on reliabil-
ity, defined as quantification of consistency among independent observa-
tions, requires a significant level of standardization” (1994, 6). However, 
these less standardized forms of assessment are often preferable “because 
certain intellectual activities” cannot be documented through standardized 
assessments (1996, 6). Moss (1994) suggests that we look beyond psycho-
metric theories and practices in cases where acceptable reliability rates are 
difficult or impossible to achieve. She recommends hermeneutics because 
as a philosophical tradition, it values a “holistic and integrative approach 
to interpretation of human phenomena” (1994, 7). After summarizing 
the key perspectives of hermeneutics, Moss explains how this methodolo-
gy would work:

A hermeneutic approach to assessment would involve holistic, integrative inter-
pretations of collected performances that seek to understand the whole in light 
of its parts, that privilege readers who are most knowledgeable about the context 
in which the assessment occurs, and that ground those interpretations not only 
in textual and contextual evidence available, but also in a rational debate among 
the community of interpreters. (1994, 7) 

Key features of this type of assessment include the recognition of disagree-
ment or difference in interpretations as evaluators bring their expertise 
and experience to bear on the work. Positions of individual evaluators can 
change as the rational debate ensues, with the final decision coming out 
of consensus or compromise. In supporting this approach in specific situ-
ations, Moss reminds readers that reliability and objectivity are no guaran-
tors of truth and that they can, in fact, work against “critical dialogue” and 
can lead “to procedures that attempt to exclude, to the extent possible, the 
values and contextualized knowledge of the reader and that foreclose[s] 
on dialogue among readers about specific performances being evaluat-
ed” (1994, 9). While Moss recognizes that reliability standards, within the 
psychometric tradition, are grounded in fairness to stakeholders, she con-
tends that from a hermeneutic perspective, reliability “can be criticized 
as arbitrarily authoritarian and counterproductive” (1994, 9–10). In the 
end, Moss is not arguing for abandoning reliability but rather advocating 
that alternative approaches to assessment theory and practice be consid-
ered when appropriate (1994, 10). Her position is especially relevant for 
those charged with writing assessments because writing is a complex, mul-
tidimensional, contextually situated activity. Importing psychometric theo-
ry and practices, especially in terms of reliability, may undermine the very 
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usefulness of a writing assessment’s results. However, psychometric theory 
cannot be dismissed out of hand; instead, writing assessment administra-
tors need to draw on language, literacy, and psychometric theories as well 
as other interpretive traditions to design assessments. 

Moss is not the only scholar interrogating approaches to reliability and 
its role in assessment of complex constructs. Jay Parkes recently advocat-
ed that reliability needs to be considered as an argument, much as validity 
is. In this approach, which is somewhat different from Moss’s (1994), the 
emphasis is on developing methods that support the values—such as accu-
racy, dependability, stability, and consistency—that reliability represents. 
This shift to a focus on values, according to Parkes, de-emphasizes the 
methods, which are most often associated with statistics and quantification, 
that typically dominate reliability discussions. Parkes argues that methods 
for determining reliability should “serve as evidence of broader social and 
scientific values that are critically important in assessment” (2007, 2). In 
Parkes’s approach to reliability, a “coefficient is a piece of evidence that 
operationalizes the values of accuracy, dependability, stability, consisten-
cy, or precision. In practice and in rhetoric, however, the methodologies 
for evidence reliability are often conflated with the social and scientific val-
ues of reliability” (2). If methods don’t currently exist for effective assess-
ments, then new methods need to be developed. A sound reliability argu-
ment, according to Parkes (6–7), should:

Determine the social and scientific values (dependability, consis-1. 
tency, etc.) that are most relevant and decide which ones are most 
important.

Articulate clear statements of the purpose and context of the assess-2. 
ment, which includes making explicit the reasons the information 
is needed and how it will be used.

Define “replication” in the particular context.3. 

Determine the “tolerance” or level of reliability needed.4. 

Present the evidence from the assessment, which may include tradi-5. 
tional reliability data but also other information such as narrative 
evidence.

Pull all of the information together to make the judgment and 6. 
explain how the evidence supports the final judgment. 

Rethinking the approach to reliability, as illustrated by Parkes’s focus on 
argument or Moss’s (1994) on hermeneutics, provides writing assessment 
administrators with strategies for countering a focus on correlations and 
statistics promoted by others such as test developers and measurement 
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experts. However, it also demands that we engage in discussions of reliabil-
ity—and validity—in rigorous, informed ways. Asserting reliability because 
we achieved a .71 interrater reliability rate isn’t enough to deem assessment 
results “reliable.”6

The next section presents a framework for writing assessment theory 
that takes these various positions into consideration. 

W R I T I N G  A S S E S S M E N T  T H E O RY 

As a field, composition and rhetoric doesn’t yet have a clearly articulated 
and widely acceptable theoretical position on writing assessment, a result 
of the confluence of a variety of factors. First, the interdisciplinary nature 
of writing assessment makes defining “the field” and determining what 
research and scholarship (and by implication, what scholars and research-
ers) are included under the umbrella of writing assessment difficult. As 
Huot (2002) explains, writing assessment scholarship has been divided 
into two fields: the K–12 community that comes out of the education tra-
dition, typically publishes in education journals (e.g., Review of Educational 
Research, Educational Researcher, English Education), and attends educational 
research conferences (e.g., AERA); and the college composition communi-
ty, usually coming out of English departments, publishing in composition 
journals (e.g., CCC, Composition Studies,  WPA) and attending composition 
and rhetoric conferences (e.g., CCCC, WPA). These two different camps 
are grounded in different disciplinary traditions, including different values 
about research and scholarship. There have been attempts to disrupt this 
divide or to create venues that include voices from both sides (Assesment 
Testing Network, Written Communication, Research in the Teaching of English, 
Assessing Writing, Journal of Writing Assessment), but that work has had vary-
ing degrees of success.7 While some scholars, such as Brian Huot, Pamela 

6. For a fuller discussion of how reliability can be reframed, see O’Neill, “Reliability in 
College Writing Assessment.”

7. The division, however, between K–12 and college composition studies was not always 
so pronounced, as Russel Durst argues. In its formative years, many prominent schol-
ars and much scholarship came out of education and its empirical research tradition. 
During this early period, the college K–12 divide in writing assessment was less defined. 
In the late 1980s and 1990s, according to Durst, as composition studies developed 
into a full-fledged field, it rejected empirical research, especially quantitative and 
experimental methodology, in favor of more humanistic methods. Writing assessment 
is clearly connected to education and its empirical methods and has suffered from this 
break. As we draft this in the fall of 2007, the National Council of Teachers of English, 
which is the parent organization of the Conference on College Composition and 
Communication, and the Council of Writing Program Administrators have assembled 
a joint task force to articulate principles and best practices of writing assessment (of 
which two of the authors are members). While this is a positive sign that the barriers 
between the different groups involved in writing assessment are breaking down, it is 
noteworthy that the American Educational Research Association—one of the authors 
of Standards and the primary organization for educational researchers—is not involved, 
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Moss, Sandra Murphy, William L. Smith, Stephen Witte, and Michael M. 
Williamson have tried to bridge this divide, most practitioners and schol-
ars continue to operate in distinct spheres, not reading or citing work from 
the other side. In college composition, this divide is sometimes encour-
aged. For example, Patricia Lynne argues that composition should reject 
the education and psychometric tradition, focusing instead on formulating 
writing assessment theory and practices grounded exclusively in the tradi-
tion and values of composition.8 

A second factor complicating writing assessment (and assessment in 
general) is another group of practitioners and researchers—outside edu-
cational testing organizations such as the Educational Testing Service, ACT, 
Inc., Pearson Educational Measurement, CTB/McGraw-Hill and the many 
others that develop, market, and administer tests. To greater and lesser 
degrees, depending on the organization, testing agencies operate outside 
of scholarly communities although many of their employees are involved in 
scholarly organizations or present at academic conferences, with the range 
of products, methods, and standards of research varying across the orga-
nizations. One of the critiques levied against even the best testing organi-
zations is that their goal is not to contribute to the scholarship as much 
as it is to develop and sell tests. While this claim alone doesn’t call into 
question their research and scholarship, it does demand that we pay close 
attention to their methods, purposes, and promotions. Organizations that 
depend on sales of their products have vested interests in supporting cer-
tain positions or methods. Ericsson and Haswell (2006) make this point 
in critiquing much of the research on machine scoring of writing. Testing 
organizations are driven more by product design and marketing than by a 

nor were its members invited to join the task force. 
8. Lynne argues that composition and rhetoric as a field should reject educational mea-

surement concepts of validity and reliability, which she feels are inexorably linked to 
positivism, and develop their own theories and terms that are compatible with social 
constructionist theory. In her argument, Lynne contends that psychometrics and its 
desire for objective measurements fails to support assessments that are compatible with 
composition studies. However, contemporary psychometric theory—as represented by 
the Standards for Educational and Psychological Testing as well as by measurement scholars 
such as Cronbach and Messick—is compatible with social constructionism. Because some 
people and agencies (including policymakers, testing corporations, and school districts) 
do not adequately or accurately apply the theory does not mean the theory is at fault, 
nor does developing our own terms guarantee that writing assessment practices will be 
any better. Furthermore, the roots of contemporary composition grew out of education 
and its research—and assessment. Unlike Lynne, we argue that compositionists need to 
become informed assessment practitioners who have some understanding of the profes-
sional standards and guidelines for assessment. Current psychometric theory, especially 
validity theory, is critical for those of us who need to develop useful, ethical assessments 
and to interpret the results responsibly and accurately. Besides, teaching and assessing 
writing are not the exclusive domain of college composition folks; research, theories, 
teaching, and assessing practices developed by education scholars make critical contri-
butions to composition studies, and we need to value their contributions.
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commitment to contributing to a scholarly tradition. Critiquing or counter-
ing the testing organizations are groups researching tests and testing prac-
tices such as the National Center for Fair and Open Testing (FairTest), the 
National Board on Educational Testing and Public Policy, and professional 
organizations such as the American Educational Research Association.

A third reason for the disjunctions in the scholarship on writing assess-
ment is the focus on satisfying immediate, practical needs for assessments 
as scholars such as Gere (1980) and Faigley et al. (1985) explain. Much of 
the published literature on college composition assessment supports their 
position. For example, both Haswell and Wyche-Smith (1994) and Elbow 
and Belanoff (1986) note that their assessment work was initiated by insti-
tutional demands. Meeting an immediate need—developing a placement 
method, an exit exam, or some other assessment—consumes composition 
scholars’ and administrators’ efforts with little attention given to articu-
lating theories that will inform and direct the assessments let alone work-
ing toward developing them (O’Neill, Schendel, and Huot 2002). A nota-
ble exception is the research that Smith (1992, 1993) conducted into his 
placement system. Smith explains that when he took over placement at the 
University of Pittsburgh, the placement system he inherited conformed 
to conventional standards, but he was curious about it (1992). His curi-
osity led him to conduct a series of studies into placement methods that 
culminated in the expert reader system that he developed. If he had just 
approached the placement issue as a practical concern, he never would 
have embarked on the years of research that inspired him to revamp the 
placement system he directed and contributed to writing assessment theory 
and practice. While satisfying an immediate need requires our attention, it 
doesn’t mean we shouldn’t be thinking about assessment in more disciplin-
ary and scholarly ways, as Smith’s work illustrates. For example, we need to 
consider how a particular placement test or program assessment aligns with 
literacy and pedagogical theories as well as institutional goals.

Complicating the state of writing assessment scholarship even more is 
the abundance of district, state, and federal governments’ testing man-
dates, many of which have foreshortened timelines that don’t allow for 
the development and field testing necessary to ensure writing assessments 
meet the standards for testing articulated by the professional organizations 
such as the APA, AREA, and NCME. Not all of the mandates for testing are 
about writing, not all are new; and while most are associated with K–12, 
colleges and universities are not immune to the regulations. For example, 
Georgia has had state-mandated literacy exams for graduating from col-
lege since the early 1970s, and Maryland has required students to pass the 
Maryland Writing Test (along with math and other basic skills tests) to earn 
a high school diploma since the early 1980s. However, the last decade has 
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seen more testing and higher stakes not just for demonstrating basic com-
petencies but also certifying mastery. Consequences are felt at both the 
individual and institutional levels. The federal government’s No Child Left 
Behind, passed in 2001, ratcheted up the stakes, moving the assessment 
machine into high gear. The 2006 Spellings Commission report on higher 
education has jump started discussions about the need for more rigorous 
assessments in higher education. 

In short, although some of the scholars and organizations involved in 
writing assessment have been working to define and delineate theoreti-
cal and practical parameters of the field, as of now there is no one, uni-
fied sense of the field and no clear articulation of a specific theory that 
has been endorsed. The lack of a shared sense of purpose, of common 
research methods, and of agreement on what constitutes assessment litera-
ture interferes with the theoretical development of the field because prac-
titioners and scholars are not building from a large base of work but rath-
er from a smaller, less comprehensive, understanding of theories and prac-
tices. As we explain in chapter 2, compositionists continue to use a defini-
tion of validity that is over sixty years old. Michael Williamson argues that 
composition continues to use psychometric concepts in simplistic and out-
dated ways (1993, 15), which has hampered our ability to develop effec-
tive and informed assessments and to create a knowledge base. The divi-
sions between college composition, English education, and pyschometri-
cians exacerbate the already difficult tasks not only of defining the field but 
also of building new theories and practices from a common body of schol-
arship. We believe that writing assessment in college—indeed college writ-
ing pedagogy and literacy studies in general—should be seen in unity with 
that in K–12. In fact, both would benefit from a more unified approach 
that includes K–16 and beyond. After all, students do not enter college as 
blank slates; they bring with them many, many experiences with tests of 
writing, whether from state or district assessments, advanced placement 
exams, or the new SAT.

Given this state of the field, Huot articulated basic principles for writ-
ing assessment, drawing across the various sites and traditions, first in his 
1996 article, “Toward a New Theory of Writing Assessment” and more fully 
in (Re) Articulating Writing Assessment for Teaching and Learning. By situating 
recently developed, newer writing assessment practices within current psy-
chometrics as well as language and learning theories, Huot identifies five 
basic principles for an emerging theory of writing assessment: site-based, 
locally controlled, context-sensitive, rhetorically based, and accessible. To 
the five articulated by Huot, we have added another (implied by Huot’s 
scheme but not made explicit): theoretically consistent. Below, we explain 
each of these in more detail, drawing explicitly on Huot’s 2002 schema:
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Site-based: Writing assessments are developed in specific sites for specif-
ic needs. Procedures are determined by the specific site’s resources, 
concerns, personnel, and other factors. 

Locally controlled: The writing assessment should be controlled by the 
local institution, which is responsible for managing, revising, and 
validating the process according to the stated goals of the assess-
ment as well as professional standards of assessment. 

Context-sensitive: Writing assessments need to take into account the local 
context, honoring the instructional goals as well as the sociocultur-
al environment. This is especially important for authentic reading 
and writing of textual communication.

Rhetorically based: Writing assignments, criteria for evaluation, readings, 
and other processes must adhere to recognizable and supportable 
rhetorical principles that are integral to thoughtful expression and 
interpretation of texts. Basic to these principles are the roles that 
audience, purpose, and context play in the production and inter-
pretation of texts. 

Accessible: The assessment program should be transparent to those 
who are affected by it as well as others invested in the results. 
Procedures, criteria, rationales, samples, and results should be 
available to all parties involved in the assessment, and this informa-
tion should be communicated in language that is accessible to the 
constituencies. 

Theoretically consistent: The processes and procedures of writing assess-
ment must be consistent with the most recent research in language 
and literacy learning. They should also be consistent with the most 
recent scholarship in assessment. 

Using these principles to get valid results requires those charged 
with writing assessment to resist standardized, pre-packaged programs. 
Instead, assessment needs to be considered integral to the teaching and 
learning that happens in a program. These principles situate assessment 
as a meaning-making activity that defines what it means to write well and 
to teach written communication. Assessment requires ongoing inqui-
ry into the procedures, the consequences, and the results to determine 
how it affects teaching and learning. Huot recommends using qualitative 
methods for documenting teaching and learning as well as for validation 
inquiry. He explains that we need to think of “writing evaluation not so 
much as the ability to judge accurately a piece of writing or a particular 
writer, but as the ability to describe the promise and limitations of a writer 
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[or writing program] working within a particular rhetorical and linguis-
tic context” (107). 

Now that we have addressed the historical and theoretical frameworks 
relevant to all writing assessments, we turn to a discussion of how individual 
contexts need to be considered. The following chapter focuses on working 
successfully within the realities of contemporary higher education, given 
these historical and theoretical frameworks.



4 
AT T E N D I N G  TO  C O N T E X T

As scholars interested in writing, we are used to thinking about context. 
Contemporary theories of interpretation require that, in our analyses of 
texts, we consider not only what the text says but how its meaning gets 
“made.” We examine both the local textual context—the particular genre, 
use of genre-appropriate conventions, how words, sentences, paragraphs, 
and chapters work together to create an integrated whole—as well as the 
larger social contexts influencing the ways texts are written, distributed, 
and read. Likewise, when we examine writing or reading behaviors, we con-
sider not just the behaviors themselves but the contextual factors that can 
help us explain and interpret them.

Context also influences how we design studies and present results. The 
research questions we ask, for example, reflect not only our own scholarly 
interests but current disciplinary discussions and debates—our sense of the 
gaps in collective knowledge. Our selection of methods, whether library-
based or empirical, is guided by our research questions as well as disciplin-
ary attitudes about their appropriateness and efficacy. Moreover, the choic-
es we make about how and where to share our findings are influenced by 
our purposes and audiences and by institutional perceptions about what 
counts as scholarship and the degree to which scholarly work should be 
supported through such means as travel funds and release time.

In much the same way, context informs the decisions we make as teach-
ers. We consider not only what teaching methods are available but how 
they coincide with the mission of the school, whether they support the 
goals of a particular program or course, and how we will modify them for 
different groups of students. Along with factors in our immediate environ-
ments, we also acknowledge the influence of external factors: the enroll-
ment trends and budgeting formulas that affect staffing and class size, the 
scheduling difficulties that result in once-a-week writing classes (where stu-
dents may retain less from one class session to the next), the accessibility 
of technology for students, and so on.

Because writing assessment is fundamentally about supporting current 
theories of language and learning and improving literacy and instruction, 
it should involve the same kind of thinking we use every day as scholars 
and teachers. Unfortunately, it often doesn’t. The same faculty who readi-
ly account for context in their scholarship and teaching often overlook its 
importance when it comes to evaluating writing for purposes such as course 
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placement/exit, program review, and curricular revision. The same program 
administrators who challenge placement of students based on context-defi-
cient ACT tests debate the pros and cons of program-evaluation methods 
without accounting for the history and values of their individual schools, 
departments, or programs; the backgrounds and goals of their particular stu-
dents; and the potential implications for faculty and curricula. This tendency 
to neglect context when it comes to writing assessment is especially well illus-
trated by professional listserv postings with subject lines like “Help! Good 
Assessment?” and conference presentations that promote a particular assess-
ment model or rubric, as if assessment methodology can be readily trans-
ported between schools and departments and even between disciplines. 

What our experiences have shown, however, and what much of the liter-
ature on assessment illustrates, is that faculty and administrators charged 
with assessment ignore context to their own detriment. Beyond the theo-
retical inconsistencies that arise when context is ignored, there are many 
related practical problems. If we believe that literacy activities or events 
occur within—and reflect—a social context, as chapter 3 contends, then 
assessment (itself a literacy activity or event) must account for context in 
order to yield meaningful results. Practically speaking, assessments that 
minimize attention to specific learning situations (e.g., the specific school, 
students, teachers, curricula) do little to help us improve our teaching. 
Even worse, their results can lead to questionable decisions about student 
placement, graduation readiness, and curriculum—especially if there is a 
disjuncture between what is being assessed and what is being taught in rel-
evant courses. In fact, an unwillingness to account for context may under-
mine efforts to facilitate a useful assessment in the first place. The faculty 
who are needed to support an assessment and apply the results, for exam-
ple, may be unwilling to participate if their beliefs, values, and experiences 
are not acknowledged early on in the assessment process. 

Similarly, upper-level administrators who are not helped to understand 
the reasons for and implications of a given course or program assessment 
may be unlikely to support it with money (to pay for data collection, analy-
sis, and reporting) or time (in the form of course releases, for example). 

In the next section, we illustrate the importance of considering context 
by discussing the many environmental factors that can influence the suc-
cess of assessment initiatives as well as the range of methods available for 
accommodating these factors. 

T H E  W R I T I N G  P R O G R A M  A S  C O N T E X T

What defines the writing program?

Where do program values and philosophies come from?
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Who are the students?

Who are the faculty?

How are program values supported—or complicated—by course goals, curri-
cula, and instruction?

What does all of this mean for writing assessment?

The way context is defined will affect the manner in which it is approached, 
interpreted, and, to a large degree, how it is assessed. With respect to writ-
ing programs—as contexts—definitions vary, as do the reasons for those 
definitions. What seems possible, in terms of writing assessment, will often 
reflect how a particular program is viewed and why. Hence, determining 
how a program defines itself (or has been defined by others) is an impor-
tant first step toward developing context-sensitive assessments. 

At the most basic level, a program can be defined in spatial terms—
that is, in terms of where it is located on campus (e.g., on the 2nd floor of 
the humanities building) or, more typically, where it appears on the uni-
versity organizational chart (in an academic department? as a stand-alone 
program or center? spread across the campus, as is the case with writing-
across-the-curriculum initiatives?). Writing programs can also be defined 
in terms of courses and/or curricula. Within this framework, the first-year 
writing program might be described simply as the English 101 and 102 
sequence or the critical reading/writing seminar. Yet, because the design, 
implementation, and success of any program requires people (students 
who will benefit from the courses, staff to arrange the physical spaces, fac-
ulty to design and teach the courses), most writing programs are appro-
priately viewed not as objects unto themselves (the way literary texts were 
read in the 1960s) but as value-laden products of real people with diverse 
backgrounds, experiences, opinions, levels of status/power, etc. The CCCC 
Certificate of Excellence for writing programs is significant here in the way 
that it conceives a writing program as more than just a collection of courses 
or set of activities. An important part of the certificate-application process 
involves describing “the principles underlying the program and the ways 
writing pedagogy grows out of those principles” as well as demonstrating 
the relationship between key program features and “the needs and oppor-
tunities of its students, instructors, institution, and locale” (CCCC 2004).

While discussing the multiple possibilities for defining writing programs 
may seem like splitting hairs, an awareness of the possibilities can help 
administrators understand the values that have shaped a program and 
anticipate the value-based challenges that may be highlighted through an 
assessment. For example, although the location of a writing program may 
seem a small factor in creating theoretically sound assessments, it can be 
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a huge issue when it comes to designing politically astute assessments. An 
assessment designed by writing faculty, based on research and theory in 
composition and rhetoric, promises to work much better for a writing pro-
gram housed in an English department than for one that is incorporat-
ed into a non-academic unit and overseen by an upper-level administrator 
(e.g., the writing center that is part of a student-services initiative) or one 
that is de-centralized and spread across disciplines, as is the case with WAC 
efforts. Similarly, though the difference between defining a program as a 
set of courses and defining it in terms of the people who teach and take the 
courses may seem small, it can have a big influence on the types of assess-
ments imagined and supported by administrators and faculty. Though all 
good assessments involve matching data-gathering methods with particular 
“research” questions, the first type of program definition might immediate-
ly call to mind assessments that examine student achievement through stu-
dent-composed products alone (e.g., sample papers or exit exams), while 
the latter, context-inclusive definition would more likely inspire thoughts 
of accounting for multiple influences on student learning by, for example, 
surveying and observing faculty, examining instructional materials, and 
interviewing students. 

U N D E R S TA N D I N G  C O N T E X T  T H R O U G H  R E S E A R C H

But how do writing program administrators—especially new ones—iden-
tify and begin to understand the underlying values that define a writing 
program? The fact is, despite larger disciplinary encouragement to iden-
tify principles that unite program efforts, many programs lack a sense of 
program-ness; that is, the faculty who teach the courses have not thought 
about who they are—what distinguishes them as a program and why. The 
values are there but they remain hidden or, if visible, they remain unar-
ticulated. This can be especially true of programs that are directed by 
faculty who were not trained as composition specialists, within coherent, 
theoretically based programs or those that rely heavily on part-time fac-
ulty who may not have been introduced to writing theory and pedagogy 
and may not have the time or motivation to discuss program values. In 
such cases, an administrator can start to put together a picture of a pro-
gram by utilizing research strategies typical of academic work, including 
textual analysis, archival research, observations, and interviews. (In fact, 
this type of inquiry, in itself, can be considered a form of program assess-
ment.) In his article on “enculturating” new WPAs, for example, Bradley 
Peters suggests a rhetorical method of “reading” writing programs that 
highlights the level of disciplinary expertise shaping program “identi-
ties” and how that may correspond with the perceived purpose of indi-
vidual programs:
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To read a writing program, I would propose WPAs keep four major categories 
in mind. These categories correspond with Richard Lloyd-Jones’s schema in 
“Doctoral Programs: Composition”: (1) those that are an extension of the 
English department’s interests, offering practice in exegesis and the genres 
of critical/literary research; (2) those that are a service of remediation or 
standards-setting for the rest of the institution, but are not directed by “experts” 
in the discipline; (3) those that are shaped by one faculty member who has 
developed interest, or has already been trained, in rhetoric and composition 
and can acquaint TAs or adjuncts with reasonably timely practices; (4) those that 
are nourished by the collaborative participation of several faculty committed to 
rhetoric and composition, whose various specializations contribute to a masters 
or doctoral degree in the discipline. (1998, 124)

Of course, as Peters himself points out, the danger in relying too heavily 
on sorting mechanisms like this is that they tend to downplay the complex 
dynamics typical of any program—an issue we will discuss in great detail 
later in the chapter. In fact, because of their typical complexity, some pro-
grams may, in Peters’s words, “elude” the categories “enumerated” (124). 
Despite its drawbacks, categorization like this which privileges coherence 
can be a good way to begin to understand the values and beliefs that have 
shaped a program. For instance, while it would be unfair to say that all 
writing programs designed by faculty outside the discipline of composition 
and rhetoric are somehow impoverished and all programs “nourished” by 
faculty within the discipline are sound (an interpretation encouraged by 
the word choice and progression in Peters’s/Lloyd-Jones’s framework), it 
is often the case that differences in disciplinary expertise do lead to dif-
ferent kinds of initiatives, different decisions, and different outcomes. It’s 
important to realize, though, that there are differences within the catego-
ries that not only work to disrupt any tidy categorical framework but also 
influence (in both good and bad ways) any administrative initiative, includ-
ing assessment.

To uncover the differences and, ultimately, the true dynamics, of a writ-
ing program, administrators need to look not only at points of coherence 
but at the tensions. That is, we need to dig beneath the surface of the “text” 
and conduct deeper, more sustained inquiries. One means of uncovering 
hidden textual meaning is to assume the role of “historian,” as Ruth Mirtz 
did when, as a new WPA, she sought to understand both the evolution of 
her writing program and the roots of particular program artifacts, such as 
a problematic placement exam. Her methodology included reading long-
forgotten graduate student files, department newsletters, administrative 
memos, and Faculty Senate minutes—and “interpreting” these materials in 
light of personal observation/experience, institutional histories, and disci-
plinary conversations (Mirtz 1999). Muriel Harris (1999) suggests a similar 
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approach for understanding the “local knowledge” that shapes writing cen-
ters (and reflects the institutions that support them), adding to the list of 
relevant archival documents such materials as “yearly reports, memos, anal-
yses of usage data, journals and notes the director keeps, tutoring train-
ing materials and curricula, proposals, [and] announcements and bro-
chures that present the center to its various constituencies” (2–3). In fact, 
Harris finds archival research so essential to successful administrative work 
that she urges writing center directors to “set up and maintain a research 
archive” for their centers (14)—a sentiment echoed by Shirley Rose (1999) 
in her call for “preserving” writing program documents as a way for admin-
istrators to “recover the values and beliefs that have informed” program 
decisions so that we can, among other things, make better administrative 
decisions (107–8).

To complement text-oriented program research, the scholars cited 
above suggest pursuing other forms of inquiry that more directly reveal the 
human dimension of writing programs. For Mirtz, it was important to “bal-
ance” textual analyses with “oral histories” gathered from students, facul-
ty, and administrators (123). Similarly, Peters used interviews with various 
groups of people to “go beneath the ‘surface’” of and “deconstruct” his ini-
tial rhetorical reading of his program (125–26). Harris’s menu of “diverse 
research methodologies” includes student and faculty questionnaires, stu-
dent interviews, and “usability testing” of sign-in sheets and online writing 
center services. In fact, what all of these scholars suggest is that, like many 
empirical research pursuits, understanding a writing program requires not 
just multiple methods of inquiry but methods that help answer particu-
lar research questions—in this case, questions about the people who com-
prise a “program” and how their attitudes and experiences have shaped, 
and continue to shape, program identity, program initiatives (such as writ-
ing assessments), and success of those initiatives.

What follows is a discussion of the key human components of any writ-
ing program: the students, the faculty (or, in the case of writing centers, 
tutor/consultants), and the administrator(s). Given the specific purposes 
of this book, we focus not just on the importance of understanding who 
these groups are (e.g., their motivations and experiences) but how differ-
ences within the groups may influence the design and implementation of 
writing assessments.

W H O  A R E  T H E  S T U D E N T S ?

Context-sensitive program definition often starts with students—much as 
classroom teaching begins. In fact, it is not unusual for programs to be 
initiated and then labeled in terms of presumed student preparedness or 
abilities. There are developmental writing programs for “developmental” 
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students, first-year composition programs for students who are deemed 
ready for college-level writing, honors composition programs, etc. Such 
definitions rest on the general assumptions that (1) we can easily cate-
gorize learners, and (2) the differences between groups (e.g., in ability, 
achievement, preparedness) far outweigh any differences among individ-
uals in those groups. In fact, the mechanisms often used to place students 
into these distinct programs (e.g., standardized test scores, single timed 
writing samples) rest on the same assumptions. Yet, as chapter 3 under-
scores, there is much more to learners and learning than can be success-
fully captured in a single, isolated evaluation—especially if that evalua-
tion minimizes the influence of social context. For this reason, a “develop-
mental writer” at University A may not necessarily be the same as a “devel-
opmental writer” at University B (no matter how much the standardized-
test designers want us to believe otherwise). In fact, it is often the case that 
there are big differences among students who are labeled “basic” on the 
same campus. (Again, if a standardized placement test is used to identi-
fy students as “basic,” the differing reasons for the score [e.g., test anxi-
ety/inexperience, unfamiliarity with test concepts or terminology, illness, 
inability to focus] are not taken into account.) For these reasons, writing 
program administrators should argue for multiple indicators of student 
performance and should carefully weigh the data generated by standard-
ized testing with knowledge of the individual particularities, or differenc-
es, that are harder to measure but which have a significant impact on class-
room learning and achievement. 

Knowledge about students can be gathered through the types of 
research methods mentioned earlier. Again, a good starting place is often 
a study of written documents, such as program reports, memos, syllabi, 
assignments, and instructor support materials. Such study is usefully guid-
ed by questions like the following:

Who are the (basic, first-year, honors-level, etc.) writers in the pro-• 
gram?

What are their similarities? Their differences?• 

How are they identified as basic, first-year, honors, etc.—and why?• 

What are their attitudes about education, writing, particular writing • 
courses, the program?

How might student identities, experiences, and attitudes shape • 
assessment?

One of the best sources of information about students is the students 
themselves. As scholars like Linda Adler-Kassner (1999) and Susanmarie 
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Harrington (1999) have pointed out, we can learn a great deal about stu-
dents’ experiences with and attitudes about writing through such means 
as formal interviews, conducted as part of an empirical research study 
(Adler-Kassner); writing assignments (such as literacy narratives) that high-
light perceptions about writing and the writer; and informal discussions 
or classroom “interactions” with students about their writing backgrounds 
(Harrington 100–2). While a WPA may not have the time or inclination to 
conduct a formal research study, he or she can certainly pursue informal, 
classroom-based research by teaching the courses that are most directly 
informed or affected by large-scale assessments (or, in the case of a writing 
center, to tutor on a regular basis). This is sometimes hard to do—especial-
ly if the administrative position is tenure-track and a department tends not 
to assign tenure-track faculty to introductory courses (or provide release 
time for one-to-one tutoring)—but it is one of the best means of gather-
ing information about student experiences, attitudes, and abilities. When 
he was WPA at his former school, for example, Brian taught composition 
almost every year, even though he received little on no compensation for 
doing so. This experience enabled him to see students’ writing for himself, 
to talk to students about their writing, and to use his developing knowledge 
of these students to challenge a placement mechanism (ACT scores) that 
minimized important differences among students.

Writing faculty, too, are a good source of information about students, 
but for reasons we discuss later, it is rare for faculty to define groups of stu-
dents—and what they need—in the same way. In fact, differences in facul-
ty perceptions of students are important to acknowledge and understand 
because they can have a huge impact on how an assessment is designed 
and  implemented. At Cindy’s former university, for example, there is little 
consistency in how faculty view developmental students and describe their 
needs. Some faculty view developmental writers in terms of academic pre-
paredness (e.g., the writing skills they need to succeed in the “regular” first-
year course); others define them in terms of social acclimation (e.g., the 
“life” skills they need to succeed in an unfamiliar social context). In fact, 
the first category can be further separated into, for example, those faculty 
who view essential skills as including mostly grammar and punctuation, and 
those who see overall rhetorical and analytical abilities as especially crucial. 
Though all of these definitions can be supported to some extent, each will 
call to mind a different type of assessment. Faculty who define the “devel-
opmental writing problem” as a matter of correct grammar, for instance, 
will likely support assessments that focus on errors in writing. Those that 
define it in terms of critical thinking will want assessments that highlight 
analytical abilities. Those faculty members who privilege acculturation may 
resist any kind of assessment that focuses solely on improved writing ability, 
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without considering improvements in dispositions toward school, atten-
dance, participation, etc. While a program director may have the freedom 
to design an assessment using any definition—or, more likely, definitions—
he/she wants, if faculty are going to participate in it, then their definitions 
will need to be acknowledged, discussed, and accounted for.

Finally, program administrators can learn much about students from 
university administrators, such as the developmental-education coordina-
tor, dean of students, admissions counselors, academic advisors, and insti-
tutional-research personnel. In the case of students in particular programs, 
often there will be an administrator who may be doing regular assess-
ments of student achievement, retention, and progress toward graduation. 
Such administrators will not only be able to provide anecdotal informa-
tion about students, but most are willing to share statistical data (e.g., on 
demographics, rate of retention, degree-completion rates) from their own 
ongoing assessments and from reports written by other campus adminis-
trators. In addition to developing a better knowledge of students, commu-
nicating with other administrators can help WPAs determine administra-
tive attitudes toward particular groups of students and the courses (or pro-
grams) designed to serve these students. Such attitudes (which are some-
times based on empirical research, sometimes on personal belief) can go a 
long way toward explaining the particular histories of writing assessments 
that a new WPA may inherit—histories that may impact current and future 
assessment initiatives, as well as the overall effectiveness of the WPA. 

Again, for purposes of assessment, it is important to understand both 
the similarities in how students are viewed and the differences. As we sug-
gest above, for example, and as research makes clear, student perceptions 
of themselves as writers do not always coincide with faculty and adminis-
trator perceptions of these same students. In fact, self-perceptions of stu-
dents who are grouped together under a single label (e.g., developmental, 
first-year, honors) often differ widely. One important implication for writ-
ing assessment is that there may be a gap between what one “stakehold-
er” (student, faculty member, administrator) believes an assessment is, or 
should be, measuring and what another interested party believes. Through 
her study of a group of “basic” writers, for instance, Adler-Kassner (1999) 
found that while many students perceived their key writing “deficiencies” 
as “unsuccessful information transfer” (79) or the inability to write about 
subjects that don’t interest them (85), neither the placement mechanism 
(a timed impromptu essay) nor the required basic writing course (sup-
ported by faculty and administrators) accounted for these issues in any 
obvious way. The unfortunate results of disjunctions like these are frustra-
tion and even anger on the part of students who often may not know why 
they have been placed into a particular class or feel that the class does not 
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address their writing needs. As Harrington (1999) puts it, as a result of 
not “understand[ing] their audience,” many writing programs end up not 
being as “rhetorically effective” as they could be if they took the time to 
actually talk with students (105).

W H O  A R E  T H E  W R I T I N G  FAC U LT Y ?

As indicated at the end of the previous section, faculty experiences and 
attitudes can also impact assessment. While it is fairly common these days 
to see student learners in terms of context (i.e., in terms of their educa-
tional preparedness, cultural background, and attitudes toward school and 
writing), we typically don’t adopt the same perspective toward instructors. 
Though theory suggests that context is key in any discussion of learning 
and, hence, teaching effectiveness, many universities continue to rely on 
standardized measures, such as institutional—or even national—student 
course-evaluation surveys that minimize context by asking students to com-
ment on aspects of the course or abilities of the instructor divorced from 
environmental factors. In other words, we are accustomed to measuring 
good teaching in much the same way that we are used to measuring learn-
ing—through standardized, one-size-fits-all assessments that often provide 
little insight into how a particular instructor might help her particular stu-
dents learn better. Teachers, like students, both reflect and are defined by 
multiple contexts. They have individual histories, cultural identities, and 
disciplinary knowledge that affect not only their general approach to teach-
ing but also specific teaching practices.

While differences in faculty experience and expertise often make a writ-
ing program rich and interesting, they can create special challenges for 
writing program administrators who are trying to design meaningful assess-
ments—especially if they believe, as we do, that faculty support or “buy in” 
is crucial to the success of assessment efforts. At the basis of most writing 
assessments is a definition of what makes writing good or effective. Yet, 
unless the writing program has achieved a high level of theoretical and 
pedagogical consistency, the ways that faculty answer this question may dif-
fer, depending on their particular teaching backgrounds and disciplinary 
training. Someone who is conversant with the current literature in compo-
sition and rhetoric, for example, likely would define good writing in terms 
of effectiveness for a particular rhetorical situation (i.e., a particular pur-
pose and audience). Someone not conversant with current research and 
theory might define good writing as simply clear and correct writing. Each 
of these definitions would inspire a different conception of appropriate 
assessment methods. 

Of course, even if faculty agree on definitions of assessment con-
structs and basic assessment design, they may interpret the results of a 
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given assessment differently, which creates another challenge for a WPA. 
As William Smith (1993) acknowledges in his discussion of the pros and 
cons of holistic scoring of placement exams, there is a host of contextu-
al influences on how the exams are read and evaluated. These influences 
include how long the readers can read and “efficiently” score, how many 
essays are being read, how the rating scale is designed, how raters under-
stand the scale, and whether students clearly fit the categories designated 
in the scale (150–55). Similarly (and even more relevant to our present dis-
cussion), scholars like Michael Williamson (1993), Judith Pula and Brian 
Huot (1993), Arnetha Ball (1997), and Bob Broad (2003) have found that 
despite attempts at “norming” raters so that they read consistently, and 
in line with a published scoring rubric or guide, assessment decisions are 
nonetheless influenced by such environmental factors as raters’ reading 
and writing experiences, disciplinary training, teaching experience, scor-
ing experience, ethnic identity, and attitudes toward a particular writing 
assessment and/or use of results. 

Beyond the influences outlined above, power relations can also influ-
ence how assessments are designed and implemented. Such relations can 
be institutional, reflecting differences in pay, status or rank, length of ser-
vice, and job security; or they can be disciplinary, emphasizing differenc-
es in theoretical and pedagogical currency or cachet. In practice, the rela-
tions are fairly complex (e.g., an un-tenured assistant professor who is 
well published in a well-respected discipline may be seen as having more 
institutional “clout” than a tenured full professor who hasn’t published in 
twenty years). Generally speaking, though, faculty who feel they have more 
institutional and/or disciplinary power will participate differently in assess-
ment initiatives than faculty who feel they have little or no power. A use-
ful illustration of this point is made by Allene Cooper, Martha Sipe, Teresa 
Dewey, and Stephanie Hunt (1999) in their discussion of an innovative 
portfolio-based assessment initiative designed by composition specialists 
to replace a questionable “minimal competency exam.” During the assess-
ment pilot, tensions between two key groups of portfolio readers (gradu-
ate TAs and adjunct faculty) arose not just due to differences in experience 
but because of differences in perceived status and security. The TAs, who 
had recently “quadrupled” in number, saw the assessment as a way to learn 
more about composition theory and, thus, build professional credentials; 
adjunct faculty, who had recently been described as “a dime a dozen” by 
the university president, perceived the assessment as a vehicle for expos-
ing their weaknesses as teachers and getting them fired. Importantly, the 
comments on and about student writing reflected the degree of perceived 
threat just as much as they represented a particular teaching philosophy 
or approach.
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Faculty differences can also affect the ultimate use of assessment data—
how the results are acted upon (a process that assessment experts term 
“closing the assessment loop”). This is especially true when faculty most 
involved with assessment have one idea about what constitutes good writing 
and how such ability should be measured, but those actually teaching the 
courses important to assessment efforts have very different ideas. Data col-
lected through holistically scored exit portfolios of revised student writing, 
for example, may seem irrelevant to classroom teachers who are committed 
to traditional single-paper grading that emphasizes mastery of discrete writ-
ing tasks and minimizes revision. A similar situation arises when, at the pro-
gram level, evaluators are looking for evidence of one type of ability and 
classroom teachers are not emphasizing that ability. A small-scale study of 
the developmental writing program at Cindy’s former school indicated, for 
example, that while the program exit exam is designed and read to empha-
size analytical writing, many developmental-writing faculty do not empha-
size this type of writing in their courses.

So, given the prospect of initiating assessment efforts with faculty who 
are diverse in many ways, what can writing program administrators do to 
increase the possibility of success? Again, a good starting point is to think in 
terms of a research project, by generating questions that will lead to help-
ful answers. Here’s a start:

Who teaches writing and why?• 

What is the instructor’s approach to teaching and what rationale • 
does she/he provide for it?

What are the instructor’s attitudes toward students? Toward writing? • 
Toward a particular writing course?

How is the instructor positioned within the program, in terms of • 
job status and security, disciplinary expertise, and experience?

How will the answers to these questions inform assessment design • 
and implementation? 

One way to begin understanding who faculty members are (includ-
ing what their theories of language and learning are, where the theories 
come from, and how their theories will affect assessment efforts) is to sim-
ply talk with them—especially those who teach writing regularly. This can 
be done in a variety of informal and formal ways. An informal means of 
investigation is simply to make time for one-to-one or small-group conver-
sations with as many faculty as possible. Stopping by a colleague’s office 
for ten minutes during posted office hours, inviting a colleague for cof-
fee (your treat), or arranging a small-group lunch outing to the campus 
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food-court are all good opportunities for asking questions about writing, 
teaching, and assessment. A more formal means of researching the faculty 
is through planned forums or brown-bag sessions on writing issues/ques-
tions important to the program. Such activities can be especially helpful if 
faculty members are encouraged to ask their own questions about program 
identity or definition and to work toward answers together, with the admin-
istrator serving as a facilitator.

Classroom observations, including pre- and post-observation discussions, 
are another formal means of gathering information about faculty. Though 
observations themselves can give administrators a sense of what faculty 
members do in their classrooms, it’s the one-to-one discussions that high-
light the values about teaching and learning that can influence attitudes 
toward assessment. It is in such discussions, for example, that WPAs can ask 
instructors why they have chosen particular approaches, assignments, and 
assessment methods. Such discussions can be complemented with review 
of syllabi, assignments, and other handouts. Additionally, if assessments are 
already underway, a new WPA can simply participate, observe, and listen as 
faculty readers talk about how they are assessing student writing and why. 
Then, following the protocol Broad (2003) suggests, the WPA might use 
her observations as a basis for faculty to openly discuss scoring trends and 
the multiple reasons for them—perhaps as part of a department retreat or 
lunch-hour forum.

To find out how writing faculty are positioned within a program or 
department (again, this will highlight the power issues), administrators will 
want to consider obvious factors like pay, benefits, office space, and course 
load along with less obvious factors, such as relationships with other fac-
ulty in the department, degree of support from the department chair and 
other administrators (e.g., the dean), faculty-development opportunities, 
and relative autonomy. Because the first kind of support (pay and bene-
fits) often dictates the level of other kinds of support, it’s good to find out 
as soon as possible (even before being hired) how writing faculty are com-
pensated. If faculty members are tenure-track, they typically will be com-
pensated at the same rate as others within their department and, by virtue 
of their tenure-track status, will benefit from a certain degree of institu-
tional respect. They will usually have their own offices, some choice about 
their teaching schedules, freedom to experiment with teaching approach 
and methods, and the benefit of colleagues who, for the most part, will lis-
ten to and respect what they have to say. For writing faculty who are adjunct 
or part-time, or non-tenure-track but full-time, chances are very good that 
the level of institutional support will not be as great—and the less obvious 
forms of support (type of work space, degree of freedom to innovate, etc.) 
may reflect this. Even if the pay is the same (or proportionately the same), 
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non-tenure-track faculty will not feel as secure in their positions and, there-
fore, may respond differently to assessment efforts. Along with interviews of 
faculty and knowledgeable administrators, review of university and depart-
mental documents (meeting minutes, memos, relevant handbook materi-
al, etc.) can highlight more subtle power relationships. Something as seem-
ingly benign as the use of “they” or “them” to refer to adjunct faculty in 
department minutes can reflect relevant power disparities and accompany-
ing tensions.

Once a WPA determines who the writing instructors are, in all of their 
complexity, he or she will want to think hard about the implications for 
assessment. One approach that, thankfully, has become less common 
(largely due to feminist critiques of traditional administrative methods) 
is to downplay or even ignore faculty experiences and attitudes and just 
design an assessment in one’s own image. Before an administrator adopts 
what is known as the “WPA-centric” approach, though, he or she should 
understand that it rarely works—especially in the long run. While col-
leagues may grant the program administrator a certain degree of expertise 
(especially if these colleagues are part-time faculty), they will not appreci-
ate being told what to do (which will be the perception even if the WPA 
just suggests a new direction for assessment) or being excluded from dis-
cussions and decision making. 

Beyond the level of common courtesy and diplomacy, there are very 
practical reasons for not forcing ideas on others. Again, as we suggest ear-
lier, if there is no “buy in” on the part of key stakeholders, there will likely 
be no long-term success. Further, some assessment initiatives inspire whole-
sale shifts in views of how writers learn, the role of the teacher in such 
learning, and so on. The literature on portfolio assessment, for example, 
suggests that in moving from single-product grading to portfolio evalua-
tion, teachers often experience a shift in how they respond to writing and 
interact with students, generally. Because differences in teaching philoso-
phies often run deep, touching “founding insights, beliefs, [and] axioms” 
(J. Harris 1997, 42), it can be very dangerous for a writing program admin-
istrator to impose a paradigm based on a conflicting philosophy or, worse 
yet, to suggest that faculty members with differing philosophies are unedu-
cated or “out of it.” What seems like an innocent or commonsense effort to 
be more current or more “cutting edge” to the WPA can feel like a threat 
not only to a faculty member’s teaching identity but to his or her very self-
concept and worldview. 

A better means of ensuring the success of assessment efforts is to inves-
tigate faculty experiences, interests, and values, and recognize similarities 
and differences at all stages in the assessment process. This approach allows 
faculty to feel included and to see their interests and ideas acknowledged, 
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if not actually represented, in assessments. In fact, differences in experi-
ence, if acknowledged and discussed, can be effectively used to create more 
valid writing assessments, as Smith (1993) found through his student-place-
ment research. Smith discovered that the accuracy of first-year student 
placement into composition courses improved at his school when teach-
ers, who themselves regularly taught the courses, placed students based 
on their own local knowledge of student preparation and abilities rather 
than according to scoring rubrics that are meant to minimize the impact of 
teacher differences. While an assessment like this one may be based on phi-
losophies that differ from those held by faculty, the fact that diverse expe-
riences are acknowledged through faculty involvement can make a big dif-
ference in terms of attitude, morale, and openness to changes based on 
assessment results.

W H O  I S  T H E  W R I T I N G  P R O G R A M  A D M I N I S T R ATO R ?

Many new program administrators assume their positions with a strong 
sense of purpose. In fact, many people who pursue administration do so 
because they feel they have the skills necessary to maintain successful pro-
grams or improve weak ones. While there are indeed many WPA success 
stories, there are also numerous accounts in the literature of struggles and 
setbacks. These struggles often have little to do with disciplinary expertise 
or career preparation, but instead result from a lack of self-knowledge and/
or an inability to appreciate the potential tensions between how we view 
ourselves and how others view or “construct” us. In fact, even when pro-
gram administrators have a good sense of their strengths and weaknesses, 
their administrative efforts may falter because the staff, faculty, and admin-
istrators with whom they work perceive them differently than they perceive 
themselves. To get a sense of how the WPA position is being constructed 
by others, it can be helpful to employ the same kinds of investigative tech-
niques used to understand how the writing program as a whole is defined. 

One way to analyze the position—or positioning—of the WPA is to 
think in organizational terms. Where does the WPA position exist in the 
institutional hierarchy? This varies greatly from institution to institution 
and can have a great impact on assessment. The typical institutional posi-
tion for WPAs is within a department and “under” the department chair-
person. (For many writing center and WAC directors, administrative posi-
tioning can sometimes be more complicated because such directors may 
be English faculty members who are supervised by the department chair 
but who report to an academic vice president or provost.) Where a WPA 
is located within the institutional organizational structure can have impor-
tant implications for assessment because organizational structure will, in 
many ways, influence the flow of resources (and, as suggested above, access 
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to resources is often accompanied by increased credibility and status). 
Given that the larger financial decisions are made by people highest in 
the hierarchy (VPs and provosts), it is not hard to imagine the many insti-
tutional layers that must be confronted by a department-based WPA look-
ing for money to fund a large assessment initiative. Typically, a request for 
money would need to start with the chair and then be forwarded to the 
dean and then the VP or provost. A WPA who works more directly with 
upper-level administrators has more direct access not just to decision mak-
ers but to their financial resources. Of course, sometimes the presumed 
(i.e., theoretical) power relationships are different from actual practice. At 
some schools, for instance, the institutional position of the WPA is low, but 
the everyday, practical status is quite high—especially if a school is empha-
sizing writing and/or if the WPA is respected by faculty and administrators. 
If status is high, then the WPA will likely be able to get more support (finan-
cial and otherwise) for assessment. In any case, successful WPAs figure out 
how they are positioned and how to make effective arguments to adminis-
trators based on an awareness of their perceived status.

With respect to how an administrative position is perceived by faculty, 
it can help to start again with organizational charting. In programs where 
writing is mainly taught by adjunct faculty and graduate teaching assis-
tants, the WPA will be positioned “above” most classroom instructors as 
a supervisor or manager. The challenge in this arrangement is that any 
administrative initiative will be seen as coming from above—even when 
the WPA attempts to be collaborative. Many former and current WPAs 
have described frustrated attempts to challenge institutional hierarchies 
through such means as co-directorships and collaborative mentoring (see, 
for example, Schell 1998 and Harrington, Fox, and Hogue 1998).

A related challenge can arise if most of the writing courses are taught by 
full-time faculty, as is often the case at small liberal arts schools. Here, no 
matter how WPAs attempt to position themselves, they will be seen at best 
as a consultant or facilitator. Such perceptions of the WPA can be good 
in many ways (e.g., they often inspire the kind of collaboration necessary 
for long-term success) but also may create special challenges. As Rebecca 
Taylor (2004) explains, full-time tenure-track faculty who support a writ-
ing program (in this case a well-established WAC program) can be fiercely 
independent—both in terms of their teaching and the assessment of teach-
ing efforts (59–60). Thus, for any large-scale program assessment to work 
at her school, she avoids approaches that would threaten faculty members’ 
“academic freedom or pedagogical decision making” and is careful not to 
be “perceived as ‘overseeing’ in any way” (60).

Disciplinary histories and tensions can also affect WPA positioning—par-
ticularly at the department level. Because it is sometimes still the case that 
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faculty members outside of composition and rhetoric believe that “anyone 
can teach writing,” it may also be the case that there will be a prevalent phi-
losophy of “anyone can be a WPA.” If this perspective is predominant, it 
will be difficult to get faculty teaching composition courses to take serious-
ly what the WPA says—even (or sometimes especially) if the WPA is a com-
position and rhetoric expert. It can also be the case that a WPA is viewed 
differently if there is a degree program in writing or composition and rhet-
oric, which suggests a certain kind of status and recognition for writing, if 
not the discipline of comp-rhet as a whole. It is important to note, too, that 
the WPA can position him/herself in unproductive ways. In his analysis of a 
narrative written by Wendy Bishop and Gay Lynn Crossley about challenges 
Bishop experienced as a WPA, Tim Peeples (1999) implies that WPAs who 
struggle in their positions often do so because they have constructed their 
administrative stories in terms of a larger comp-rhet master narrative in 
which writing program directors are forever the victims of colleagues and 
upper-level administrators who don’t understand or appreciate their work.

While it is true that institutional hierarchy and departmental history 
can play a part in perceptions of a writing program administrator, so, too, 
can other factors. For example, feminist compositionists such as Sally Barr-
Ebest (1995), Hildy Miller (1996), and Eileen Schell (1998) have written 
convincingly about how larger social factors, such as a WPA’s gender, can 
affect how her/his administrative efforts are perceived. If, as Barr-Ebest 
suggests, for example, a female WPA is much more likely than her male 
counterpart to be viewed by colleagues and other administrators as a ser-
vice practitioner (rather than a serious scholar), her administrative work 
(including assessment) may not be valued.

To determine how a particular administrative position at your institu-
tion has been—or is being—constructed, it can help to start with questions 
like the following:

Are there program or department documents that describe the • 
WPA position? What do they say about departmental (institutional) 
role(s) and values?

What do other documents, such as administrative letters and new-• 
faculty handbooks, say about the relationship between the WPA 
and others?

Is program management presented as a single person or as mul-• 
tiple, knowledgeable people working together to make a program 
successful?

Questions like these can then be explored using some of the 
same research techniques mentioned earlier. Interviews with former 
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administrators, for example, can be a particularly useful way of determin-
ing relationships among key groups within a writing program. Note how 
these administrators talk about faculty—as colleagues or underlings? As 
people who know what they are doing (i.e., professionals) or as people 
who are lucky to have a job? Rhetorical analyses, which both highlight the 
multiple competing discourses that situate WPAs as well as the possibili-
ties for negotiating these discourses, can also be helpful. By reading his 
position as a nexus of competing local and institutional “conversations,” 
for instance, Peters recognized that the ultimate viability of his position 
and success of his work depended upon an ongoing “dialectic” between 
the writing program and upper-level administration (1998, 130–34). The 
usefulness of a rhetorical approach is underscored by Peeples (1999), who 
promotes “postmodern mapping” of the WPA position. Such mapping 
invites both an analysis of the complex factors that influence WPA posi-
tioning and an appreciation for the multiple relationships among factors. 
By understanding how the administrative “text” can be read differently, 
depending upon the factor or relationship of factors emphasized, WPAs 
can begin to understand how slight changes in actions and responses can 
reposition a WPA in powerful ways. 

OT H E R  C O N T E X T U A L  I N F L U E N C E S  O N  W R I T I N G  A S S E S S M E N T

While it has always been the case that people and policies outside of a pro-
gram or department have influenced assessment, these days external enti-
ties are exerting even greater influence because they, themselves, have 
more at stake. It is not enough anymore to simply say that you run a good 
school with quality programs; you have to show it—to students, parents, 
accrediting agencies, and the legislators who control state funding. This 
increased pressure on upper-level administration to show results of student 
learning is now filtering down to departments and programs by means of 
increased demands for “measurable outcomes” and “use of results”—espe-
cially with respect to core curriculum or general education courses.

Because the perspectives on writing and learning—and on faculty and 
students—represented by different administrators can conflict with the 
perspectives of the WPA, and because these conflicting perspectives may 
have very different philosophical roots, the impact of external contexts on 
writing programs can be both powerful and challenging. This impact is 
typically illustrated in the comp-rhet literature by descriptions of the dean 
or provost who defines good writing in terms of correctness and, so, can’t 
understand why a grammar-based placement test or exit exam is prob-
lematic. In reality, though, such conflicts are often much more complex, 
reflecting not just an individual’s preference or viewpoint but an entire 
institutional culture and/or history. When, as a new WPA, Mirtz researched 
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the genesis of the placement exam being used at her school (“a multiple 
choice grammar and usage test”), she discovered that the exam didn’t so 
much reflect an individual or even small-group agenda as much as ambiv-
alence among English faculty about having to create a placement process 
that would correspond with “the literal politics and the tacit ideologies” of 
the state legislature and educational system existing during the late 1970s 
and early 1980s, when the test was adopted (127).

Another related extra-programmatic challenge for a WPA can occur 
when administrators who appropriate money and/or release time for 
assessment (and, thus, feel justified in approving assessment methods) 
hold traditional views of assessment that do not acknowledge context and/
or are not generally grounded in current learning and teaching theories. 
Though accrediting agencies allow for great latitude in how faculty and 
directors design assessments, emphasizing, for example, that assessments 
must generate data that instructors can actually use to improve teaching 
and learning, university administrators, in the interest of gathering data 
that can be easily reported in a consistent form across disciplines, will often 
impose a standardized structure or set of criteria that makes sense to them, 
but not necessarily those who are conducting the assessments. One good 
example of this urge toward standardization is the university general edu-
cation assessment for which many different disciplines are involved in gath-
ering and presenting data, but one entity (the university general education 
committee, which may or may not include someone from English, let alone 
a writing specialist) does the final interpreting and reporting. Sometimes, 
such a group will even design evaluation rubrics for writing courses with-
out consulting faculty knowledgeable about writing assessment. The typical 
reaction to this, captured well in Chris Fosen’s (2006) article on the influ-
ence of general education initiatives on writing programs, will be feelings 
of indignation and exasperation with objectives that seem totally out of line 
with values and beliefs embraced by writing administrators and faculty.

While it can feel good to complain about upper-level administrators 
who may know little about writing and even less about assessment—or who 
may be reluctant to fund good assessments—the most successful WPAs will 
attempt to first understand where other university administrators or agen-
cies are coming from and then try to see where there are openings to do 
meaningful assessments but still meet the perceived needs of these admin-
istrators. Fosen, for example, not only reflected deeply on the differenc-
es between the historical purposes of general education and those of most 
English departments and writing faculty, but he recognized the importance 
of resisting the temptation to simply “react” to top-down assessment man-
dates and to instead be “pro-active” by, for instance, encouraging knowl-
edgeable faculty to join key university committees, including the General 
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Education Advisory Committee, where they could “raise concerns,” “con-
nect with faculty facing similar issues with assessment,” and “learn the con-
voluted rhythms of upper administration” (26). 

In fact, sometimes, if simply shown how a theoretically grounded writ-
ing assessment will fit university requirements, many upper-level admin-
istrators will be glad to let experienced and knowledgeable faculty spear-
head assessment initiatives. As Richard Haswell and his colleagues discov-
ered when their university’s faculty senate mandated the development of 
both a required writing placement exam and a “rising junior” test, inter-
ested administrators, such as the dean and vice provost, “listened” to 
their concerns about how plans for these exams were “shaping up” (as 
single impromptu essays to be graded holistically) and their proposals 
for more theoretically sound alternatives. As Haswell and Susan Wyche 
(2001) explain, “We discovered the first truth about institutional assess-
ment of writing: no one feels competent to do it. . . . [T]he administra-
tion was delighted to find writing teachers who said they had an innova-
tive plan and were eager to get a problematic task out of their own hands” 
(15). Sometimes, too, with a little investigation, what looks like an assess-
ment mandate that ignores values and beliefs shared by comp-rhet special-
ists may have simply been presented in an unfamiliar way, with specialized, 
unfamiliar terminology (e.g., “outcomes” versus “objectives” or “report-
ing group” versus “department/program”). Additionally, administrators, 
knowing little about accreditation themselves, will interpret accrediting 
agency language more narrowly than it should be interpreted—and they 
just need a department chair or program director who is more knowledge-
able to explain why the interpretation can be broader (which is where a 
WPA’s knowledge of information included in our first two chapters can be 
extremely helpful). That is, rather than seeing situations like these as capri-
cious attempts to control others, it can help to view them as a natural reac-
tion to assessment demands that upper-level administrators themselves do 
not always fully understand.

T H E  P R AC T I C E  O F  A S S E S S M E N T:  D E T E R M I N I N G  W H AT  T H E  C O N T E X T 

W I L L  S U P P O RT

In the ideal assessment world, all interested parties would define assess-
ment concepts and interpret assessment needs and results in similar ways. 
The program administrator would simply ask what faculty, staff, and stu-
dents wanted; draw upon his or her knowledge of current theory and prac-
tices; design a meaningful assessment; and secure immediate moral and 
financial support from upper-level administration. Yet, as we have illus-
trated throughout this chapter, this type of agreement rarely occurs—
even in departments with long historical commitments to writing and to 
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composition and rhetoric as a discipline. Most often, there are disagree-
ments and/or differences in priorities that must be openly acknowledged 
and carefully negotiated. And even in the most congenial of circumstanc-
es, compromises of one kind or another must be made to insure that the 
important work of assessing writing gets done at all. 

In the following chapters we discuss three major focuses for writing 
assessment (students, programs, and faculty) and offer ways of applying 
knowledge of assessment history, theory, and contextual factors to practi-
cal assessment problems. We try to be both idealistic and realistic in our 
approach, knowing that often the best assessments are those that demon-
strate attention to current theory and practice while also acknowledging 
the constraints of the local assessment context.



5
A S S E S S I N G  S T U D E N T  W R I T E R S — 
P L A C E M E N T

Placement is one of the most common reasons WPAs and writing teachers 
become involved in writing assessment outside the classroom. Many writing 
programs offer more than one starting point for students to satisfy the writ-
ten communication requirement (or its equivalent) for their undergradu-
ate degrees. Having multiple courses requires a selection process so students 
receive appropriate instruction. As we have noted throughout the volume, a 
fundamental practice of using information from writing assessment in a prin-
cipled and valid way is to document that the decision(s) based on test data 
have positive educational benefits for individual students. This documenta-
tion of a use of writing assessment is called validation inquiry or a validity argu-
ment. For writing placement, important evidence for a strong validity argu-
ment centers on the performance of the student in the class in which she was 
placed. Because we believe that making good decisions about assessment for 
placement is a local, contextual activity requiring local knowledge and exper-
tise (because all curricula, students, and institutions are not the same), we 
cannot be theoretically and practically consistent if we recommend specific 
procedures over others. However, we certainly favor those approaches that 
are consistent with the theoretical framework of this book, such as the use of 
student writing to make important decisions about students’ writing instruc-
tion. In addition to the obvious need for developing procedures that exam-
ine student writing according to criteria relevant to the courses in which stu-
dents are placed, the assessment procedures have to be realistic in light of 
the needs and challenges of the students, the teachers, the curriculum, and 
the missions of specific institutions. Our purpose for this chapter is to out-
line various approaches available in the literature, highlighting how each can 
be used to make the best placement decisions and to provide some explana-
tions and models for documenting these decisions through validity inquiry.

W R I T I N G - L E S S  P L AC E M E N T

It is common to refer to procedures for assessing writing that actually con-
tain no writing at all as indirect writing assessment.1 These kinds of assessments 
have long been used for placement. For example, over fifteen years ago 

1. We resist using “writing assessment” or even “indirect writing assessment” to describe 
any set of procedures that do not involve students actually writing. 
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Brian Huot surveyed around 1,100 writing programs and found out that 
about half of them still relied on placement procedures that did not include 
teachers reading student writing to make placement decisions (Huot 1994). 
Probably the most common source of information used to make place-
ment decisions is the verbal score from the standardized college admissions 
exams, ACT or SAT. The exams primarily examine a familiarity with an aca-
demic vocabulary and have a statistical relationship to success in college, 
though there is reason to believe that their statistical relationship to success 
in first-year writing courses is questionable. The advantage of using SAT or 
ACT verbal scores is that most colleges require them anyway, so there is little 
or no associated cost or effort in using them. Of course, there are also some 
problems with using ACT or SAT verbal scores. These scores, by themselves, 
are not recommended by testing developers and companies for placement 
purposes. 

A common measure used to make placement decisions without looking 
at student writing is a test of grammar, usage and mechanics. At one point 
the Test of Standard Written English (TSWE) was the most commonly used 
example of this type of measure. The value and appropriateness of these 
exams depend upon how much emphasis an individual program places on 
mechanical correctness in its curriculum. Like other measures that do not 
use writing, tests of grammar, usage, and mechanics are practical, conve-
nient, and relatively inexpensive and cost-efficient.

The COMPASS placement exam is a popular writing-less procedure for 
placement that represents a departure from traditional approaches. It is 
advertised that COMPASS places over 750,000 students a year and has been 
adopted by whole state systems as their primary placement procedure. The 
COMPASS is untimed and taken on a computer. Students are given a pas-
sage to edit, and their scores are tabulated based on the correct number 
of edits for a given passage. Again, the appropriateness and accuracy of a 
set of procedures that makes placement decisions based upon a student’s 
ability to edit a passage she did not write depend upon the emphasis and 
importance of editing as an independent skill in the curriculum. There is 
some evidence that exams like the COMPASS are not effective for place-
ment in courses which emphasize rhetorical skills and writing as a process. 
For example, during a one-year period, at an institution where Brian over-
saw the placement process, students were required to take the COMPASS 
because it was a mandated placement procedure for the community col-
lege to which basic writing had been outsourced. Students took the 
COMPASS, and the writing program also considered the ACT verbal and 
teacher examination of a single or portfolio sample of their writing.2 The 

2. For a fuller explanation and discussion of this placement system, see Hester et al.
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COMPASS placed over 400 more students in basic writing than the other 
methods. Around 2503 of these students selected the higher placement and 
enrolled in the regular writing course at the four-year institution. Around 
70 percent of these students earned As or Bs and over 90 percent earned 
Cs or higher. Clearly, COMPASS did not accurately place students at the 
four-year institution, but what is more troubling is that thousands of stu-
dents throughout an entire state’s community college system received basic 
writing placements when an overwhelming percentage of them could have 
passed regular composition at a four-year school. Tests like the COMPASS 
are inexpensive (less than a dollar per student) and easy to administer. 
Those interested in placement procedures that do not include writing 
might consider them an improvement over timed multiple-choice tests of 
grammar, usage, and mechanics.

T R A D I T I O NA L  W R I T I N G  A S S E S S M E N T

The next group of procedures we consider involves students supplying a 
writing sample that is read for placement purposes. As we detail in the his-
tory chapter, traditional procedures for reading and assessing student writ-
ing like holistic, analytic, and primary trait scoring provide a means for a 
consistent scoring of student writing. Analytic and primary trait scoring 
ask raters to give separate scores for different traits exhibited in a piece of 
writing. Analytic uses a generic notion of writing quality, whereas prima-
ry trait scoring asks raters to evaluate an assignment-specific writing quali-
ty—for example, the clear use of chronological or sequenced order in writ-
ing directions or instructions. These different scores can be aggregated to 
supply an overall score for a piece of writing. Individual scores can also be 
weighted. For example, content and/or organization can be worth more 
than the use of transitions. The primary difference between holistic scor-
ing and the other types is that with holistic scoring, raters are asked to des-
ignate a single score for the entire paper based on an overall impression 
and not on an examination of individual features. A holistic rubric typical-
ly provides a general description for each score point that identifies the 
salient features for the texts that fall into that range, but it doesn’t expect 
raters to be evaluating each trait individually as in analytic scoring nor is it 
focused on only the defining features of the type of writing required as in 
primary trait scoring.4 Research comparing holistic, analytic, and primary 
trait scoring does indicate that analytic and primary trait are a little more 

3. The other 150 students either enrolled in other institutions or did not enroll that 
semester.

4. See appendix C for sample scoring guides. Additional examples, as well as help in 
creating one’s own rubric, can be easily found through a Google search for “writing 
assessment rubrics.” 
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consistent and accurate, but the small difference between the scores often 
does not warrant the possibly considerable increase in expense (Veal and 
Hudson 1983). Trait scoring does offer the advantage of providing detailed 
information about what a student’s writing strengths and weaknesses might 
be. In this way, trait scoring has a much stronger diagnostic value, since the 
student, her teacher, and the institution would have a stronger idea of the 
student’s writing and her instructional needs. However, if an institution 
making placement decisions does not need or will not use detailed diag-
nostic information, then holistic scoring is probably the best choice of the 
three procedures for placement scoring. Because of its efficiency in time 
and money, holistic scoring is probably the overwhelming choice among 
these three methods. Holistic scoring is still a viable option for institutions 
wanting to include student writing in efficient and relatively inexpensive 
placement procedures.

E X P E RT  R E A D E R  S Y S T E M S  F O R  P L AC E M E N T

Over the last two decades, local experimentation with methods for read-
ing student writing and making decisions about placement for students has 
spawned a number of placement programs that involve the reading of stu-
dent writing but do not require the use of holistic or other traditional types 
of scoring. Practically speaking, placement programs that ask for readers to 
make a decision rather than give a score require much less paperwork and 
labor, both in terms of the effort involved in reading student writing and 
the amount of administrative work required to translate raters’ scores into 
student placement into specific classes. Using traditional scoring for place-
ment creates the need to sum the scores from the two raters and to set a 
cutoff score for each one of the placement decisions. Scoring leaders have 
to read a wealth of the papers to be scored to locate sample, or anchor, 
papers for each one of the score points. For each of the score points, 
the scoring leaders write a description, based on the samples and anchor 
papers they have reviewed, that articulates the types of texts that fall into 
that category. Readers have to be calibrated and recalibrated to agree with 
each other before and while live papers are read and scored. 

In contrast, expert reader placement scoring systems call on readers to 
make a placement decision directly, rather than to score a paper. Peggy 
O’Neill (2003) notes that giving a paper a score and making a placement 
decision based upon the reading of a paper are very different activities. 
While teachers might disagree on the quality of a paper, they can still agree 
on a placement. Scores require an additional level of abstraction beyond 
the relevant content knowledge and experience teachers normally possess 
for reading student writing to make educational decisions in and outside 
of the classroom. Two studies (Huot 1993; Pula and Huot 1993) that asked 
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holistic raters to talk aloud while reading for placement demonstrated 
that teachers made placement decisions and then looked for the appropri-
ate numerical score on the rubric. It makes sense that teachers would feel 
more confident making a decision about what class a student might prof-
it from than they would about a numerical score from a rubric with which 
they had been trained to agree. This research establishes the theoretical 
and psychological efficacy of asking teachers to read student writing and 
make direct decisions. In addition, work done by William L. Smith (1992, 
1993) at the University of Pittsburgh (we’ve discussed this work in detail in 
the history and theory chapters) established a placement scheme in which 
teachers who were experts for specific classes made one placement deci-
sion about the class for which they were most expert. Smith compared the 
placements from holistic scoring with those using the same readers in his 
direct-decision method and found that readers were more accurate and 
reliable when they made placement decisions directly. Talk-aloud proto-
cols of teachers reading student writing for placement (Huot 1993; Pula 
and Huot 1993; Smith 1993) and for classroom purposes (Edgington 2005) 
contrast sharply with those in large-scale assessments (Wolfe 1997). Edward 
Wolfe (1997) found that raters who agree with each other at a higher rate 
read in more focused and narrow ways than those who agreed at a lesser 
rate in large-scale writing assessments using holistic scoring.

Expert reader systems can take many forms, depending upon the num-
ber of placement decisions individual institutions need to make. For exam-
ple, one of the earlier expert rater programs used at Washington State 
University required that all essays be read by a single reader who was expert 
for the most regularly enrolled class (Haswell and Wyche-Smith 1994). 
Readers made a single decision about whether a student’s writing placed 
her into that class or not. In this manner, 60 percent of students were placed 
into a class on a single reading. The remaining 40 percent of students’ writ-
ing received an additional reading that placed students into the remaining 
classes in the curriculum. Expert reader systems also have been used to read 
portfolios, and because these reading schemes do not necessarily require 
second readings, calibration training, and additional administrative work, 
they are cheaper overall (Hester et al. 2007). Hester et al. (2007) report-
ed on a multi-year placement study in which portfolios were read for under 
four dollars apiece, a price that’s less than what many programs using holis-
tic scoring pay for reading a single sample of student writing.

In addition to being cheaper, expert reader systems for placement are 
also potentially more flexible. Holistic scoring requires constant calibra-
tion training and ongoing rubric revisions based upon the use of different 
prompts, which requires being in contact with a group of raters. An expert 
reader system, on the other hand, assumes that the training and rubric are 
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within the readers themselves, based upon their experiences teaching and 
reading student writing for placement and other purposes. Their prepa-
ration5 is their expertise. They read appropriately and make reliable and 
valid decisions about students because they know the curriculum, the stu-
dents, and the art and craft of teaching writing. Of course, an expert reader 
system relies on a writing program having shared values in terms of teach-
ing, learning, and evaluating. Without common expectations and stan-
dards across sections, results from an expert reader system may be idiosyn-
cractic and inconsistent, because each teacher would be representing his 
or her individual expectations instead of the program’s. 

Since expert readers do not need to be trained, placement systems have 
been developed that do not require all readers to convene in a single room 
to be calibrated, read anchor papers, or discuss a specific rubric or its revi-
sion. Instead, some of these expert reader systems have used the Internet 
so that teachers could discuss writing through e-mail (Allen 1994) before 
making decisions. Other systems have been designed so that students could 
compose online. Readers could then access student writing electronical-
ly, read the writing on their own time, and submit their decisions directly 
online. Administrators could have student writing read for placement with-
out having to have some common face-to-face reading (Harrington 1998). 
This flexibility and the potential of putting the placement program online 
can be crucial for many institutions that need to be able to collect writing 
samples and produce placements in a short period of time during sum-
mer orientation or other periods when time is at a minimum. This virtu-
al scheme for placement also allows individuals to interact and talk about 
their readings, keeping the best of placement scoring without the labor 
and effort involved in scheduling common reading times when all place-
ment readers must be present.

Not only do expert reading systems reduce costs and increase flexibility 
of how the scoring can be accomplished, they also introduce the possibil-
ity of only having a single reader for some placement decisions. Although 
Smith’s (1992, 1993) original scheme used two readers, subsequent place-
ment programs have relied on one reading of a piece of writing by an 
expert who made a single decision (Haswell and Wyche-Smith 1994; Hester 
et al. 2007). While holistic scoring is usually associated with reading and 
scoring single samples of student writing, it has also been used to score 
portfolios for placement purposes (Daiker et al. 1996; Willard-Traub et al. 
1999). Nonetheless, placement schemes that do not require two readers for 

5. Expert readers are prepared, not trained. In the same way, we call those who give scores 
raters and those who make decisions readers—it is, we believe, an important set of dis-
tinctions based upon a more social, interactive, and realistic notion of the way human 
beings make meaning with and through texts.
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each student sample of writing need not report interrater reliability, which 
refers to the consistency of scores given by two or more raters on a single 
student performance. Instead, we recommend like Hester et al. (2007) that 
such programs report on instrument reliability, using student samples from 
other years or using samples read by other readers to give a sense of how 
reliable the overall placement program is. As we have discussed in other 
parts of the volume, it is important to monitor and insure reliability, wheth-
er instrument or interrater; otherwise, it is difficult to make a convincing 
argument for using the results of an assessment to make important deci-
sions about students.

D I R E C T E D  S E L F - P L AC E M E N T

One of the more innovative approaches to placement to come along in 
the last few years— actually it’s ten years ago since the first article was 
published—is Directed Self-Placement (DSP), which is sometimes called 
Guided Self-Placement. DSP was invented and first used by Dan Royer and 
Roger Gilles (1998). DSP was developed at Grand Valley State University 
because they were unhappy with the results of their placement process. 
Instead of traditional placement procedures that look at student perfor-
mances like tests, scores, sample essays, or even portfolios of student work, 
Royer and Gilles decided to ask students to decide on their own placement. 
At orientation, a representative of the writing program would talk to a hun-
dred or so students about DSP, distributing a checklist which asked students 
to think about their experiences with writing in and outside of school and 
to make a decision about whether or not the student thought she would 
profit from a basic writing course before moving on to the most commonly 
enrolled course in the curriculum. While Royer and Gilles (1998) report-
ed a drop in the number of students who enrolled in basic writing courses, 
they were, nonetheless, happy with their system and the placements of their 
students. Clearly, a placement system that involves students in the decision-
making process has many potential advantages. Several schools have adapt-
ed DSP, and an entire edited collection (Royer and Gilles 2003) features 
the various schools using it and the different versions that have evolved.

In addition to the version of DSP spawned and promoted by Royer and 
Gilles (1998; 2003), there are other versions that allow students to make 
their own decisions but structure the process a little differently. David 
Blakesly (2002) describes a program in which students make their own 
decisions but only after an appointment with an academic advisor. Blakesly 
notes that while the proponents of DSP tout how inexpensive it is, the pro-
gram he describes did not save the institution any money, since funds spent 
for teachers to read student writing were diverted to pay the academic advi-
sors who helped students make placement decisions. Other institutions 
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have expanded the process students go through to make a placement 
decision. A system for a large urban commuter institution that calls itself 
Guided Self Placement (Harrington 2005) has students navigate a process 
over the Internet that gives them information about how they might reflect 
on their reading, writing, and learning experiences in terms of each course 
offered in the curriculum. For an urban, commuter school or other insti-
tutions at which students cannot always be on campus, putting the process 
on the Internet makes great sense because students do not live on campus 
and only visit campus to attend classes. In the Guided Self-Placement sys-
tem (Harrington 2005), students receive a detailed account of each of the 
courses they might place into, complete with writing samples that indicate 
to students what kind of writing is expected at each level of the curriculum. 
In addition, students are given a list of frequently asked questions and are 
prompted to contact the writing program so that they might speak to a writ-
ing teacher should they have trouble making their decision. 

A N  I N T E G R AT E D  P L AC E M E N T  M O D E L  

Although we have so far considered the attributes of the major types of writ-
ing placement procedures singularly and on their own merits, it is also pos-
sible to use such methods in combination with other forms of placement. 
For example, a school that did not want to use a writing placement test for 
all students could consider students’ SAT or ACT verbal scores or scores 
from another writing-less measure, exempting some students from further 
placement procedures if they scored above a certain level. In this way, writ-
ing-less placement procedures could reduce the number of students that a 
school would have to test for placement. In other words, depending upon 
the first-year writing curriculum of a specific school, a writing-less measure 
could be an effective screening device for students who would be success-
ful in the most commonly offered, credit-bearing course for first-year writ-
ing students. Placement decisions for students who are candidates for basic 
or remedial courses according to the writing-less method, would be deter-
mined by an evaluation of a writing sample, ensuring that students are not 
placed in remedial, developmental, or non-credit-bearing courses based 
solely on their knowledge of grammar or vocabulary, their ability to edit 
another person’s writing, or some other writing-less measure. 

Multiple measures for placement can be structured in other ways and 
include procedures like DSP, portfolios, writing samples, homegrown writ-
ing tests and other procedures that furnish a full picture of student writ-
ing ability and suitability for a particular curriculum. In addition, as we 
discussed earlier, some of these procedures might be available for stu-
dents through the Internet or in other digital formats. As a culmination 
of the section of this chapter on various approaches to assessment and 
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the different kinds of procedures postsecondary institutions use and can 
use, we provide a model for a writing-placement program at a large insti-
tution, since great numbers of students who need placement information 
for registration within strict time limitations are often a major dilemma for 
schools who want to collect and use robust information about student writ-
ing while at the same facing daunting fiscal and logistical problems in pro-
viding such information.

In our model program at Phantom U, students begin the writing-place-
ment process online, accessing a placement portal that they can navigate 
to successive Web sites, depending upon a host of factors, since no two stu-
dents’ journey through the placement process need be identical. We nar-
rate a fictional pathway that highlights the many possible activities and 
interactions a student might access, though in no way do we mean to imply 
that every student would engage in all of the activities we demonstrate in 
our model placement program, or that a student would have to follow 
the path we outline below. To complete the placement process, students 
would choose the path that most suits their needs and understanding of 
the institution.

A student starts at a site that provides her with an overview of the writing 
courses first-year students take, complete with sample assignments, curricu-
lum, course goals or objectives, and requirements for each of the courses. 
Such a site might also include statements, reflections, and comments from 
students and teachers about each of the courses in the curriculum as well 
as samples of student work and the criteria teachers typically use in deter-
mining student success and progress in specific writing courses. This site, as 
all others in the portal placement system, allows students to ask questions 
of composition teachers and former composition students or take part in a 
chat session about the courses offered at the institution with teachers and 
former students. As at every site in the system, students have the option of 
making virtual, face-to-face, or phone appointments to meet with teachers 
and/or advisors.

Once our mythical student determines she knows the curriculum and 
range of courses that make up the possible placements and has had all of 
her questions answered, she can then proceed to access her relevant aca-
demic information, including high school grades in English and scores on 
standardized tests like AP, ACT, or SAT. She would also be able to com-
plete a profile and checklist of her experiences and interests with reading 
and writing in and outside of high school. The site also provides statisti-
cal information about the placement of other students with similar grades, 
test scores, and profiles and their levels of success in each of the choices 
of writing courses in the curriculum. Again, the student could ask ques-
tions over e-mail, take part in a chat with other students and/or teachers, 
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or make an appointment with a teacher and/or advisor to discuss her past 
accomplishments and experiences and her suitability for one of the place-
ment choices.

Up to this point, the system we have been describing looks like a virtual 
DSP program with access to more information about curriculum and indi-
vidual academic records, not to mention the access to students and teach-
ers. Depending upon the curriculum, the experience, and the academ-
ic record of our mythical student, the next Web site would allow the stu-
dent to submit a writing sample—either by composing a piece of writing 
in response to a given prompt, a portfolio of previously composed writing, 
or a combination—for feedback from teachers who know and teach the 
curriculum. The feedback options could include the possibility for the stu-
dent to sit down with a teacher face-to-face or in a virtual mode, whichev-
er is most convenient for her. There is, however, no logistical reason why 
this type of online system even needs to require that students complete 
a writing-less placement procedure, because, in our view, the best way to 
determine students’ placement is actually to look at student writing. The 
placement decision itself could be regulated by a number of institutional 
factors or guidelines, including or limited to teacher feedback, academic 
record, and writer’s profile, or the completion of a writing sample and pos-
itive feedback from teachers. All of the specifics could be governed by the 
institution, including the possibility of the student making her own deci-
sion after receiving as much feedback, including having her writing read 
and responded to, as she deems necessary to make a good decision. This 
model, it seems to us, incorporates many of the major means for placing 
students within a manageable, flexible environment controlled by the stu-
dent and tolerable to the institution, including its resources. 

VA L I DAT I O N 

At this point, we have probably exhausted most if not all of the ways insti-
tutions can structure the placement process. Regardless of how placement 
decisions are made, it is incumbent upon individuals using any form of 
assessment (even student self-assessment) to offer some evidence that the 
educational decisions being made by or for students are profitable to the 
students involved. While we have talked already about the concept of vali-
dation and its importance to all assessment procedures, it’s important for 
us to situate validity inquiry within the specific context of placing students 
into college-composition courses.

One of the first kinds of evidence necessary to make a compelling argu-
ment for the degree of validity of the placement decisions being made by 
a placement system should focus on the courses students are being placed 
into. It is important to establish that all of the courses in the curriculum, 
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including and perhaps especially the alternate basic writing course, provide 
a sound, consistent, and coherent educational experience for students who 
place into it. Questions such as, “How well do students who place into basic 
do in other writing courses they take at the university?” and “How well do 
basic writing students’ performances in other writing courses and in their 
university careers compare to students who do not take basic writing?” are 
important questions to ask for validation research. We should also ask ques-
tions about how well students are profiting from the other courses in the 
curriculum, although basic writing is probably the most crucial site for this 
kind of inquiry because a basic writing course requires students to do extra 
work, often requires them to pay for a class that might not count toward 
graduation, and frequently carries a stigma that a student isn’t smart 
enough or ready for college. Unless we can present evidence that all of the 
choices of a specific placement program provide sound educational expe-
riences for the students who take such courses, we will have difficulty mak-
ing an argument that our placement program produces valid decisions—
that is, it provides sound educational experiences for students. 

There are different kinds of evidence crucial to making a case that a 
placement system is generating valid6 decisions. One common way of mar-
shaling evidence for decisions based upon a placement program is to com-
pare placement with grades or other valued measures. There are two com-
mon ways to consider various influences and relationships between a stu-
dent’s placement and other indicators such as grades. We can calculate the 
percentage of students who earn a specific grade (or other measure—we’ll 
discuss some possibilities later) with a specific placement or use a t test to 
produce a correlation statistic.7 There are probably not a lot of reasons to 
use a correlation, since it cannot by itself predict probability or isolate a 
specific variable, though we can run more than one t test, depending upon 
the number of variables. If you want to use inferential statistics, we recom-
mend using a regression analysis8 because it allows a more nuanced treat-
ment of the statistical relationships between variables and can consider the 
various influences of different variables while at the same time providing a 
p value (a percentage of the probability that results are not due to chance). 
We favor using simple percentages and have found that even for reporting 

6. We use the term valid to mean all of the necessary kinds of information including, but 
not limited to, the reliability of the decisions to be made on behalf of an assessment.

7. Offices of institutional assessment or measurement or colleagues in psychology or 
education can help WPAs and writing teachers without expertise in setting up and 
calculating inferential statistics.

8. The 1999 Standards for Educational and Psychological Testing is very clear about the pre-
ferred use of regression analysis over correlations: “Regression equations are more 
useful than correlation coefficients, which are generally insufficient to fully describe 
patterns of association between tests and other variables” (1999, 21).
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instrument reliability at statistically savvy meetings such as the American 
Educational Research Association, percentages were perfectly acceptable.9 

While grades are certainly the most common way that placement can 
be verified, we, like others (Smith 1992, 1993; Hester et. al. 2007), are not 
convinced that they should be the only means used to determine accurate 
placement. Grades are determined by student performance, which is influ-
enced by a variety of factors such as attendance and engagement. In our 
experience, many of the students who do poorly in first-year or required 
writing courses fail not because they have been inadequately placed in 
terms of their writing competencies, but because they have failed to attend 
class regularly, submit work on time, or complete assignments. Using 
grades, then, will indicate that anyone who did not do well in class was inac-
curately placed, which may not be true, giving the sense that the placement 
system under review is doing a poorer job than it really is.

Another common practice, one we endorse (though not necessarily as 
part of validation inquiry), is to have all students in required writing cours-
es compose an essay on the first day or in the first week, so that each teach-
er can make sure that the placement for each of her classes is relative-
ly accurate. We endorse this practice because it can help teachers move 
students into more appropriate courses in the beginning of the semester 
to insure students receive the most appropriate instruction. However, as 
Smith (1992, 1993) found, this method is not really a good measure of how 
well teachers believe students are placed because many teachers find it dif-
ficult to suggest alternative placement once students are already in their 
classes. This method does give teachers the opportunity to move students 
who are particularly unsuited but can’t really be used as evidence that stu-
dents have been appropriately placed.

Smith (1992, 1993) explored various possibilities for providing evidence 
that students had been adequately placed and found that a survey given to 
teachers around the sixth to eighth week of a fifteen-week semester worked 
best. Querying teachers earlier in the semester didn’t appear to give them 
enough experience with students’ writing, and waiting until the end of 
the semester made teachers unwilling to question student placement (and 
decisions were more likely to be influenced by other factors and to reflect 
final grades). Hester et al. (2007) also employed this method over a six-
year period. Evidence from teacher surveys is more compelling than grades 
alone because teachers are making a judgment about student suitability 
for the courses they are teaching without the confounding variable of how 
hard students work. In addition to asking teachers about the suitability of 

9. Our advice to use percentages is in direct opposition to some like Hatch and Hayes 
(1999) who favor more complicated statistical formulae like the Spearman Brown or 
Product Moment for calculating interrater reliability.
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placement, both Smith (1992, 1993) and Hester et al. (2007) queried stu-
dents about the suitability of the courses into which they had been placed, 
asking them about the level of difficulty in relationship to their level of 
preparation. Information from students, combined with information from 
teachers and course grades, provides the most comprehensive form of evi-
dence about placement procedures. While we have so far referred to sur-
veys, there is no reason why other kinds of data might not be collected. 
For example, focus groups of students and teachers separately and togeth-
er might yield information about the suitability of individual placement 
and provide important feedback about other aspects of the placement pro-
cedures, such as student ease with the placement times, locations, writing 
prompts, and other affective issues that could be modified or revised to 
improve student use and overall comfort and satisfaction with the system.

It’s important to keep in mind that validation inquiry is a crucial part of 
using any assessment, whether it be a commercially developed test bought 
off the shelf or DSP in which students make their own decisions. What’s 
necessary in any writing assessment situation is that the student profit from 
the decision made through a specific set of procedures. In placement, this 
means that it’s important to document that students benefit from the struc-
ture and procedures used by a particular program to make placement deci-
sions. Validation is an ongoing process (Cronbach 1988; Huot 1996, 2002; 
Moss 1998) not unlike reflective practice in which practitioners continu-
ally monitor their own actions to make sure that the assessment produc-
es results that profit students and do no harm (Moss 1998). Consequences 
from specific placement procedures that might unduly reward students 
whose home-language literacies most resemble the prestige dialect used in 
school or procedures that help reinscribe gender and/or other inequitable 
power relations by encouraging students to under- or overestimate their 
abilities on a regular, systemic basis (Schendel and O’Neill 1999) need 
to be monitored, examined, and mitigated. It’s crucial to keep in mind 
that validation inquiry is essentially empirical research and that all forms 
of data-driven inquiry start with questions. Given the various forms place-
ment can assume, our validation questions should also vary, as we illustrate 
above. As a further example, consider the Internet-based model we out-
lined above. Certainly, an important set of questions for that model would 
revolve around students’ access to technology and their ability to navigate 
a complex portal containing several Web sites. In addition to information 
provided by students about their experiences with the system, it would also 
be important to look at the number of Web sites students usually navigate 
and how many of these sites are actually used to make the placement deci-
sion. Just as this chapter has assumed that there is no one-size-fits-all place-
ment, there cannot be a uniform set of procedures for validation, although 
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students, teachers, and administrators should all be consulted in terms of 
the questions that drive validation for placement. 

Our intent for this chapter was to provide a wide range of possibilities 
for placement procedures. Any decisions about placement should be root-
ed in the principles we outline in chapter three and elsewhere, which argue 
that appropriate writing assessments should be locally controlled and site-
based. This is especially important for placement procedures since they are 
inextricably connected to the courses offered and the curriculum within 
these courses. The choice of placement procedures is fairly daunting, rang-
ing from writing-less scores produced by college admission tests to check-
lists or surveys through which students can make their own placement deci-
sions. Nonetheless, any of the various placement procedures enact certain 
attitudes and assumptions about literacy, learning, and the teaching of writ-
ing. While it is a truism that placement procedures need to fit institution-
al mission, student population, and teacher vision, it’s also important for 
an institution to align theoretically its placement procedures with the goals 
and objectives of the program itself. Whether an institution decides to use a 
combination of writing-less and traditional or expert reader procedures, it 
should attempt to see its placement procedures as an extension of its over-
all educational goal(s) for students in writing classes. While the model we 
suggested, which allows students to electronically navigate various ways of 
achieving accurate placement, might seem at present beyond or unneces-
sary for some institutions, we are confident that technology will play a larg-
er role in the years to come. In addition, while we have not recommended 
one kind of placement over another because of our belief that placement 
and other writing assessment choices should be local matters, we feel as if 
we have given WPAs, teachers, and other administrators enough informa-
tion about placement to make informed decisions about placement and to 
use validation procedures to insure that placement programs support accu-
rate and educationally sound placement decisions.



6
A S S E S S I N G  S T U D E N T  W R I T E R S — 
P R O F I C I E N C Y

In this chapter, we discuss how to design appropriate assessments for eval-
uating writing proficiency. Like placement, discussed in the previous chap-
ter, this type of assessment evaluates the performance of individual stu-
dents beyond the classroom. Proficiency testing can be done for a variety 
of purposes—for example, exit from developmental or first-year composi-
tion courses, certification for writing in the major, graduation, or exemp-
tion from required writing courses. Sometimes a proficiency exam is tied 
to a specific writing course—such as a portfolio produced in a developmen-
tal writing course that is assessed beyond the individual course instructor 
to determine students’ readiness for the credit-bearing course or a WAC 
portfolio that draws on writing completed in courses across the curricu-
lum that certifies students’ accomplishment of more advanced academic 
writing. At other times, this assessment involves writing produced outside 
of a course—such as a stand-alone impromptu essay written under stan-
dardized test conditions. In some cases, both types of writing samples may 
be used—writing done during regular courses as well as an extracurricu-
lar writing test. Regardless of the evaluation methods used, however, the 
primary purpose of proficiency assessment—like placement—is to make 
decisions about individual students. Naturally, proficiency assessments can 
also serve secondary purposes, such as contributing data to a program 
review (see chapter 7) or to the evaluation of instructors and instruction 
(see chapter 8). These secondary purposes, as we discuss elsewhere, do not 
demand that each student be assessed and that the consequences of that 
assessment be directed toward the student as with proficiency evaluation. 
In designing and implementing a proficiency assessment, then, it is critical 
to keep in mind that the primary function is to evaluate students as writers 
or their writing abilities. 

As we have discussed in previous chapters, the purpose of an assess-
ment is a critical factor in determining its design and implementation. 
When consequences are high stakes—and let’s face it, almost any assess-
ment can be considered high stakes for those who experience the conse-
quences directly—we have an even greater responsibility to ensure that 
the methods are appropriate and theoretically sound and that the results 
are valid; that is, they improve teaching and learning. Specific writing 
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assessments, including proficiency, need to be determined by local con-
text but informed by what we know about language and learning as well 
as by psychometric theory. Our goal, in this chapter as well as the book 
as a whole, is not to give you a recipe that provides step-by-step directions 
for your writing assessment needs; instead, we are trying to help you learn 
about the basic ingredients and how you can use them to make informed 
decisions about your own assessments. As we explained in chapter 5 about 
placement, we believe that making good decisions about proficiency is a 
local, contextual activity requiring local knowledge and expertise. Because 
curricula, students, and institutions are not the same, we would not be the-
oretically consistent if we recommended specific procedures over others. 
However, in proficiency as in other writing assessments, we favor approach-
es that use student writing to make important decisions about students and 
instruction. In addition, we realize that writing-proficiency-assessment pro-
cedures also have to be tolerable—that is, they must consider the needs 
and challenges of the students, the teachers, the curriculum, and the mis-
sions of specific institutions. 

Because assessment methods can be used for a variety of purposes, the 
specific details—such as what will be examined, how it will be evaluated, 
how the results will be used, what are the consequences for all participants, 
and how will the results be validated—need to be determined for each par-
ticular situation. For example, a portfolio of student writing can be used 
for placing entering students into the writing curriculum or for certifying 
proficiency for graduation. However, the specifics of the portfolio will dif-
fer dramatically depending on the purpose. The entering students’ port-
folios, as explained in chapter 5, will be read according to the specific cur-
riculum in each course in the first-year program. Likely, the readers will be 
the teachers of these courses, and the consequences will be that students 
will take a specific course based on the evaluation results. Ongoing valida-
tion will consider (among other things) how adequately the courses meet 
the students’ needs or how students perform in subsequent writing situa-
tions. As you can imagine, for proficiency assessments the specifics will be 
vastly different. While placement is trying to determine where the student 
should enter the writing curriculum, proficiency usually determines if the 
student is ready to exit the curriculum or if the student is competent for 
the next stage of writing challenges. For example, a portfolio used as a 
graduation requirement will have different types of writing, different eval-
uative criteria for judging the writing, and different judges, than one used 
for placement. First, the portfolio contents will be different because the 
writing will draw from the students’ college experiences. Second, the eval-
uative criteria will also be different because it will be aligned with the cur-
ricular goals of the college. Third, the readers should represent not just 
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the entry composition courses but also the next stage of the students’ edu-
cation, such as a writing in the major course or even the workplace.

Although there are differences between placement and proficiency, as 
we have explained, proficiency assessment shares its general purpose with 
placement (i.e., assessment of the individual student) and some methods 
(e.g., portfolios or impromptu essays), and in some situations, it may also 
overlap with placement. For example, students transferring from other 
institutions may need to demonstrate proficiency in writing through a port-
folio because the curricula and requirements between the two institutions 
don’t match up exactly. However, depending on the results, the assessment 
may also function as a placement test if it indicates the student needs to 
take the first-year composition course. 

As in the previous chapter on placement, our goal in this chapter is not 
to say one method is always better than another. However, we do explain 
why some methods are preferred in most cases or why some are less likely 
to be useful in certain situations. In the remainder of this chapter, we dis-
cuss questions to consider before implementing a proficiency exam and 
follow that with general types of writing-proficiency assessments. We con-
clude by addressing validation inquiry. 

G E N E R A L  C O N S I D E R AT I O N S

If you do not already have a writing-proficiency exam in place but are con-
sidering one—or if your institution already has one and you are review-
ing it—it is important to explore whether or not you need to have one. 
Consider what effect the proficiency exam will have on curricula, writing 
instruction, student learning, and the writing program. Are college writ-
ing administrators pressuring you to construct a writing-proficiency exam? 
Is the impetus coming from faculty across the disciplines? Does the state 
policymaking board require a writing-proficiency assessment? Questions 
such as these are important to consider, and responses to them may not 
be easy or mutually exclusive. Finding out why a proficiency exam in writ-
ing is needed—or why some people think it is needed—can help you in 
other ways. For example, the investigation may reveal that the institution 
or program does not need a separate writing-proficiency exam because, by 
and large, students are exiting the program or university with the requisite 
writing competencies. Or you might discover that testing is not the best 
way of determining proficiency. Maybe requiring a course of all students—
such as a writing intensive course in the major—is enough and no for-
mal program for assessing individual students is needed. Maybe the inqui-
ry will determine that the call for a rising junior writing exam is connect-
ed to a lack of effective writing instruction across the curriculum and that 
focusing on an effective WAC/WID program would be more effective and 
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efficient at improving student writing than mounting an institution-wide 
writing assessment. Maybe you will discover that without a formal writing-
assessment requirement for all students, the institution—i.e., the majori-
ty of administrators, faculty, and students—isn’t willing to make a serious 
commitment to writing instruction. 

However, if a writing-proficiency assessment is required by the state gov-
erning board or some other agency, then you may not have a choice about 
whether or not you need to do it. In some cases, you may not have any 
input into the assessment, as was the case at all public colleges and uni-
versities in states such as Georgia, Florida, and Texas that have required 
state writing assessments. However, you might also be in a situation sim-
ilar to the one Richard Haswell (2001) and his colleagues at Washington 
State University faced in which the state required writing assessment but 
didn’t mandate the specific test or procedure. In a situation like this, the 
best interest of the students and the writing program may depend on you 
to take the lead on this, as they did at WSU, so that you can make the most 
of the situation for improving teaching and learning. After all, if a profi-
ciency assessment is required, the institution will have to have one, and it 
might opt for a national, standardized, machine-scored, impromptu essay 
that is relatively cheap but probably not aligned with the teaching and writ-
ing done in your curriculum. A test like that won’t have the potential to 
impact teaching and learning in the same ways that a locally administered 
writing assessment has. 

By articulating the need—even gathering evidence to determine if you 
need some sort of writing proficiency assessment—you can begin to deter-
mine responses to some of the other questions that are key in planning an 
assessment such as 

How do we define proficiency?• 

What evaluation criteria will we use? • 

What are our resources?• 

How will the results be used? • 

How will it serve teaching and learning?• 

How will we conduct ongoing validation inquiry? • 

In responding to these questions, remember that you need to balance what 
theory and research indicate for best practice with local needs, resources, 
and expectations. Given your particular curriculum, how is writing pro-
ficiency defined? It isn’t effective to just import a rubric or assessment 
wholesale from another program. As Broad (2003) discusses in What We 
Really Value, answering these types of questions is an opportunity for your 
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program to articulate its own values through discussions, review of student 
work, and other activities associated with assessment. However, learning 
from other institutions’ experiences can help you understand the range of 
possibilities available to you and provide insight into ways to accommodate 
the constraints of your own situation. Remember that any writing assess-
ment needs to be tolerable to its local context and improve teaching and 
learning. As you plan, therefore, consider long-term goals as well as short-
term ones that will contribute, over time, to the long-term goals. 

Below, we review some of the basic types of writing proficiency, which can 
help you discover ideas to adapt in designing and implementing a writing 
assessment that satisfies your local needs and is also theoretically informed.

C O M M O N  P U R P O S E S  O F  P R O F I C I E N C Y  T E S T I N G 

Our aim in this section is to identify the major purposes for proficiency 
assessment, such as exit testing, transfers, and mid-career evaluation, out-
lining various approaches. As we have explained, the same basic method 
can be used in a variety of ways, but the particular parameters of it will be 
determined by the specific context, including the purpose for the assess-
ment, the resources (including time, personnel, money, and expertise) 
available, and other local features such as curriculum, staffing, student 
demographics, and institutional mission and policies. 

Exit Testing 

Exit testing typically comes at the end of a course or sequence of cours-
es, and is most often associated with first-year composition. Students must 
pass the exit assessment—in addition to passing the course or courses—to 
demonstrate mastery. (In some cases, failing the exit exam translates into 
failing the course.) Sometimes developmental writing programs have an 
exit exam to certify that students are ready for the credit-bearing, first-year 
composition course. In this case, the exit assessment functions as a place-
ment exam—by passing the exam, the student may be placed into the cred-
it-bearing course. Sometimes, an exit assessment is the culmination of the 
required first-year composition curriculum. 

In the past, composition exit exams were frequently timed impromp-
tu essays that were holistically scored by program faculty. One of the issues 
with these exit exams, especially once the writing process movement 
spread throughout the composition community, was that they did not 
align with the best practices in teaching and learning to write. In a process-
based course, peer response, revision, and other activities are emphasized. 
Students are considered writers and are encouraged to engage in activities 
writers engage in, including developing a topic and a purpose and writ-
ing for specific audiences. Impromptu essay exams, in spite of attempts to 
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specify an audience and/or purpose, don’t allow students to use the effec-
tive writing processes they developed in the course and don’t engage them 
in authentic writing tasks. Peter Elbow and Pat Belanoff, who changed their 
institution’s essay exam to a community graded portfolio and popularized 
portfolios in the college composition community in the process, explain 
that proficiency impromptu essay exams 

undermine good teaching by sending the wrong message about the writing pro-
cess: that proficient writing means having a serious topic sprung on you (with 
no chance for reading, reflection, or discussion) and writing one draft (with no 
chance for sharing or feedback or revising). (1986, 336) 

They continue their critique, citing Charles Cooper: “[W]e need at least 
two or three samples” of student writing “in two or three genres at two or 
three sittings” to determine a student’s proficiency (336). Research also 
shows that the task influences writers’ process as well as product (e.g., 
Ruth and Murphy 1988; Witte and Cherry 1994). In other words, writers’ 
performances vary depending on the task addressed so that the results of 
a test that only requires one type of writing task are not adequate to make 
decisions about students’ writing competencies in response to other tasks 
or in other contexts (see Murphy and Yancey 2007, 370–72, for a review 
of the research). 

Adaptations or revisions to the basic format of the impromptu essay 
have been developed to try and compensate for its limitations. For exam-
ple, a program can require a common assignment, given at the end of the 
term as part of the regular course (an embedded assignment), across all 
sections and mandate that it counts as a certain percentage of the course 
grade. Other changes may include extending the writing process for the 
impromptu so, for example, students may be given the prompt during 
one class period and then be required to write their response to it during 
another period (sometimes they are allowed to bring in notes for a draft). 
Another adaptation includes having students write a self-reflection, which 
attempts to get at issues of process, self-evaluation, and revision, along with 
a response to the standard prompt. 

While attempts such as these have been made to revamp the timed essay 
exam, compositionists recognize that privileging the score of a single essay 
test over the instructor’s course grade not only undermines the composi-
tion curriculum but also calls into question the authority of composition 
instructors (not to mention contradicting what we know about effective 
assessment and writing development and competency). In response to the 
critiques of impromptu essay testing and its revised formats, several com-
position programs abandoned exit exams while others (many of which 
are required by state or institution policies to administer an assessment) 
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turned to using a portfolio of writing produced during the composition 
course as the exit assessment or in place of an exit exam (e.g., Elbow and 
Belanoff 1986; Durst, Roemer, and Shultz 1994; Smit 1994). These portfo-
lio assessments have taken various forms, but most share some common 
features: the use of multiple writing samples written during the course; 
instructors of the course as evaluators of the portfolios; and a self-reflec-
tion, introduction, or cover letter.1

The details of each portfolio system, however, are determined by the 
local context. For example, Durst, Roemer, and Shultz (1994) explain that 
after conducting pilot studies with the various constituencies of instructors 
in their program, they designed a system that used trios—teams of three 
instructors that traded student portfolios and graded them. In some pro-
grams, trios or grading teams only review each others’ borderline or fail-
ing portfolios because the strong students are clearly passing, so they deter-
mined no need to read and evaluate every single portfolio. While some 
programs, such as Grand Valley State University’s, have grading teams actu-
ally scoring or grading each other’s portfolios, others simply have the teams 
determining “pass” or “no pass.” Grand Valley’s system is based on the 
premise that the group of instructors meet and discuss the course, assign-
ments, student work, and evaluation throughout the semester to “agree 
about what is an A, B, C, D, and F paper. The goal of the instructors in 
the group is to set fair and accurate grading standards.” In other cases, the 
teams only review midterm and/or end-of-term portfolios. In most situa-
tions, programs conduct group norming sessions to help faculty determine 
the characteristics of passing versus failing portfolios. These discussions, in 
both the smaller grading groups and the larger norming sessions, can be 
extremely useful in making criteria and values of the program and its facul-
ty explicit (e.g., Broad 1994; Elbow and Belanoff 1986; Smit 1994). 

Portfolios have become popular exit assessments because, in general, 
they align with what is considered best practice in both the teaching and 
assessment of writing (as described in chapter 3 and in the CCCC position 
statement in appendix B). Portfolios are also flexible—they are defined by 
the local program and its curriculum. They provide ongoing opportunities 
for writing faculty to discuss student writing, curriculum, and instruction. 
However, any kind of exit assessment functions as a gatekeeping device. It 
presents another hurdle besides the passing of the course for students—
and instructors and programs—to overcome before students are allowed to 

1. Writing portfolios have generated a large body of scholarship that covers a range of 
issues, methods, etc., which is too extensive to review here. Instead, our purpose is to 
use examples to illustrate different points we make and different uses of portfolios at 
the postsecondary level. Because of portfolios’ popularity, we draw many of our ideas 
from this literature. For more information, see Hamp-Lyons and Condon (2000), 
Belanoff and Dickson (1991), and Black et al. (1994), among others. 
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continue. Even when a proficiency assessment is considered as a gateway—
that is, it is designed to ensure that students get the appropriate instruction 
they need to be successful when confronted with future writing demands—
the reality is that the proficiency exam can still function as a barrier. 
Although some administrators or policymakers see the exit assessment as a 
way of demonstrating the importance of writing in college education, this 
type of testing also sends a clear signal that instructors’ in-course grading 
of student performance is not enough to certify achievement of the goals. 
Smit explains that his use of an exit assessment was necessary because of 
staffing practices in his writing program. Using program portfolios, “forces 
our weaker instructors to confront the fact that someone else” will be read-
ing their students’ papers and that “puts a certain amount of pressure” on 
the instructors to “learn what the standards of the group are and to help 
their students as best they can” (1994, 312–13).

Granted, as Smit explains, exit assessments also provide a valuable means 
of faculty development because the writing faculty evaluate the assessments 
(which is a similar argument made for local placement). However, fac-
ulty development and norming sessions do not require every student be 
assessed, nor do they require that the consequence be borne by individu-
al students if they happen to have had an ineffective instructor. In other 
words, the use of exit assessment can penalize a student for not developing 
the necessary writing competencies to pass the exit exam, but the reason 
for not passing may reside in the instructor, not the student. Staffing issues 
(including salary, benefits, job security, and due process) are real concerns 
in composition programs, which are often dominated by contingent facul-
ty who have little institutional status and security. (Even in liberal arts col-
leges, there may be a higher percentage of contingent faculty teaching FYC 
than introductory coures in most other disciplines.) Imposing an assess-
ment to maintain quality seems to be a way of disciplining the program, 
not just the students. This is an important aspect of exit testing to keep in 
mind because, if the issue is the quality of the instructor, it seems unethi-
cal to penalize the student for the institution’s failure to provide adequate 
instruction by qualified instructors. Our point is that you need to deter-
mine the main purpose of the exit exam and then consider if in fact an 
assessment that functions as a gatekeeping device for students is the best 
way to achieve that purpose. 

Transfers 

When students transfer into a college or university, they may not have 
taken a course comparable to your institution’s composition course or 
courses. For example, some schools have replaced the English composi-
tion course with a writing-intensive, first-year seminar course (Horner et 
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al. 2002). Depending on your composition curriculum, the course descrip-
tions may not be enough to determine if the student has had the requi-
site writing instruction to meet the expectations of your program. In this 
type of proficiency assessment, students are usually evaluated on an ad 
hoc basis depending on the particular need. Your institution may already 
use a national exam, such as the College Level Examination Program 
(CLEP) offered by the College Board, or you may establish a set of in-
house procedures that students can opt for in place of a course when cir-
cumstances warrant it. You might not have much choice if your institu-
tion already uses CLEP although there are several different options avail-
able for composition. The two composition exams, English Composition 
and Freshman College Composition, each have two options: a multiple-
choice test or a multiple-choice section and a timed essay component. The 
two exams focus on different material although they share some common 
ground. They also differ in terms of the writing components: the English 
Composition version has just one 45-minute timed essay that is scored by 
college faculty through CLEP; the Freshman College Composition test has 
two 45-minute essays that are scored by local faculty. If you are required to 
use CLEP, or if you are considering it, you should review the material for 
the two exams and find out which is most appropriate for your needs. As we 
have said repeatedly, we favor local, context-specific writing assessment that 
uses student writing over standardized national exams, but we also think 
that local writing programs are the most qualified to make decisions about 
what is best for them. 

If you are not restricted in terms of proficiency assessment for transfers, 
you need to consider what kind of assessment would work given your pro-
gram and your transfer population. For example, if you have few transfer 
requests, you might consider requiring a portfolio that includes three to 
five pieces of graded writing from college courses along with an introducto-
ry essay that explains the writer’s process and approach to the texts includ-
ed in the portfolio. Or, you might use a combination of a timed impromptu 
essay administered at certain points in the year in conjunction with a port-
folio. The portfolio might be scored by a team of writing instructors, the 
writing program administrator, or both. Or, if the number of students eligi-
ble for the portfolio option is manageable, the WPA may review the portfo-
lio and meet with the student to discuss the contents and ask probing ques-
tions about the student’s process and competencies. The first-year writing 
program at the University of Maryland College Park, for example, uses a 
writing portfolio to determine whether students transferring need to take 
the UMCP writing course or not. They have articulated clear guidelines 
for assembling the portfolio as well as evaluation criteria that are available 
to everyone via their Web site. Regardless of the specific approach used to 
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certify proficiency, the criteria for evaluating the work should be ground-
ed in the writing program’s learning aims and criteria. The goal is to make 
sure that students who would benefit from the composition course take it 
while those who have demonstrated achievement of its outcomes are not 
made to spend time in a course that isn’t going to challenge them. We’ll 
discuss more specific ways of determining if your method of proficiency 
assessment for transfers does in fact sort the students effectively below in 
the validation section. 

M I D - CA R E E R  W R I T I N G  A S S E S S M E N T S

Mid-career writing assessments may go by many different names, such as 
a rising junior exam, a writing-in-the-major proficiency or even a general 
education graduation requirement. Typically these types of tests are expect-
ed to be completed during the mid-range of a student’s academic career. 
In some situations, students who don’t pass the exam (or don’t take it) may 
be automatically required to take an additional course. Other times they 
may be blocked from enrolling in courses at the junior level. Sometimes 
the students need to satisfy the proficiency requirement after completing 
sixty hours and before completing their degree requirements or they will 
be blocked from graduating, not earning their diploma until the proficien-
cy requirement is successfully completed. Some graduation requirements 
include writing a senior thesis or creating a capstone portfolio. These are 
typically linked to majors, and although writing is required, they aren’t writ-
ing assessments per se so we don’t address them here. 

While mid-career assessments can take many different forms—a timed 
impromptu, a portfolio, or some combination—they typically function to 
demonstrate that students are prepared for the writing challenges they 
will meet in advanced courses in their major. Typically students who don’t 
pass are offered (or required) additional opportunities for developing 
as writers. For example, at Washington State University, all students are 
required to submit a portfolio of writing (which includes three essays writ-
ten in courses accompanied by instructors’ signatures) as well as take a 
timed essay exam that requires writing two essays (one based on an excerpt 
from a text and one that is self-reflective) after accruing sixty credits but 
before graduation. The portfolio requirement is a “junior-level diagnostic 
to determine if [students’] writing abilities have advanced in ways that can 
handle the writing demands of upper-division courses and courses in [the] 
major,” according to the information available on the university’s Web site. 
Portfolios are sorted into three categories: Needs Work, Pass, and Pass with 
Distinction. Washington State’s junior portfolio, which has been extensively 
written about (Haswell 2001a) is a general education requirement and part 
of the university’s WAC program in which students take two writing-in-the-
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major courses. If students do not pass the portfolio, they can be required 
to take an additional writing course or a one-hour writing center tutorial 
offered in conjunction with their writing-in-the-major course. Because the 
WSU portfolio is tied to the WAC program, readers for the essay portion 
are drawn from faculty across the campus who teach writing in the major 
courses and/or other advanced-level writing courses and the writing-center 
tutorials. Based on a two-tier expert reader model (see Haswell 2001b, and 
discussion in chapter 4), all essay exams are read by an instructor of the 
relevant courses. If students received either a “Needs Work” or a “Pass with 
Distinction” by the first-tier reader, their entire portfolio is reviewed by sec-
ond-tier readers who determine if the collection of papers in the portfolio 
supports the tier-one readers’ evaluation. If students receive a “Pass” from 
the tier-one readers of the essays, the collection of papers is not read. 

The WSU Junior Writing Portfolio, which has been in place for well over 
a decade, is clearly situated in the curriculum and the university. It grew out 
of a state mandate for general education assessment. Other colleges and 
universities also have portfolios, but they do not replicate the WSU system. 
For example, Carleton College, a selective, small liberal arts college, also 
requires that students complete a writing portfolio as a graduation require-
ment. However, this portfolio is markedly different from WSU’s. Carleton’s 
portfolio is a sophomore requirement; it requires three to five papers from 
courses that satisfy specific writing tasks (e.g., one paper that demonstrates 
the ability to analyze complex information) and a reflective essay in which 
the students argue for their “accomplishments on the writing tasks listed 
below, using [their] papers as evidence” (Carleton). As with WSU’s portfo-
lio, faculty and staff from across the college read and evaluate the portfolio, 
and students who do not pass are provided support. However, at Carleton, 
the support is not a required course or tutorial; instead, according to the 
writing program, “the Writing Program Director or another writing profes-
sional will work individually with students to agree on the problems, pro-
pose solutions, and resubmit the portfolio during the next term the writ-
er is on campus.” 

Although the details of these two portfolios are different—and the 
administration of them differs—both function to identify students who 
need more support to be successful in upper-level courses, both have been 
designed to function within the local culture, both are grounded in best 
practices of teaching and learning to write. In both cases, the writing pro-
grams are tracking and analyzing the information about the teaching of 
writing in their respective institutions gleaned from the student portfoli-
os, and they use this information to revise or reconsider the writing pro-
grams. For example, Haswell (1998, 2001c) explains how he shared infor-
mation with faculty and administrators about which classes students drew 



Assessing Student Writers—Proficiency   105

their portfolio papers from to provide professional development support 
for faculty in majors that were underrepresented in the submissions. As 
you can imagine, the writing portfolios also provide information that is use-
ful for the assessment of the undergraduate educational outcomes in gen-
eral that is required for accrediting agencies. Both of these writing pro-
grams have also been recognized for the excellence of their program; in 
fall 2005 Carleton received the Conference on College Composition and 
Communication Writing Program Certificate of Excellence Award; WSU 
Writing Program, including the Junior Writing Portfolio, was recognized 
by U.S. News & World Report for distinction from 2000–2006.

As we mentioned above, sometimes the specific requirements for a pro-
ficiency assessment—even the specific test—are determined by policymak-
ers far removed from your campus, but in many cases you may have con-
trol over the exam. Remember, power resides in all assessments, whether 
imposed from policymakers or developed in-house from the ground up. 
Writing assessments—whether an exit test from first-year composition or a 
mid-career writing portfolio—will define what is meant by “good writing” 
and who are considered “good writers,” as well as how writing is taught and 
the role it plays in the curriculum. Clearly, it is in the best interest of writ-
ing programs—their staff, students, and curricula—to be part of the assess-
ment conversations when writing proficiency is under discussion.

VA L I D I T Y  I N Q U I RY 

Part of participating in discussions about assessment requires that you be 
not only informed to discuss issues such as validity and reliability but that 
you be prepared to conduct validation studies. As we have explained in 
chapter 3 and more specifically in terms of placement in chapter 5, writ-
ing assessments demand ongoing validity inquiry because without it, we 
cannot be sure that the results of the assessments are used in positive ways 
(to improve teaching and learning) and that any negative effects are min-
imized or negligible. 

In general, validation requires gathering evidence—empirical as well 
as theoretical—to construct an argument in support of the interpretation 
and use of the assessment results. For proficiency testing, validity inqui-
ry needs to begin with articulating the purpose of the assessment, the 
assumptions about writing and learning to write that it is based on, as well 
as the intended use of the results. For example, if your purpose in having 
an exit test for the first-year composition curriculum is to ensure that stu-
dents who pass the composition classes are writing at an acceptable level 
to be prepared for entry-level writing requirements in their major, you will 
need to determine if those passing the test are prepared to begin writing 
in the major. To answer this question, you need to systematically collect a 
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variety of information. You might hold focus groups of faculty who teach 
writing in the disciplines, or conduct structured faculty interviews that ask 
specific questions about writing. You might collect samples of student writ-
ing from the relevant courses and evaluate them with a group of faculty 
from across the campus. You could also survey students in the senior year 
to ask about their experiences with the writing in upper-level courses, and 
you could even ask the campus writing center about the needs of students 
as they enter their major courses. As you investigate these kinds of ques-
tions, you need to consider other issues, such as what kind of instruction 
and support students receive as they move from first-year composition to 
writing in the major. Are instructors in the major courses—as well as other 
general education courses—building on what students learn in the com-
position curriculum as they provide instruction in writing (not just assign-
ing writing but teaching students how to adapt to the new situation and 
demands they are encountering)?

If you are conducting validity studies of your assessment program for 
transfer students, your questions and approach will be different. For 
example, you may need to determine how students are performing in 
writing-intensive courses (either general education or major courses). 
How do the students who receive additional support compare to those 
who don’t get this support if controlled for other variables? How do trans-
fer students as a whole compare to those who go through your own com-
position curriculum? Are there any patterns in this data? Maybe you can 
conduct focus-group interviews or surveys with the transfer students about 
their experience in managing the writing requirements in their courses 
at your institution. Jennie Nelson and Diane Kelly-Riley (2001) conduct-
ed an investigation such as this on transfers at WSU and their experience 
with the junior portfolio. Their inquiry revealed that students’ experienc-
es didn’t always play out as the writing program anticipated. As we men-
tion in chapter 5, approaching the validation process as research will help 
you to form questions and methods for answering the questions. And, as 
in all aspects of assessment, you need to tailor your validity inquiry to the 
local context. 

As you conduct a validation inquiry, you need to be attentive to both the 
intended and unintended consequences of the assessment. Administrators 
often make claims that the use of one method over another is preferred 
because of its positive influence on teaching and learning, which is a strong 
argument in support of an assessment. Claims, such as those made by Durst, 
Roemer, and Shultz as they moved to portfolio evaluation at the end of the 
first-year composition sequence, are common: Portfolios “had the poten-
tial to empower teachers,” to decentralize the program, to give teachers 
more say in determining standards, and to provide more opportunities for 



Assessing Student Writers—Proficiency   107

teachers to meet and discuss writing (1994, 288; see also Roemer, Shultz, 
and Durst 1991). While many of the benefits that Durst, Roemer, and 
Shultz claim may have been realized, they didn’t provide much in terms 
of evidence to support their position. Shane Borrowman, like many others 
who developed placement portfolios, made similar claims about the bene-
fits of a placement-portfolio program, but again he didn’t provide evidence 
to support his claims. These claims—made by administrators with experi-
ence and knowledge—may be true; however, in validity inquiry, assertions 
are not enough. They need to be supported with evidence because with-
out evidence, we don’t know that the intended consequences are actual-
ly achieved. For example, Broad, who has experience as a portfolio read-
er and researcher at several different institutions, notes that participants 
“complain of a contradiction between their experiences in the ‘calibration’ 
or ‘norming’ sessions” and the way administrators represent them (1994, 
270). He concludes that often instructors’ “sense of professionalism, digni-
ty, intellectual activity, and community” can be undermined through their 
participation in the types of assessments that the Cincinnati administrators 
praise. Likewise, a portfolio assessment may not encourage the kind of writ-
ing and writing pedagogy that the administrators envision if the teachers 
implementing the portfolios do not understand or buy into the philosophy 
(Murphy and Camp 1996). For example, based on her ethnographic study 
of a portfolio system at a community college, Alexis Nelson identified sev-
eral concerns about implementing department-wide portfolios: “Foremost 
. . . is the importance of any given teacher’s understanding of this method-
ology. Students will understand portfolio assessment in the way their teach-
er presents it to them” (1999, 248). In other words, if teachers conceptual-
ize and present the portfolio assessment differently from each other (and 
from the program’s intention), then students will have different concep-
tions and experiences with it, and this experience may not be what is intend-
ed. In fact, it might even compromise the basic theoretical rationale used 
to select portfolio assessment. Xin Lui Gale (1997) argues that the benefits 
of a mandated programmatic portfolio system—such as those reported by 
Elbow and Belanoff (1986), Smit (1994), and Durst, Roemer, and Shultz 
(1994)—may not be realized. Without research, however, there is no way 
to know what stakeholders experience and what the consequences of an 
assessment are. Nelson and Kelly-Riley (2001), for example, found through 
case-study research that students’ experiences with the Washington State 
University Junior Writing Portfolio did not always match up with the pro-
gram’s goals and that the consequences anticipated by the program were 
not always realized. Some students noted that the writing tutorial required 
did not necessarily provide the support that the portfolio assessment had 
indicated they needed. Other students, especially transfers, experienced 
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the assessment more as a barrier exam than a mid-career diagnostic as the 
program intended so that it became a high-stakes test. These findings and 
more, including those reported by others (see Haswell 2001a), were used 
to make changes in the assessment system as they explain: 

[W]e were able to gather useful information about our program that we could 
not have obtained from other stakeholder populations or from our regular data 
collection. The information allowed us to identify easily solvable problems in 
our assessment. (Nelson and Kelly-Riley 2001, 158) 

In other words, administrators charged with assessment need to conduct 
research into the assessment, which includes all stakeholders and con-
siders its consequences, to determine if in fact the benefits expected are 
being realized and if unintended consequences are compromising these 
benefits. Even an assessment method such as a portfolio, which is touted 
to be theoretically aligned with what we know about teaching and learn-
ing to write, to support writers and teachers of writing, and to provide reli-
able and valid results, needs to be regularly investigated through multiple 
methods. Research should be used to adapt, clarify, and improve assess-
ments so that they produce valid results that improve teaching and learn-
ing. Developing and maintaining a proficiency assessment, like any other 
writing assessment, is a dynamic process that requires ongoing research 
because local contexts and conditions are also dynamic. An assessment that 
doesn’t respond to the local context not only can outlive its usefulness, but 
even worse, harm teaching and learning.



7
C O N D U C T I N G  W R I T I N G  P R O G R A M 
A S S E S S M E N T S

W H AT ’ S  A  P R O G R A M  A S S E S S M E N T — A N D  W H Y

S H O U L D  W E  D O  O N E ?

Program assessment differs from other types of writing assessments because 
the focus is not on individual student performance but on collective 
achievement. So while a program assessment might include evaluation of 
student writing as a data-gathering method, it requires that the writing be 
considered in terms of what it says about student learning generally and 
how that learning is supported by curricula, instruction, and instruction-
al materials. Also, though program assessment often incorporates informa-
tion from one-time, episodic tests of student learning, it is most usefully 
viewed as a long-term enterprise, extending far beyond any one student’s 
first-year composition experience or any one WPA’s administrative tenure.

Because program assessment is based on the assumption that all parts of 
a learning context interact, it offers the best means for understanding not 
only what is happening in our programs but what aspects are working, how 
they are working, and, to a certain degree, why. For this reason, respon-
sible program administration necessitates a commitment to ongoing, sys-
tematic assessment. Unfortunately, due to increasing calls for accountabil-
ity by upper-level administrators, such assessment may be seen as a way to 
satisfy demands that originate outside of a program rather than a means 
for answering questions or addressing concerns important to those most 
directly responsible for, or affected by, the program. This perception is 
solidified when outside requests for assessment data are accompanied by 
directives about how to gather the data and report results that make lit-
tle sense to writing program administrators, staff, and faculty. In such sit-
uations, a question such as, “Why conduct a program assessment?” is too-
often answered with a statement like, “Because the dean told us to.” 

While we do not wish to discount the feelings of frustration that accom-
pany requests to do something one did not plan to do, is perhaps not pre-
pared to do, and may not be fully supported for doing well, we want to sug-
gest that, for programs not already engaged in regular, self-initiated assess-
ment, a top-down request can be viewed as a chance for writing admin-
istrators and faculty to serve their own local purposes—to understand 
what is happening in a program and how it is supporting instruction and 
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student learning. What we offer in the following section is a way of articulat-
ing guiding questions for assessments that will serve the interests of those 
directly involved in a program as well as the needs of external audiences.

W H E R E  D O  W E  S TA RT ?

The great temptation in any kind of assessment process is to start with a 
consideration of methods. While doing so will not necessarily lead to a poor 
assessment, it easily can lead to an assessment that generates data that are 
not very useful. Starting with methods themselves makes it easy to bypass 
not only questions of purpose but underlying beliefs or values and relevant 
definitions. As we discuss later, for example, student portfolios of writing 
are often favored over single writing samples for program-assessment pur-
poses. Yet, an assessment team that collects writing portfolios without first 
articulating what they hope to learn from the portfolios may end up wish-
ing they had used another assessment method or, even more likely, multi-
ple complementary methods. While portfolios might help answer a ques-
tion such as, “How successfully can students integrate source material?” 
the usefulness of the answer will depend upon how instructors are defin-
ing success. Further, simply evaluating portfolios will not necessarily pro-
vide insights about the teaching methods that help students use sources or 
why two students enrolled in the same course demonstrate different lev-
els of facility with source integration. Of course, it may be the latter issues 
that administrators and faculty are actually most interested in examining 
because these are the issues that, when addressed, can lead to improved 
programs and, in turn, increased learning. 

In short, then, attention to methods themselves, though certainly impor-
tant, is not as crucial as careful consideration of what the results of the 
methods will mean—how they can be used to generate useful data and 
make responsible decisions. If we see program assessment as a type of 
research, a view we encourage in earlier chapters, then the methods we 
select will depend on what we are assessing (or researching) and why we 
are assessing it (our research questions). 

How Is Our Program Defined?

As we discussed in chapter 4, individual programs not only have their 
own defining characteristics but their boundaries may be marked in a vari-
ety of ways, depending on institutional context. At some institutions, for 
example, a writing program may be defined simply in terms of one or two 
required general education or “core” courses. At other institutions, howev-
er, the writing program may be viewed as extending far beyond introducto-
ry composition courses to encompass upper-level writing or writing-inten-
sive courses offered in multiple departments. At still other schools, the 
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concept of “writing program” is less course-based, encompassing all writ-
ing-based initiatives, including, for example, the writing center. 

What can make program definition difficult is that, unless the param-
eters have been clearly demarcated (through past discussion, documenta-
tion, assessments), there may be disagreement about what, exactly, the pro-
gram consists of and what makes elements cohere or work together to pro-
vide a sense of “program-ness.” Should a non-credit, developmental writing 
course taught outside the English Department by English faculty be consid-
ered along with credit-bearing English courses as part of a writing program 
assessment? If the campus writing center is funded by the provost’s office 
but offers one-credit “studio” courses for developmental English students, 
should those courses be part of the assessment? What about honors compo-
sition courses taught by English faculty but offered through the honors col-
lege? Perhaps the program will be defined in terms of who has responsibil-
ity or authority over staffing or funding. Maybe it will be defined in terms 
of the specific student population served. While there are no set answers to 
questions like these, they need to be discussed, up front, among the peo-
ple who will be designing and facilitating the assessment, and the answers 
should be based on reasoning that all interested parties find convincing. 
The principle to remember here is that the object of assessment must be 
defined before it can be appropriately assessed.

What Do We Want to Know and Why?

Once the program parameters have been delineated, those responsi-
ble for the assessment should consider what it is they want to know about 
the program. Here are some general questions that can be used, togeth-
er or alone, as starting points for more specific, context-based assessment 
queries: 

What is currently happening in the program?• 

Is what we see happening in the program what we expected to see?• 

What about the program seems to be working? • 

What about the program seems not to be working?• 

A possible follow-up to “what questions” like these is Why? That is, “Why do 
we want to know x?” or “Why does some aspect of the program seem to be 
working/not working?” Ideally, the answer to questions like these will be 
immediately, and locally, relevant. The program administrator and faculty 
need to better articulate, for themselves, what their goals are, so they can 
improve efforts to meet them; or, they may want to know if a recent innova-
tion (such as a new textbook, new assignment sequence, or new approach 
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to tutoring) has helped students achieve at a higher level than before. (In 
fact, answering questions like these is itself a form of assessment.) More 
often these days, though, there are external assessment demands that need 
to be answered. Maybe a dean or vice president wants to know how the 
program is helping the college or university meet its strategic goals. Or, at 
a more basic level, perhaps an upper-level administrator simply wants to 
understand what the program is trying to accomplish because its aims and 
methods have never been clearly communicated beyond the department. 

Sometimes, as is the case with a new writing initiative, program admin-
istrators and faculty must start at an even more basic level—with ques-
tions such as, “What do we want our program to achieve in the first 
place?” These more basic questions will then lead to articulation of pro-
gram goals. Of course, it is sometimes the case that those responsible for 
shaping new programs need examples of the kinds of questions that lend 
themselves to articulating program goals. One of the best sources for 
such questions is the self-study heuristic offered by the Council of Writing 
Program Administrators (WPA), “Guidelines for Self-Study to Precede a 
Writing Program Evaluation,” which is available to members on its Web site 
(http://www.wpacouncil.org/consultant). 

What Information Do We Already Have?

Like many academic initiatives, program assessments often fall prey to 
the “reinventing the wheel” syndrome. This is especially the case for pro-
grams that lack long-term stability (e.g., directors coming and going, new 
faculty replacing veteran faculty) and, thus, some degree of institution-
al memory. It is also the case for programs whose faculty and staff are, for 
whatever reason, isolated from discussions going on around campus about 
relevant issues such as recruitment, retention, developmental education, 
and graduation rates. 

Before launching into a program assessment, it’s a good idea to find out 
whether any of the questions generated during the early stages of an assess-
ment have already been answered, in full or in part, by past assessments or 
by research conducted by other departments or programs on campus. For 
example, if part of an assessment will be devoted to examining how well 
curriculum is serving a particular group of students, those responsible for 
the assessment will want to get as much information as possible from the 
office(s) on campus that track demographic information such as gender, 
ethnicity, economic status, etc. Data about student perceptions, experiences, 
and expectations are also often available through offices that conduct first-
year surveys or facilitate placement examinations containing background 
questions. If effectiveness of instruction is a concern at an institution in 
which standardized teaching evaluations are used, it may be possible to get 
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reports on relevant student feedback in the aggregate—that is, without iden-
tifying faculty members or sections of a class. An institutional research office 
can also provide information on hiring trends, which might include, for 
example, comparative data on part-time/full-time hires or degrees held. 

W H AT  R E S O U R C E S  A R E  AVA I L A B L E  F O R  G AT H E R I N G  DATA — A N D 

H OW  D O  I  G E T  M O R E ?

Another important part of the assessment process is determining available 
resources. While it is helpful to start with the ideal assessment scenario, in 
which multiple methods are used and multiple people are involved at all 
stages, the reality is that assessments are often only as comprehensive as tal-
ent, time, and money allow. Again, because we discuss resources extensive-
ly in chapter 4, we will use this section to review the most relevant points 
made earlier. Generally speaking, the most important resources needed to 
conduct a program assessment are committed, informed personnel and 
the money to compensate them.

Personnel 

As with other aspects of assessment, it is helpful to start with a few basic 
questions when considering personnel issues: Given the purpose and scope 
of the assessment, how many people are needed? Who is willing to help? 
Of these people, who is knowledgeable enough about available assessment 
practices and relevant theories to jump right in, perhaps taking a leader-
ship role in proposal writing, assessment design, and/or reporting? Who 
may need professional support in the form of articles, books, or money to 
attend a local assessment workshop? When will the greatest number of peo-
ple be available to participate? How representative is this initial group of 
participants, in terms of experience, expertise, and position? Is there resis-
tance to assessment? Why?

In the ideal world, all potential participants will want to help, and they will 
all be knowledgeable enough about assessment to contribute productively 
to the effort. In the real world of program assessment, though, this is rare-
ly the case. As suggested throughout this guide, many factors prevent peo-
ple from volunteering to help with assessment efforts. People who do not 
understand the potential benefits of program assessment—or suspect that 
benefits will never materialize—will not want to participate in it. Another 
factor that may inhibit participation is the time required to conduct and 
follow through with assessments. It can take an extraordinary amount of 
time to gather materials, analyze and interpret the data, report results, and 
use the results to revise programs. Plus, in order to be meaningful, assess-
ment needs to be regular and ongoing. Sometimes, too, the expectation is 
that assessments will occur during a winter or summer break—when most 
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faculty do not wish to be on campus. Among tenure-track and tenured facul-
ty, there may be an additional source of resistance: the sense that any funds 
used for assessment are funds that will not be available for other departmen-
tal or program needs. According to Gail Hughes (1996), “If evaluation is 
viewed as diverting money from the program, it is likely to generate resent-
ment and undermine its basis of support” (171). With respect to contingent 
faculty, reluctance to participate may stem from insecurity about status with-
in the program and misconceptions about the purposes of assessment. 

Because lack of participation—or committed participation—affects not 
only assessment design and implementation but use of assessment results, 
it is important that constraints on participation be acknowledged upfront. 
If sources of resistance—or reluctance—are known, these can sometimes 
be easily addressed through departmental correspondence, one-to-one 
conversations, or informal meetings. If, as Hughes suggests, the program 
administrator is able to maintain separate pools of money—one for general 
program needs and one for assessment—then a quick e-mail to the depart-
ment explaining this fact may be all that is necessary. Other sources of resis-
tance may take more time and effort to address. In terms of resistant ten-
ure-line faculty, one-to-one meetings may be required to reiterate why full 
participation is necessary and what the benefits are of assessment for the 
department, program, faculty, and students. Informal brown-bag meetings 
may offer fearful contingent faculty a chance to ask questions and to be 
reassured that the assessment will not be focusing on them (their students, 
sections, or individual materials)—but on the program as a whole. A sim-
ple invitation to participate in the design and implementation of the assess-
ment may be all that is needed to alleviate fears. 

Money

Perhaps the best way to encourage participation is to emphasize the 
value of faculty (staff, student) time and talent by compensating them. 
Compensation should at least be equal to the hourly or daily rate that the 
school would pay the individual. In cases where this rate is embarrassing-
ly little (as it may be for graduate students and part-time instructors), a 
rate closer to the full-time faculty rate can often be obtained—especially 
if it is clear that the participants will be doing roughly the same kind and 
amount of work. Though some faculty members may say (and administra-
tors may expect) that they will do assessment work for no additional com-
pensation, we encourage writing program administrators to resist this situ-
ation. If good assessment is important to a university, they should be will-
ing to pay for it.

Beyond compensating faculty for their time, those involved with assess-
ment design will want to consider other potential expenses. Depending on 
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the methods used, an assessment may require money to cover expenses for 
copying materials (e.g., surveys, student papers/portfolios, articles for fac-
ulty) or for paying for assessment resources or travel to conferences. It may 
also require providing refreshments to faculty who attend workshops or 
planning sessions. Sometimes, as in the case of assessments that include use 
of surveys or interviews, money will be needed to cover the costs of mail-
ings, incentives for completing surveys (e.g., gift certificates), and long-dis-
tance phone calls. Fortunately, much of this can now be done electronical-
ly, which can save money. 

Sometimes, too, space is a consideration. On a very basic level, space is 
needed to conduct the assessment—whether it be online space or real-time, 
physical space. What kind and amount of space is needed? What space(s) are 
available? Will there be costs associated with using the space? Another factor 
that is often forgotten is storage space. Though technological advances have 
made it easier to store and distribute large amounts of text electronically, 
doing so may be more feasible at some schools than at others. Can your uni-
versity support electronic storage of assessment materials, or will you need to 
procure an extra metal filing cabinet? Whatever the situation, it needs to be 
explored early on, before the assessment is designed and funded.

Possible Funding Sources

Ideally, the institution will be committed to assessment, and this com-
mitment will be demonstrated through a willingness to provide neces-
sary resources. Where money for assessment is available, an upper-level 
administrator or assessment office may require a proposal before allocat-
ing funds. Such a proposal may ask for an overview of the project, descrip-
tion of potential methods for both gathering and analyzing data, rationale 
for the assessment, and a budget. If the proposal writers have experience 
with assessment or have read this guide, the first few elements of the pro-
posal should be easy to draft. For those new to assessment, the budget can 
sometimes be tricky. It is difficult to know, for example, whether to calcu-
late the least amount of money necessary to do a respectable assessment 
and ask just for that amount or to design the best assessment possible and 
ask for whatever that assessment will cost—even if the amount seems exor-
bitant. The approach used, as well as its success, may depend on the type 
of person currently in charge of the money. If possible, the people writing 
the proposal should consult with someone from the office or agency select-
ing proposals for tips on how to write all portions of it, including the bud-
get. It always helps to ask for samples of proposals that have worked in the 
past and to speak with their authors about strategies used. 

If funding isn’t readily available for assessment per se, there may be ways 
to get support for assessment through other means. Sometimes, for example, 
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it is easier for a department chairperson or dean to provide release from 
teaching responsibilities for assessment projects than to provide cash. For 
many academics, time to do the assessment is actually more important than 
money. It is also possible to fund certain parts of an assessment by fram-
ing them in terms of initiatives that are being prioritized on campus. For 
example, if student retention is a concern, there may be money available 
for an assessment that looks at the connection between writing program 
activities and retention. Another priority for many campuses now is diver-
sity. Looking at how a writing program serves students from diverse back-
grounds may also provide insights about the program generally. Though 
these indirect approaches to securing assessment funding may help to sup-
port efforts in the short-term, they should not be regarded as an accept-
able long-term solution for supporting program assessments. Whenever 
possible, program administrators, along with department chairs, deans, 
institutional-assessment personnel, and provosts should push for budget 
lines devoted exclusively to assessments—particularly if those assessments 
are being initiated outside of the programs themselves.

Another short-term option is to pursue funding outside of the universi-
ty. Though grants for projects in the humanities are far scarcer than those 
supporting initiatives in the sciences, they do exist. Most universities have 
resource people on campus who can help with obtaining grant informa-
tion and working through the sometimes-difficult proposal-writing pro-
cess. Within composition and rhetoric, two possible sources for funding are 
NCTE and WPA. These organizations often advertise small research grants 
that can be used for assessment projects. 

The Need to Scale Back

If limited funds become an obstacle, the assessment will either need to 
be narrowly focused or involve little time on the part of faculty. That is, what 
might begin as a blueprint for a comprehensive program assessment will 
become a proposal for a targeted study. Small-scale, targeted studies don’t 
necessarily need to be viewed in a negative way but instead can be seen as 
first steps or “slips” toward building a larger picture or “quilt” of what is 
going on in the program (Morgan 1997). Such a study might also be seen as 
a pilot that could then help make the case for a larger future assessment. 

D E S I G N I N G  T H E  A S S E S S M E N T:  M AT C H I N G

M E T H O D S  TO  G U I D I N G  Q U E S T I O N S

Once the guiding questions and available resources have been determined, 
it is then appropriate to begin the process of deciding which methods will 
help achieve the purpose, or purposes, of the assessment. Matching meth-
ods with assessment questions requires not only a familiarity with the range 
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of available practices and an awareness of possible contextual constraints 
(e.g., lack of sufficient personnel or funding), but an understanding of the 
theory and history associated with various approaches. 

Beyond understanding that assessment methods can be categorized as 
“direct” or “indirect,” something we discuss in previous chapters, it is help-
ful to know that methods are often identified as “quantitative” or “qualita-
tive,” depending upon the degree to which they acknowledge contextual 
influences. It is also helpful to know that the documented history of writ-
ing program assessment is often portrayed as a fierce negotiation between 
more qualitative assessment methods, usually preferred by writing practi-
tioners, and the more quantitative methods embraced by the larger aca-
demic community. From Steve Witte and Lester Faigley’s 1983 analysis 
of four sample program assessments in Evaluating Writing Programs to Ed 
White’s outline of “four general models of program evaluation” in his 1985 
Teaching and Assessing Writing to Neal Lerner’s more recent (2003) account 
of the history of writing center evaluation, the conflict between evolving 
theories of writing and learning that privilege context and complexity, on 
the one hand, and widespread support (both within and outside of the 
discipline) of de-contextual, seemingly reductive assessment methods, on 
the other, is palpable. In fact, such conflict has been so prevalent and frus-
trating that it drove White to assert in 1989 that, “In relation to program 
evaluation, we must simply recognize that there is no replicated design in 
existence for demonstrating that any writing instructional program in fact 
improves writing, if we define writing in a sophisticated way” (178). 

As White’s proclamation implies, one source of tension in discussions 
about assessment methods is that the seemingly simple questions upper-
level administrators are most interested in (e.g., “How does your program 
help students write better?”) are difficult to answer definitively—no mat-
ter what methods are used. A student may participate in a program and 
may show improvement in writing, but that improvement may be based on 
many factors, including positive changes in attitude or normal cognitive 
development. While we agree with White’s sentiment and are, ourselves, 
uneasy with assessments that seek to show simple cause-and-effect relation-
ships, we can’t ignore the ongoing pressure to demonstrate such relation-
ships to administrators who fund our programs. For this reason, we sug-
gest that, at the same time WPAs and writing faculty continue to promote 
the complexity of writing across campus, they explore whether assessment 
methods might be usefully combined to tentatively suggest connections 
between curricula and/or instruction and overall student achievement of 
learning outcomes. For example, while a complex phenomenon like writ-
ing development simply cannot be measured adequately through such 
means as course grades or pre- and post-tests, the results of such methods 
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might be considered with other data to reasonably imply the positive (or 
negative) impact of a program. After unsatisfactory attempts at illustrat-
ing writing-center “effects” through traditional grade-use comparisons, for 
instance, Lerner designed a more meaningful scheme that requires addi-
tional types of data analyzed over many years. By keeping initial SAT scores 
of students constant (something he did in early studies), but adding high 
school GPA and overall first-year GPA to data about grades earned in first-
year composition, he was able to illustrate “a pretty powerful relationship” 
between writing center use and both FYC grades and overall first-year GPA 
(2003, 69). In the same way, writing samples, collected early and then 
later in a term, can indicate more about improvement when combined 
with other data than they can when examined alone. Lerner discusses, for 
instance, the possibility of recording the conversations that take place dur-
ing writing-center tutorial sessions and then examining student revisions 
to see the extent to which the advice was used (70–71). These types of data 
can then be considered along with attitudinal data gathered from inter-
views and surveys. Larry Beason and Laurel Darrow (1997) suggest, for 
example, that while their particular methods of “listening” to students and 
faculty through surveys and interviews “do not conclusively prove that WAC 
works,” they can still indicate levels of “support” and “satisfaction” that, 
from their perspective, directly affect ultimate program success (115).

Sometimes, an effort to show cause and effect relationships to upper-
level administrators will lead program evaluators back to key questions, 
underlying definitions (e.g., “What do we mean by improvement?”), and 
foundational program objectives. As the work of Haswell and his associ-
ates at Washington State University revealed, connections between instruc-
tion and learning are easier to establish when the program being assessed 
is centered on clearly articulated learning objectives or outcomes. Though 
obviously wary of drawing definitive conclusions about the data, Haswell 
(2001a) describes a longitudinal “value added” study of student placement 
samples against samples written, by the same students, for a junior pro-
ficiency exam. Because the prompts for the two exams were deliberately 
coordinated, and because there had been efforts on campus to advertise 
and discuss characteristics of good writing as part of a larger WAC initiative, 
the statistically significant improvements seen in student writing samples 
could at least “confirm existing practices” if not definitively prove a “direct 
causal path from particular writing courses” or the campus-wide “writing 
system” as a whole (122). 

Taking the lead of scholars mentioned above, we promote an overall 
assessment approach that recognizes the value of collecting both quantita-
tive and qualitative data in a variety of ways consistent with guiding ques-
tions and underlying goals important to those designing and conducting 
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the assessment. We also recommend that, when possible, data be collected 
not only about the program itself but about the broader institutional and 
community context. That is, data gathered from writing-center assessments 
should ideally be compared or combined with results from other program 
assessments on campus to create a fuller picture of the state of writing on 
campus, generally. As Muriel Harris (1999) argues, beyond benefiting the 
program itself and, if it is published, the profession at large, “locally pro-
duced knowledge also can contribute to the inquiry of other writing pro-
gram administrators within the institution” (3). Finally, we suggest that, 
when faced with directives to answer assessment questions that make lit-
tle sense to us, as writing administrators and faculty, we look for ways to 
reframe the questions so that our assessments can be better aligned with 
current theory and research—or to provide responses that acknowledge 
the complexity of teaching, learning, and writing. 

Available Means of Assessment

There are numerous methods used to assess programs, many of which 
overlap with methods used for placement and exit testing, as discussed 
in chapters 5 and 6, and for faculty evaluation, as described in chapter 8. 
Some of the most common methods include surveys, interviews, analysis of 
teaching materials, analysis of student writing, and teaching observations. 
Because these methods are commonly employed in empirical research, we 
encourage readers to supplement the brief overviews we provide here with 
more in-depth descriptions of the methods provided in research guides 
such as MacNealy’s Strategies for Empirical Research in Writing (1999). We also 
advise contacting colleagues on campus who have established expertise in 
empirical research. These colleagues may include faculty but also will likely 
include administrative staff of research-oriented offices on campus. 

Surveys

A survey is comprised of a series of questions targeted at a specific 
group of people. Surveys are routinely distributed online these days, often 
through an institutional assessment office, which makes them a relatively 
easy and inexpensive data-gathering tool.

In some cases, a survey that is already being used on campus can offer 
insight into issues relevant to the writing program. Examples include stan-
dardized teaching evaluations; first-year student surveys; or routine feed-
back forms, like those used in writing centers or at the end of WAC work-
shops. In other cases, a WPA or assessment team may want to design an orig-
inal survey with specific questions directly tied to program-assessment con-
cerns. The advantage of creating an original survey is that different versions 
can be designed for different groups, according to the particular purpose of 
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the assessment. While most of the questions would be the same, some ques-
tions might be modified to solicit information about the specific experienc-
es or perspectives of the individual group. A survey targeted at students, for 
example, might focus on how well they felt a program helped them succeed 
in subsequent writing situations; a survey intended for faculty might focus 
on perceptions of student preparedness for advanced writing tasks. 

While approaches to writing surveys vary, one good rule of thumb is to 
keep the survey itself—and the questions it comprises—as brief as possi-
ble. Ten short questions are usually all a busy person will take the time to 
answer. To increase the response rate and helpfulness of the survey, we sug-
gest conducting a pilot, whereby a small group of people, representative of 
the larger survey population, completes the survey and then provides feed-
back on such issues as comprehensibility and document design. Response 
rates are also improved when efforts are made to keep results anonymous. 
Online surveys designed through an institutional effectiveness or research 
office can be set up to guarantee anonymity. If the survey will not be con-
ducted electronically, precautions can be taken, such as including a state-
ment encouraging respondents to word-process answers and to eliminate 
any details that would identify them to others. If there is a desire to con-
duct follow-up interviews based on survey results, a simple invitation for an 
interview can be extended at the end of the survey, with room for name 
and contact information. Finally, any survey should be proofread carefully 
by multiple readers. There’s nothing that undermines the hard work of sur-
vey construction faster than grammatical or mechanical errors. (Please see 
appendix J for examples of surveys used for program assessment.)

Interviews

Like surveys, interviews can involve students, faculty, and/or adminis-
trators. Because they are usually conducted in person or by phone, they 
offer a kind of flexibility that surveys don’t allow. In addition to questions 
prepared in advance of an interview, there is room for follow-up questions 
that may lead to more detailed and often more helpful answers than those 
encouraged by surveys. 

One issue to consider with respect to interviews is who will conduct 
them. A formal interview can often be intimidating—especially for contin-
gent faculty. If formal interviews are desired, then it might be good to try 
to get an outside party to conduct the interview and report results in the 
aggregate (i.e., as representative of a particular group and not individu-
al students or faculty members). Another factor with interviews is time. If 
done individually with a large number of subjects, interviews can be very 
time-intensive. One way to address this issue is to conduct small-group, or 
focus-group, interviews. (See appendix K.) These are typically harder to 
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arrange, but the increased efficiency is often worth the trouble. If there is 
a good deal of trust within a program or department, interviews can also be 
integrated into a regularly scheduled meeting, with the participant’s per-
mission. For example, questions about curricula or teaching philosophy 
might be easily incorporated into routine meetings between the program 
administrator and faculty member. 

Teaching Materials

Much can be learned through simply collecting and reading teaching 
materials, including course syllabi, assignment sheets, miscellaneous hand-
outs, and course readings. Depending on the purpose and scope of the 
assessment, one type of material can be collected and analyzed alone, or 
various types can be analyzed together. Ideally, given the importance of 
attending to context throughout the assessment process, program asses-
sors will want to look at as many materials—at as much of the teaching and 
learning context—as possible. One of the best methods we have found for 
gathering and analyzing multiple types of documents for context-sensitive 
program assessment is a course portfolio. Though course portfolios seem 
an obvious choice for evaluating course-based programs (e.g., first-year 
composition, WAC), they easily can be adapted for writing-center assess-
ment. Materials would include those most commonly used by tutors and 
center directors: instructional handouts, conference write-ups, student sur-
veys, and observation notes. 

When used to evaluate a course-based program, the portfolio approach 
involves first asking instructors to compile portfolios for the courses they 
are teaching. The portfolios should include copies of all instructional 
materials (i.e., all syllabi, all assignment sheets, all handouts) for the given 
assessment period (e.g., quarter, semester) and an end-of-term self-reflec-
tion on the course. (See appendix G for sample course portfolio direc-
tions.) This reflection can take a variety of forms, but, if it is to be useful, 
it should address questions or issues important to the assessment. If the 
connection between course content and program learning outcomes is a 
concern, for example, then instructors can be asked to reflect on the ways 
that their course supported these outcomes. Portfolios might also include 
reports of peer or supervisor observations and samples of student writ-
ing, completed in response to assignments and activities. If the assessment 
questions require randomization of sample student work, instructors can 
be asked to provide samples of writing from a certain number of students 
selected, in a systematic way, from their course roster. For example, the 
WPA could ask all faculty to include writing from the fifth, tenth, fifteenth, 
twentieth, etc. student on his/her roster—or random numbers (simply 
pulled from a hat) could be given to each faculty member with directions 
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to include writing from the students whose names appear next to those 
numbers on the class roster.

Like other methods, the use of course portfolios can be modified if 
resources are limited. Unless there is resistance among faculty to compil-
ing portfolios (something we address below), the collection process is rel-
atively simple. The time-intensive part is reading, analyzing, and discussing 
them. Beyond random sampling of the portfolios (a common approach to 
evaluating student writing), there is an easy way to reduce the amount of 
time required: identify one key issue to focus on during analysis. Instead of 
being guided by a general question such as, “What is going on in our pro-
gram?” for example, the question might be narrowed to something such 
as, “What is going on in terms of the students’ researched arguments?” 
Specific follow-up questions might then focus on how faculty and students 
seem to be defining argument and research and demonstrating their defini-
tions in syllabi and papers. (See appendix H for a sample reading guide.) 
Because the portfolios can be stored, other issues can be considered later, 
when more time and/or funding becomes available. 

If resistance among faculty is a problem, there are ways to make the 
portfolio-keeping process relatively unobtrusive. First, instructors should 
be provided with basic materials. Such materials might include a two-inch 
accordion folder with three or four slim manila file folders, each labeled 
according to type of material (e.g., “syllabus,” “assignment sheets,” “student 
papers”). Instructors also should be encouraged to make one extra copy of 
each required document at the time that they use it during the term, and 
then place this extra copy immediately into the relevant folder. If they wait 
until the end of the semester, compiling the portfolio will feel like an extra 
burden. Finally, to eliminate any concern that individual instructors will be 
evaluated, it is important that all identifying information (names, section 
numbers, etc.) be eliminated from materials—either by the instructors and 
students themselves or by the assessment coordinator or his/her staff. 

Student Writing Samples

Most truly comprehensive assessments require an in-depth consider-
ation of student writing that isn’t readily achievable through the sampling 
of papers that may be provided in course portfolios. To ensure greater rep-
resentation, those responsible for assessment will want to ask for all stu-
dent work—weak, strong, complete, incomplete—submitted for a course 
or a particular assignment/assignment series. A sample of these materials 
can then be read and analyzed. 

When determining sample size, it will be important to remember that 
there is continuing disagreement about appropriate percentages, based 
on differences in perceptions of “meaning-fulness,” or the extent to which 
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results can be generalized. Scholars like Huot and Schendel (2002) suggest, 
however, that a smaller sample, such as 10 percent, that is read in depth 
can offer greater insights into a program and, thus, more useful informa-
tion. As they explain, “By focusing on a smaller number of students, it is 
possible to generate a richer amount of information in ways that are more 
consistent with the manner in which students and teachers work together 
in the classroom” (221). If a larger sample seems to make more sense—or 
is required by the institution, accrediting agency, or other organization—
evaluators will need to recognize that, unless they have endless amounts 
of time (and money), the reading will have to proceed quickly. A com-
promise position, suggested by scholars like Haswell (2001a, 40–43) and 
Elbow (1996, 123–25), is a two-phased approach which involves reading a 
large sample very quickly, sorting it into a few categories (e.g., low, medi-
um, high), and then reading the papers in one of the categories (typically 
the “low” category since these students need more help) in a more focused 
way. Though these scholars’ immediate concern was placement of individ-
ual students, their scheme can easily be adapted for a program review.

Whatever the sample size, because theory suggests that context is impor-
tant, the writing that is evaluated should not only be written for a particu-
lar rhetorical purpose and audience but should be embedded within the 
course, as a regular assignment—not required as an extra assignment for 
external evaluation purposes. Though it is often the case that single writ-
ing samples are collected and read by evaluators, for the purposes of pro-
gram assessment, reviewers should examine as much varied writing as pos-
sible (reflecting the variety of actual assignments), in the form of student 
portfolios. Again, since the program is being evaluated (and not individual 
students and instructors), all care should be taken to remove any identify-
ing information. Additional protection for students can take the form of a 
brief statement, included in course syllabi, explaining the purpose of pro-
gram assessment and how their work will be used (e.g., anonymously, for 
program review only, etc.)

Teaching Observations

Because we discuss this methodology fully in our next chapter, we offer 
only basic considerations here. First, we have found that it is difficult to 
draw conclusions about what is happening in a program—or what is/isn’t 
working—without actually observing teachers (or tutors) in action. Much 
about program instruction can be gleaned from informal discussions, 
teaching materials, student evaluations, and instructor self-reflections, but 
there is sometimes a gap between what is illustrated on paper and what 
is actually happening in classrooms or tutoring sessions. Additionally, we 
have found that observations for program-evaluation purposes work best if 
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instructors are involved in determining the focus of the observations—to 
the extent possible, within the stated parameters of the assessment. While 
it is difficult to observe individual instructors anonymously, it is possible to 
report results of observations without identifying instructors—especially if 
a standard observation form, based on assessment priorities, is used.

Outside Consultant Reviews

Though most program assessments are designed by administrators and 
faculty within a department or program, they often include external review. 
Assessment by an outside (and, presumably more objective) group can be 
very helpful in cases where there are few writing experts to make the case 
for program establishment or revision, if the department experts feel they 
may be too invested in a program to objectively consider its strengths and 
weaknesses, or if an upper-level administrator feels wary about insiders 
gathering the data that he or she will use to make decisions about a pro-
gram. Such assessment can be arranged, individually, with any number of 
willing composition or writing-assessment experts across the country. It can 
occur in person and on-site, or it can happen via cyberspace, with a pro-
gram making sample materials available to experts electronically. External 
program assessments can also be conducted more formally, and typically 
more thoroughly, through the Council of Writing Program Administrators. 
As described on the WPA Web site, the “consultant-evaluator” service will 
help program administrators and faculty coordinate a multi-stage process 
that involves a guided self-study, an on-site visit by “leaders in the field,” a 
written report of the “program’s unique strengths and weaknesses,” and 
a follow-up report. The costs for the service include travel expenses and 
honoraria for the consultants. Although the WPA consultant-evaluator ser-
vice is used more rarely for writing-center assessment than for assessment 
of FYC or WAC programs, it is an available option for supplementing inter-
nal methods and perspectives. 

An alternative to inviting off-campus experts to review a program is the 
on-campus review conducted by people who may be familiar with the pro-
gram but not personally invested in it. This group might include faculty 
from disciplines outside of English, administrators or staff members from 
relevant campus offices or programs, and even students. In fact, this type of 
inter-campus review can serve as a helpful complement to an outside-con-
sultant visit. Martha Townsend (1997) offers a good example of combining 
a thorough internal review with the WPA consultant-evaluator service. 

A NA LY Z I N G  DATA

Like common assessment methods, means of analyzing the data gath-
ered through an assessment are similar to those used for any empirical 
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research project. Typically these means will fall into one of three catego-
ries: systematic, organic/phenomenological, or a back-and-forth negotia-
tion between the first two approaches. The more systematic approach is 
often characterized by a rubric whose categories are determined before 
the data are analyzed; the more organic approach might involve a bit of 
early hypothesizing about possible categories but allows for new catego-
ries or data trends to emerge as the data are read and discussed. It’s often 
most helpful to start with a very general sense of possible categories that 
can then accommodate new categories as they arise. With respect to teach-
ing portfolios, for example, trends might include patterns in operational 
definitions that faculty are using (e.g., “most faculty seem to be describ-
ing academic writing as [xyz]”), patterns in kind and/or number of assign-
ments, or in what student writing indicates about content of particular 
sections. In terms of student writing, categories often highlight stated 
learning outcomes or agreed-upon qualities of effective writing, such as 
“audience awareness,” “clarity of organization,” etc. (Please see chapters 
5, 6, and 8 for more information on analyzing student writing and teach-
ing materials.)

For program-assessment purposes, it will be important to remember 
that analysis of individual components of a writing program should always 
be considered within the context of the program as a whole and, if pos-
sible, within the larger context of the institution and local communi-
ty. Intersections within and between contexts are being examined—not 
individual achievement or performance. Also, as with other areas of pro-
gram assessment, it is important to involve as many people as possible, and 
appropriate, in discussions about how data should be analyzed.

P R O G R A M  A S S E S S M E N T  S C E NA R I O S :  BA L A N C I N G  T H E O RY, 

P R AC T I C E ,  A N D  C O N T E X T

Beyond the various considerations discussed above, the nature of the 
program—its history, mission, and goals—will influence the assessment 
approach. That is, assessing the effectiveness of a writing center will not 
necessarily involve the same approaches or methods as assessing a first-year 
composition program or a WAC initiative. For one thing, each of these 
programs will affect and/or answer to different groups of people. Another 
consideration is the size or scope of the individual program. For very large 
and/or very complex programs (such as a WAC program), targeted assess-
ments, with results that are pieced together over time, may be the only real-
istic approach. Consistency in staffing is also an important issue. When fac-
ulty turnover is high, as in first-year composition programs and writing cen-
ters that rely heavily on TAs and part-time instructors, then a slower, multi-
phased approach may not lead to meaningful results. If faculty members 
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change every two or three years, data gathered one year may not mean the 
same thing four years later. 

Still, we suggest that whatever the specific mission or purpose of the 
program—and however the methods may change depending on the pur-
pose—the applicable theory will remain constant, as will the range of the-
ory-based questions that will help guide those who are designing and facil-
itating assessments and using the results. Acknowledging that any pro-
gram assessment “needs to be tailored to the program to be evaluated,” 
Huot and Schendel (2002) identify three general areas that should be 
“looked at” to determine the overall health of a writing program: curricu-
la, instruction, and student writing (220). Below, we offer some examples 
of context-sensitive assessments that will generate meaningful data in all 
of these key areas.

The First-Year Composition Program 

Because first-year composition programs differ so much, in terms of 
number of courses, number and kind of faculty, and institutional position-
ing, it is nearly impossible to imagine an assessment approach that would 
work the same way in all FYC contexts. Our best advice is to thorough-
ly consider all of the factors that make the particular context unique and 
then adapt the most appropriate methods to the context. Again, general-
ly speaking, the more methods used, the better for compiling an accurate 
program profile.

One issue that composition program faculty and administrators often 
don’t anticipate—or actively resist—is that while English or writing depart-
ments usually staff introductory composition courses, they don’t really 
“own” the courses—at least from the perspective of faculty in other depart-
ments. First-year (and often second-year) writing courses are typically inte-
gral parts of general education or “core” university programs and, thus, 
justifiably can be seen as everyone’s territory (even if everyone does not 
wish to teach the courses). Chris Fosen quickly recognized this fact when, 
as a new program administrator, he found that he and his composition col-
leagues did not have full authority over curricula and assessment. As he 
explains, “We realized that we didn’t own the course we regularly teach, 
couldn’t fully control how our course would be institutionally assessed, and 
didn’t understand why (as writing teachers) we couldn’t simply revise the 
GE documents we found wanting” (2006, 12). It helped Fosen to come to 
terms with the fact that it was “not solely our course” (12) and try to under-
stand why other people outside the department might view the purpose of 
the course differently than he and his colleagues did. 

An example of how one method typically used for composition program 
assessment can inspire productive interaction among faculty across campus 
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is the “three-tiered approach” for assessing student writing, described 
briefly by Huot and Schendel (2002, 221–22) and, then, in more detail in 
Huot (2002, 183–87). The approach relies on the expertise of instructors 
who regularly teach a particular course or courses and, thus, is consistent 
with the expert-reader course placement method developed by William L. 
Smith and outlined in chapter 5. It also promotes an organic, context-sen-
sitive process for designing criteria during the reading process—not before 
reading begins. Finally, because readers outside of the English department 
are ultimately involved, the process encourages consideration of the larger 
campus context for writing and community-building among faculty from 
diverse disciplines. 

The first assessment tier comprises a representative group of current 
instructors, including, for example, teaching assistants, part-time facul-
ty, and full-time faculty, reading approximately 10 percent of student writ-
ing generated in a particular time frame (year, semester). The instructors 
divide into three teams to read and grade one-third of the sample. Each 
team then discusses and articulates criteria for each grade category they 
used (e.g., A, B, C) and writes a report about the characteristics of student 
writing in the sample and the process of working together. The second tier 
then involves a smaller group of readers examining a sampling from the 
first-tier reading. This second group would typically include the WPA, an 
instructor or teaching assistant who regularly teaches the course(s) being 
assessed, as well as faculty from disciplines outside of English. Similar to 
the first-tier reading, the second-tier reading involves discussing the writing 
samples, assigning grades, and discussing what the grades mean. Though 
some WPAs, constrained by limited time and/or resources, may need 
to stop after the second-tier reading, comparing and analyzing similari-
ties and differences in results from the two readings, Huot and Schendel 
(2002) suggest a third tier, which involves taking the writing beyond the 
program and institution to be assessed by writing experts from other insti-
tutions. This can be done electronically, using the same reading/evaluat-
ing process employed in the first tiers, and then the results can be com-
pared across tiers. The comparisons, then, form the basis for the program-
assessment report. 

Other methods can be similarly adapted to acknowledge—and account 
for—the role that first-year composition generally plays in university-wide 
initiatives such as general education programs. Surveys can be employed, 
for example, to gather information about faculty attitudes toward the 
first-year composition program, disciplinary differences in definitions of 
academic writing, and the amount and kinds of writing being assigned in 
other departments. Depending on the assessment questions being asked, 
data might then be used to simply raise awareness among writing faculty 
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about attitudes on campus or to inform revisions of course objectives 
and/or curricula.

WAC Programs

One of the most obvious characteristics of any campus-wide program 
is its multidimensionality. Such programs attract many different faculty 
members with different disciplinary perspectives on not just writing per se 
but on the relationship between writing and meaning-making that mani-
fests itself in particular written forms or “particular kinds of doing” (Carter 
2001, 389). They also will feel different levels of commitment to helping 
students develop as writers. Students, too, will interpret writing assign-
ments and expectations differently, depending upon where they are in 
their degree program and what their major discipline is. Finally, because 
WAC initiatives are often supported outside of departments, by, for exam-
ple, a provost or VP, faculty and student interests often must be account-
ed for alongside interests of upper-level administrators. The complexi-
ty of campus-wide writing programs necessitates getting all “stakeholders” 
involved throughout the assessment process—from helping to set goals for 
the assessment to determining methods and interpreting/using outcomes 
(Morgan 1997, 147–48). It is not uncommon, for example, to see assess-
ments of WAC programs undertaken by a representative university commit-
tee, as opposed to a single department-based administrator, or, if guided by 
a single administrator, for that administrator to act as a facilitator or con-
sultant of fellow colleagues, rather than as a “director.”

Given the multiple facets of WAC programs, the most widely accepted 
assessment approach for answering broad questions about overall effec-
tiveness is one that includes various methods. Much like the methods that 
might be used in comprehensive assessments of first-year writing programs 
or writing centers, these methods might include surveys (of both faculty 
and students) to ascertain amount and kinds of writing happening on cam-
pus, how such writing is contributing to student learning (see Beason and 
Darrow 1997), as well as attitudes toward writing; samples of assignments 
and activities gathered from various departments; samples of student writ-
ing completed at various points (e.g., first year in college, first year in 
major, senior year); and interviews with faculty and students. Again, gath-
ering data through these various means can be especially useful when start-
ing a new program, as a way to establish benchmarks for measuring success 
in future years. After a program is established, another useful method is to 
count the number of new faculty becoming involved, the number of new 
courses, or, in the case of courses already in existence, any commendations 
given. At the University of Massachusetts, for example, one way of evalu-
ating the success of WAC involves triennial review of department-based 
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initiatives, focused on curriculum, instruction, and faculty participation, 
and subsequent ranking by a university writing committee. The number of 
initiatives that fall into “exemplary” or, at the other end of the spectrum, 
“experiencing difficulty” or ”ineffective,” then becomes a way of gauging 
“overall program health” (Moran and Herrington 1997).

In light of the preceding discussions, it will come as no surprise that 
the method for evaluating student writing promoted by WAC scholars and 
practitioners is portfolio assessment. Referencing other well-known WAC 
practitioners, Huot (1997) outlines the many advantages of using writ-
ing portfolios for WAC assessment. In addition to allowing students to 
showcase a “range of rhetorical and linguistic” abilities used to different 
degrees in different courses, “the multiple samples let evaluators consid-
er the growth exhibited by students during a specified period” (71). Also, 
because the portfolios are comprised of work completed for actual writ-
ing-intensive courses certified by a WAC or general education program, 
they eliminate the need for separate proficiency tests and allow for a view 
of other elements in the program besides the final written product (e.g., 
kinds of assignments being given) (72). In addition, as William Condon 
(1997) points out, the “truly cross-curricular portfolio” that is readily sup-
ported by WAC illustrates to students connections among their work in var-
ious disciplines. As he puts it, “Combining WAC and portfolio-based assess-
ment, even within the confines of a single course, provides a bridge from 
one learning experience to another, a means both for tying the experienc-
es together and for creating a document that encourages learners to reflect 
on the ways those experiences reinforce or build upon each other” (209). 
Many of these same benefits are experienced by the WAC faculty who read 
the portfolios. Condon, for example, notes how discussions surrounding 
student portfolios can inspire both heightened standards for writing and 
increased “awareness among all faculty for the kinds of thinking and writ-
ing that occur” across the curriculum (210). Huot (1997) attests to the 
positive value of engaging numerous faculty in the assessment process. In 
encouraging faculty to read student work together, he sees “the beginning 
of a partnership with content area faculty that encourages them to look at 
the writing they are requiring, at how well their students are writing, and 
at what faculty response to this writing says about their individual goals as 
teachers and the overall goals and mission of their programs” (76). 

Sometimes, as in the case of the university about which Huot (1997) 
writes, the portfolios are collected and submitted by the instructors of writ-
ing-intensive courses for the sole purpose of assessing the WAC program. 
In other cases, the portfolios are composed and submitted for reasons 
other than program assessment, but, because writing curricula and instruc-
tion are well-aligned across campus, they can be used successfully for dual 
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purposes. In their account of WAC initiatives at George Mason University, 
for example, Christopher Thais and Terry Zawacki (1997) explain how they 
use portfolios submitted for exemption from a WAC-based advanced com-
position course for more general WAC assessment purposes. The portfoli-
os, submitted by thirty-five to forty students per semester, typically include 
a “research-based paper” from a course in the student’s major, three or 
four “other works” from courses taken above the 100-level, and a “reflec-
tive ‘process’ essay” on selected portfolio contents (80, 94). Though the 
exemption portfolios haven’t been used to “directly assess” writing initia-
tives across campus, they have provided helpful insights about the kinds of 
writing students are doing in their courses, the criteria faculty emphasize in 
their courses, and the attitudes students have about their writing and about 
themselves as writers (87–91). 

One challenge for administrators and faculty who wish to read portfoli-
os as part of a campus-wide program assessment is coming up with an eval-
uation scheme that will make sense to people from a variety of disciplines. 
If the WAC program is run by a committee or advisory board comprised 
of members from diverse disciplines, the group, guided by national state-
ments on college-level writing (like those provided by WPA and NCTE), 
can discuss and design a rubric based on general rhetorical concerns such 
as purpose, audience, genre, idea development, and organization. If great-
er attention to disciplinary differences is desired (as may be the case with a 
WAC program that supports upper-level major courses), evaluation criteria 
may need to be more specific. An alternative to the one-size-fits-all rubric 
is a method offered by Huot (1997). Faculty from representative depart-
ments are paid a stipend to share samples of student writing which would 
fit into typical assessment categories (e.g., acceptable, unacceptable, excep-
tional) and work with other faculty in their disciplines, as well as WAC staff, 
to design “discipline specific” scoring guides that are then used to evaluate 
writing portfolios submitted for WAC assessment (73). 

Writing Centers

Because the mission and goals of a writing center will be somewhat differ-
ent from those of other types of writing programs, the questions and means 
of answering them will be different. One obvious difference that should be 
accounted for through assessment design is that writing center directors 
typically answer to a wider range of constituencies than do most first-year 
composition directors. Writing centers are often funded, at least in part, 
by offices outside of an English department and even outside the college 
(e.g., by vice presidents of student affairs, university programs, grant agen-
cies, etc.). Additionally, though some writing centers do serve mostly (or 
even exclusively) students who are enrolled in English courses, others are 
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important components of WAC programs. Writing centers that are part of 
larger campus-wide initiatives often need to gather data to justify external 
funding for people who may have little background in the humanities, let 
alone in English. Because they control the funding (and, thus, the contin-
ued existence) of a writing center, external agencies often feel that they 
not only have the right to demand a certain form of assessment report but 
the prerogative to dictate assessment methods and participants. Not sur-
prisingly, then, the most typical methods for assessing writing center work 
have been those that translate readily into quantitative reports—methods 
such as “usage data” collection (i.e., counting the number of students who 
use the center), student and faculty surveys, objective pre- and post-tests of 
mechanical skills, and course-grade correlation (Lerner 2003, 60–61). The 
problem with methods that generate numbers, according to writing center 
scholars like Neal Lerner and Muriel Harris, is that, because they are often 
unaligned with current theories about learning and teaching, they may 
not provide information that will actually help center directors and tutors 
improve their work with students. The challenge, then, is to either com-
bine more quantitative methods with qualitative ones or to make the quan-
titative methods more qualitative by contextualizing them.

For writing center directors and staff members who have the luxury of 
formulating their own questions and wish to start with a broad query like, 
“What is going on in the writing center?” or, for those proposing a new 
center, “What should our center look like?”—a large-scale approach that 
allows for collection of as much data as possible is ideal. With respect to 
the first question, in addition to the methods mentioned above, such an 
inquiry might include examining textbooks and assignments from writing-
intensive courses across campus (to determine the kind of information stu-
dents are getting about writing outside of the center); observing and/or 
audio taping tutoring sessions in light of national “best practices” and/or 
against rubrics developed by writing center staff; interviewing tutors, stu-
dents, and faculty one-to-one or in small focus groups; and analyzing tutor 
self-reports. Student writing samples can also be gathered, with permission 
from students, to determine overall strengths and weaknesses of particu-
lar populations using the center. To answer the second question, some of 
these methods (e.g., examination of textbooks, assignments, student writ-
ing, and interviews) can usefully be combined with collection of data about 
the larger university, disciplinary, and academic context. Both Lerner and 
Harris suggest, for example, careful consideration of university goals (and 
how a writing center can help support them) and institutional data relat-
ed to those goals (when available), review of literature on writing cen-
ter design and/or assessment, and surveys of other WC directors (e.g., on 
design, assessment, and costs). 
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Because writing centers have traditionally been vulnerable to budget 
cutting for reasons having to do with how they are positioned on cam-
pus (usually as a support service for first-year composition programs), 
how they are funded, and how they are staffed (typically with low-status 
instructors like graduate assistants and term faculty), it has become even 
more important for them to attempt to show that their services make a 
difference for students. Thus, for writing center directors, questions that 
guide assessments often must focus on how many students are using the 
center, why students are using (or not using) the center, and what dif-
ference the center makes for students who use it. Again, the challenge 
here is trying to answer these questions in a way that is meaningful (for 
the writing center) and useful (for upper-level administrators or outside 
funding agencies)—and to resist the temptation, discussed earlier in the 
chapter, to engage in either-or thinking (i.e., either we use quantitative 
methods to satisfy others or qualitative methods to satisfy ourselves). With 
respect to the question on student use, the usual data collected from sim-
ply counting the number of center visits is not often very helpful to WC 
directors and “not exactly a selling point” for administrators because 
most writing centers “see no more than 10 to 15 percent of their student 
bodies” (Lerner 2003, 61). However, this data becomes more meaning-
ful when combined with other, more qualitative, data (gathered through 
sign-in sheets or simple questionnaires) about the needs of students who 
visit and reasons why students use or don’t use a particular center. By 
considering not just the raw usage numbers but demographic data (e.g., 
year in school, whether native or non-native speaker), statistics can be 
used to demonstrate how a center is supporting wider campus goals. If, 
for example, a university’s priority is supporting diversity, then the fact 
that 60–75 percent of those students who use the writing center are ESL 
learners (the statistic that Lerner provides for his own center) will mean 
more to writing center directors and upper-level administrators than just 
an unqualified usage statistic. It may also be possible to conduct a sur-
vey in combination with counting students. Through a survey of students 
who did not use the writing center on his campus, Lerner found, for 
instance, that students were not, as he suspected, dissuaded by a “reme-
dial definition” of writing center work, but that they felt the hours of the 
center were “inconvenient” (65). The raw usage data combined with the 
more qualitative data together offered evidence to suggest that with some 
changes (e.g., different hours of operation, introducing online tutoring), 
the writing center would attract more students. Depending on time con-
straints, such surveys could be supplemented with focus group or individ-
ual interviews. 
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Writing Majors

A growing trend in composition and rhetoric is the writing major, which 
typically allows undergraduate students to both practice different types of 
writing and study disciplinary history, theory, and research. Though pro-
gram-level assessments of writing majors may not necessarily be the respon-
sibility of writing program directors, they most likely will be designed and 
conducted by some of the same writing faculty who have been called upon 
to facilitate reviews of other writing-based programs. 

While the overall approach to assessing a writing major (question-driven, 
multi-modal, context-sensitive) will be similar to the approaches outlined 
above, the values and perspectives that must be accounted for will likely 
change. Depending on how the major has been designed, program assess-
ment may need to take into account not just the interests of composition 
and rhetoric faculty, but those of technical writing, creative writing, and 
sometimes journalism faculty as well. Interestingly, the differences between 
English subfields can sometimes seem more difficult to negotiate than dif-
ferences between English and other academic fields that are highlighted 
in WAC assessments. While a comp-rhet specialist will likely prioritize audi-
ence and purpose, when discussing student learning outcomes for a writing 
major, a creative writer may have other priorities for students—an under-
standing of genre conventions or stylistic choices, for example. Similarly, 
tech writers, though convinced of the importance of audience awareness, 
may prioritize knowledge of design elements or software programs in ways 
that other writing faculty may not. The theories embraced by each subfield 
may also need to be negotiated. In their discussion of how creative nonfic-
tion courses might be incorporated into a writing major, for example, Linda 
Shamoon and Celest Martin (2007) describe the negative attitude that com-
positionists trained in social or critical theory might have toward cours-
es with words like “creative” or “expressive” in the title (53). Sometimes, 
conflicts can be traced to basic worries about disciplinary identity (and 
implied issues of departmental status and distribution of limited resources). 
Thomas Peele (2007) explains that his department’s writing major is a site 
of contention because of disagreements between creative writers, composi-
tion and rhetoric specialists, and technical writers over how writing should 
be defined and who should be responsible for which courses. 

H OW  S H O U L D  R E S U LT S  B E  R E P O RT E D ?

Most program assessments culminate in a report with recommendations 
for future action. The particular format for the report will depend on many 
factors including the purpose of the assessment, who will get the results, 
and how the results will be used. 
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In terms of purpose, if the assessment has been conducted, at least in 
part, to satisfy an external request for data (from a dean or grant agency), 
then there may be a standardized reporting form, or reporting conven-
tions, that need to be followed. Ideally, directions or models for reporting 
results will be provided, and some leeway will be given for disciplinary dif-
ferences (i.e., humanities-type disciplines will be allowed to submit more 
descriptive data). Yet, as we have been emphasizing up to this point, assess-
ment rarely occurs in the realm of the ideal. It will very likely be the case 
that a program administrator-evaluator will be asked for data but will not 
be provided with clear directions about how that data should be reported 
or that the directions will privilege certain disciplines (usually the hard sci-
ences) over others. In this case, a greater effort will be required to consid-
er other aspects of the rhetorical situation. 

For example, White (1995) asserts the importance of considering “the 
kind of evidence that is likely to fit the assumptions of the audience [for 
our results]” (134). Along these same lines, Haswell and McLeod (2001) 
suggest that the data that interest program administrators won’t necessarily 
interest upper-level administrators—and that, with this latter group, there 
will be differing priorities. That is, administrators more directly involved 
in program funding may want to know about specific problem areas and 
what is necessary to fix them, while a president or board of regents may 
just want a general sense of what is happening (178–82). From their per-
spective, a good initial step in determining the contents of a report is sim-
ply asking the relevant administrator, “What do you want to know?” (177). 
Additionally, the strategies used to report the results will need to be dif-
ferent depending on personal (often discipline-based) preferences. As 
they point out, for example, the “hard scientist” wants “clean facts” (179). 
In essence, then, the data may need to be presented in multiple reports, 
adjusted for differences in reader needs and interests. 

Though some audiences may desire data in numerical (versus descrip-
tive) form, it is important to resist selecting methods based solely on pre-
ferred reporting mode. Again, the purpose of the assessment (which 
should somehow be related to improving teaching and learning)—and 
accompanying research questions—should determine the methods. So, 
taking White’s lead, a WPA can use his or her knowledge of writing theory 
to “ask [the] audience to adopt new assumptions about what counts as evi-
dence” (1995, 134) or, if that doesn’t work (the chances are better if the 
WPA understands not only writing theory but assessment theory), then he 
or she can attempt to provide results generated through qualitative meth-
ods in a numerical form.

The results that are most obviously quantifiable are results that are 
easily and readily tabulated: years (or kind) of teaching experiences of 
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instructors, types of teaching methods, pass rates, retention rates, number 
of tutoring sessions, etc. The more important fact, though, is that if simple 
numbers are all that a dean or agency needs (or wants), then almost any 
information can be quantified—even information about student writing 
performance gathered through direct methods like portfolios. The truth 
is that the most descriptive, context-oriented scoring guide can result in a 
numerical report (perhaps written as an additional report to complement 
the context-rich report written for program purposes). The evaluators sim-
ply count how many students’ papers or portfolios fell into a particular cat-
egory and put the results in an easy-to-read graph or chart. 

That said, it is important to note that more and more administrators 
(especially deans) are being asked by their institutional-effectiveness offices 
(who are being asked by accrediting agencies) not only to gather assessment 
data about their departments and programs but to make sure they are used 
in a “feedback loop” to improve student learning. So, while they may prefer 
reports that are more quantitative, they will need enough qualitative (con-
textual, descriptive) information to understand what the data really mean, 
how they can be used. That is, “the arguments that may convince them to 
change” (White 1995, 134) their perspectives about evidence are chang-
ing—and mostly for the better. Writing program administrators and facul-
ty who know assessment theory (the same theory now guiding accrediting 
agencies) will be at an advantage when it comes to determining which results 
can be easily quantified without undermining the integrity of the assessment 
and which results might need to be presented in more descriptive terms. 

If the results are going to be circulated within the department or pro-
gram only, then the options for reporting may be much more numer-
ous and flexible. Depending on the purpose of the assessment, it may be 
enough to simply report results orally at a meeting and schedule follow-up 
discussions about implications and possible program revisions. If a more 
permanent record is needed, then a formal report may be required. A com-
mon approach is to follow the tradition of scientific report writing, begin-
ning with a statement of the problem or key questions, a description of 
methods (including approach to data gathering, analysis, people involved, 
etc.), presentation of findings, discussion of findings, and recommenda-
tions. Though often the leader of the assessment ends up writing the doc-
ument, it’s more effective, for the sake of buy in, to write it collaboratively, 
ask for feedback, and then make required revisions.

U S I N G  R E S U LT S

Because one of the biggest sources of resistance to assessment is the feeling 
that results will never be used, it is crucial that program administrators and 
faculty find ways of utilizing data to either support claims about the well-
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being of an already effective program or to make a program better. Even if 
an assessment was inspired by an external request and the person making 
the request is disinclined to act on results or recommendations, program 
directors can still make sure that something is done locally with the infor-
mation that is gathered.

Along with the difficulty of demonstrating direct relationships between 
data and student learning, which makes it hard to confidently articulate 
implications and/or guarantee recommendations, there are often prac-
tical circumstances that make it difficult to implement assessment find-
ings. For example, a program assessment may reveal that under-prepared 
writers would be better served by self-placement or mainstreaming, but 
state legislation requires placement in “remedial” classes for all students 
who earn a certain score on a standardized test. Similarly, an assessment 
might reveal systemic problems with instruction that could most easily be 
resolved by attracting more faculty members with credentials in writing. 
However, the money and other perks needed to attract such faculty may 
simply be unavailable. 

As with program assessments themselves, which sometimes must be 
scaled back due to lack of resources, the findings may need to be imple-
mented slowly, over time. While it may not be possible to mainstream low-
scoring students into standard first-year writing courses, for example, it 
may be possible to restructure remedial courses so they require less time 
and expense. With respect to faculty, though money may not be available 
for new hires, it may be possible to pay current faculty to attend workshops 
and conferences. 

Finally, as with data collection, it’s important to see use of assessment 
results as something potentially long-term—something that may not hap-
pen in one WPA’s tenure. Echoing Muriel Harris’s call for all writing cen-
ter directors to “set up and maintain a research archive” (Harris 1999, 
14), we suggest that writing program administrators accept, as one of their 
responsibilities, the archiving of assessment records. As Harris argues, such 
records are not only necessary for determining the present condition of a 
program, they are essential to preserving the “institutional memory” that 
can be lost through administrative turnover. Additionally, they allow for the 
ongoing reflection needed for long-term strategic planning. A side benefit 
is that an archive that is maintained over a number of years can serve as a 
“testimonial” to how much we do, and how hard we work, to run our pro-
grams effectively.



8
E VA L U AT I N G  W R I T I N G  FA C U LT Y  A N D 
I N S T R U C T I O N

Evaluation of faculty is not usually considered part of the domain of writ-
ing assessment because its purpose is to assess teachers’ effectiveness, not 
students’ writing or writing programs. Yet, the faculty deliver the writing 
curriculum, conduct classroom evaluation and—within the framework we 
present in this book—participate in writing assessments beyond the class-
room (e.g., placement testing, program review, or exit testing). Faculty 
are arguably the most significant factor in a program’s effectiveness and 
in students’ learning; therefore, a robust system for evaluating teach-
ers and teaching is critical to an effective writing program and in assess-
ing a program. We are not alone in thinking that instructors and instruc-
tion are significant factors in program assessment. Evaluation of teach-
ing materials, curriculum, and faculty is directly addressed in the self-
study guidelines for writing programs published by the Council of Writing 
Program Administrators. Practitioners and scholars also agree that these 
are important components of program assessment. Edward White’s text 
Developing Successful College Writing Programs (1989) includes a chapter enti-
tled “Supporting, Evaluating, and Rewarding Faculty.” Stephen Witte and 
Lester Faigley (1983) identify curriculum and instruction as two of the five 
general components of writing program evaluation. 

We see these two components—curriculum and instruction—as inti-
mately connected, joined, in fact, by the faculty. For example, a program 
might have a published, standard curriculum; however, if the faculty deliv-
ering the curriculum do not do so effectively, then the value of the cur-
riculum is undermined. Or, instructors in the same program might inter-
pret curricular guidelines, assignments, or activities in very different ways, 
which may result in very different student performance and achieve-
ment. For instance, if a program requires students to engage in academ-
ic research, the ways to approach assignments or courses vary. What aca-
demic discipline is going to be privileged? Does the instructor and instruc-
tion focus on developing research questions and using both primary and 
secondary research methods to answer the questions? Does the instructor 
limit the research to textual research only? How are electronic research 
methods incorporated in the course? Will students be writing for gener-
al, academic, or specialized audiences? Likewise, instructors’ decisions 
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about enacting the curriculum have consequences for students’ develop-
ment as writers, which are related to other features of the program. For 
example, if a program has a proficiency or exit assessment, but a teacher 
does not include assignments and feedback that prepare the students for 
that assessment, then students might perform poorly on the exam in spite 
of doing well in the instructor’s course. Effective instruction can also have 
consequences for placement results; if some instructors are not teaching 
in ways that meet the program’s expectations, accurate placement of stu-
dents into courses may be compromised because the efficacy of placement 
will depend much more on the particular section the student is enrolled in 
rather than on which course the student is placed into. 

Faculty, in short, are key to students’ experiences in a writing program 
because they carry out a program’s learning goals or outcomes, create 
learning opportunities, apply evaluation criteria, and determine individual 
student grades. While teachers in all subjects are critical to students’ learn-
ing, writing instructors’ performances may be even more critical than in 
some other disciplines because student achievement depends in large part 
on teachers’ response to students’ writing, the classroom activities orches-
trated by the instructors, and student-instructor conferences, according 
to position statements published by the National Council of Teachers of 
English and the Conference on College Composition and Communication 
(1982, 1989). In most writing programs, however, the expertise and expe-
rience of faculty vary greatly; some are staffed completely by graduate stu-
dents and part-time lecturers while others may consist of full-time, non-
tenure-line faculty, and still others may include a mix of graduate students, 
adjunct, and tenured faculty. In addition to the diversity of rank, a writ-
ing program’s faculty typically hold various academic degrees and repre-
sent a wide range of specialties. Strong faculty evaluation programs can 
help writing program administrators effectively cope with the diversity of 
instructors to ensure students experience appropriate learning opportuni-
ties across sections of the same course without undermining the benefits 
that a diverse faculty can bring to a program. A strong faculty evaluation 
system provides information about students’ achievement of the program 
goals and how instruction facilitates this achievement. Students’ opportuni-
ties to develop as writers should not hinge on which section of the course 
they enroll in (and who is assigned to teach that section), but on students’ 
abilities, efforts, and performances. The effectiveness of a writing program 
depends on individual instructors and their classroom teaching; therefore, 
it’s important to design effective, theoretically informed, faculty evaluation 
programs that include both formative and summative evaluations.

The rest of this chapter offers a theoretical framework for approaching 
faculty evaluation and describes various types and methods of evaluation, 
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including student ratings of instruction, classroom observations, and teach-
ing portfolios. We close by addressing some of the challenges assessors may 
confront in faculty evaluation. 

E VA L U AT I N G  FAC U LT Y

Review of teaching and teachers can, like all assessment, be approached in 
various ways. Because we see the evaluation of teachers and teaching as crit-
ical components of writing program assessment and closely tied to teaching 
and assessing writing, we advocate an approach to faculty assessment that 
is based on the principles of writing assessment we outlined in chapter 3: 
site-based, locally controlled, rhetorically based, context-sensitive, accessi-
ble, and theoretically consistent. Applying this framework for faculty eval-
uation means that evaluation should be controlled by the local program 
and institution, which is responsible for managing, revising, and validating 
the process of faculty review according to stated personnel policies as well 
as professional standards. The assessment of writing teachers and teaching 
also needs to take into account the local context, honoring the program’s 
instructional goals as well as the socio-cultural environment. This is espe-
cially important for reading and interpreting teaching materials and stu-
dent-generated texts and in addressing the diversity of rank and status of 
faculty who may be teaching in a writing program. Considering the individ-
ual characteristics of the program is critical because the teaching of writ-
ing is not a one-size-fits-all endeavor. Teaching is a communicative act, and 
the teacher needs to respond to specific writers, in terms of specific instruc-
tional goals, in the specific context.

While local context is important, the processes, procedures, and cri-
teria for evaluating faculty must also be consistent with what we know 
about effective teaching of writing and assessment. To be legitimate, fac-
ulty assessment must produce valid results, which means it should lead to 
improved teaching and learning, and it should differentiate between more 
effective and less effective practices and instructors. Finally, a faculty-assess-
ment program should be transparent to all faculty involved, regardless of 
rank or institutional status. Procedures, criteria, rationales, samples, and 
results should be available to all, and this information should be commu-
nicated in language that is accessible to all as well. 

Applying these basic principles requires a writing program to provide 
both formative and summative evaluations. Formative assessment, the 
goal of which is to focus on improvement, is frequently covered as part 
of the scholarship of teaching (e.g., Bain 2004; Seldin 1997; Seldin and 
Associates 1999; and McKeachie 1984) as well as the literature on prepar-
ing writing teachers—typically graduate student teaching assistants (Pytlik 
and Ligget 2001; Chase 1996; Morgan 2002) or faculty involved in writing 
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across the curriculum (Bean 1994; Kinkead 1997). Formative assessment, 
as explained by Christine Hult in the introduction to Evaluating Teachers of 
Writing, “is designed to provide information that may help” writing teach-
ers “to alter their teaching in ways to improve student learning” (1994, 4). 
The stakes are low in this type of evaluation; that is, the consequences are 
aimed at improving teaching and learning, and will not be used for con-
ferring rewards or sanctions. In contrast, the purpose of summative evalu-
ation is to determine merit or worth, or as Hult says, “judge overall teach-
ing performance” (1994, 4), and the stakes are typically higher. Summative 
evaluation should come at the end of a process or program, or at designat-
ed intervals. For example, new teachers may be evaluated at the end of a 
semester or the end of a year to determine if they will be renewed, the dis-
tribution of merit raises, or who will receive a teaching award. 

Formative and summative evaluation are often presented in opposition 
to each other, as Hult does in her discussion. She argues that too often 
“in teacher evaluation, because formative is not separated from summa-
tive, the two goals of accountability and improvements are conflated when 
they are not necessarily compatible” (1994, 5). However, we believe that 
these two forms of evaluation should work together, which is recommend-
ed in some of the composition literature (e.g., White 1989; Schwalm 1994; 
Weiser 1994) as well as the more general scholarship of teaching (England, 
Hutchings, and McKeachie 2007, 13–14). Formative assessment techniques 
may be used throughout a semester to not only improve teaching but also 
to demonstrate a commitment to teaching and innovation. Based on the 
formative activities, a peer, mentor, or supervisor may write an overall sum-
mative assessment report, detailing the activities, growth, and effectiveness 
of the teacher over the semester or longer time frame. Or, a teacher may 
use formative assessment results for more summative purposes, as part of 
a teaching portfolio to submit to a teaching review committee or as part of 
a tenure and promotion application. Formative assessment is also a type of 
faculty development because the goal of it is to provide support for facul-
ty to improve their practice or to expand their pedagogical repertoire. In 
designing formative opportunities, programs should consider the profes-
sional guidelines and published scholarship. According to accepted prac-
tice in the teaching of writing, teachers should create student-centered 
classrooms with many opportunities for students to write with instruction 
tailored, in many ways, for individual students and their texts. White artic-
ulates it this way:

The best writing teachers often appear to be doing relatively little teaching or 
grading by conventional definitions. They will be working very hard devising 
appropriate writing tasks, responding to student drafts, talking with students 
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about their writing, helping them evaluate and revise their work, presenting and 
challenging ideas, grading presentation drafts of papers, and the like, but they 
may never give a lecture. (1989, 165)

Professional organizations agree with White and others. According to a 
variety of position statements published by the Conference on College 
Composition and Communication (1982, 1989), its Committee on Teaching 
and Evaluation (1982), and its parent organization, the National Council 
of Teachers of English (2004), writing instruction needs to be student cen-
tered, with the teacher providing opportunities for guided practice in all 
phases of the process; and writing instructors need to be writers who also 
have a strong disciplinary understanding of language development, rheto-
ric, and writing as a process. As White explains, “Essentially, the teaching of 
writing requires a different kind of relationship between student and facul-
ty than most other courses do, and calls for a much more steady pressure 
on the teacher to respond sensitively to student work” (1989, 165).

Part of the commitment to an effective formative and summative evalu-
ation system that adheres to the principles of writing assessment includes 
explicit criteria for judging effective teachers and teaching (Jones 1994). In 
1982, the CCCC Committee on Teaching and Its Evaluation in Composition 
identified seven components of teaching and learning to be considered in 
evaluating writing instruction—and by association instructors: (1) prelimi-
nary reflection and analysis (referred to earlier in their document as a the-
oretical framework), (2) planning of the curriculum and writing activities, 
(3) classroom activities engaged in by students and teacher, (4) instruction-
al activities engaged in by students and teacher outside the classroom, (5) 
learning activities students engage in independently, (6) performances—
especially writing—students engage in after instruction, and (7) students’ 
recollections and feelings about their experiences (26). 

These components, anchored in the program’s mission or stated learn-
ing goals and in student performance, need to be considered as well as spe-
cific evaluation criteria tailored to local programs. However, a caution is in 
order. Student performance needs to be defined contextually, and evalua-
tors must take into consideration the institution’s mission and student body 
as well as support both students and writing faculty receive. For example, 
how many students are in a first-year writing class? Is there a writing cen-
ter available for students? Are faculty provided with opportunities for pro-
fessional development, especially related to responding to and evaluating 
student performance? Of course, evaluation criteria also need to be theo-
retically consistent—with the program’s goals, with scholarly research on 
literacy and language, and with assessment theory (as we discuss in chap-
ter 3). Developing students as writers and improving their written texts is 
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complex, multifaceted, and time intensive. If a program’s stated outcomes 
are process oriented, emphasizing multiple drafts, deep revision, editing, 
and proofreading, student performance on an impromptu essay exam is 
not an accurate indicator of their achievement of these goals. Likewise, if a 
composition program’s learning goals address rhetorical concepts of audi-
ence and purpose and developing flexibility to address multiple rhetori-
cal situations, a single writing sample is not enough to determine achieve-
ment. In short, as discussed in the program assessment chapter, examining 
student work is a critical component—but not the only one—of determin-
ing the effectiveness of teaching and learning. 

As with any complex performance, the evaluation of writing teachers—
and teaching and learning—needs to include multiple sources of evidence 
that are systematically collected and reviewed. Relying on only one data 
source—or on a haphazard collection of data—may not provide the kind of 
information needed to make a sound assessment decision about the quali-
ty of the instruction and the faculty’s performance. Results of assessments 
of instructors also need to be considered contextually, in light of the pro-
gram, the institution, the students served, and a myriad of other factors 
than can influence both the faculty’s and students’ performances. The 
evaluation of teachers should acknowledge that there are multiple ways to 
achieve the stated learning outcomes, teachers have individual strengths 
and weaknesses, and teachers have their own classroom personae. The 
goal of these assessment activities is not uniformity in teaching and mate-
rials but rather developing a shared understanding of what effective teach-
ing and learning means in the particular writing program so that individ-
ual instructors make the most out of their strengths as teachers of writing, 
benefiting all students in the program. 

By examining multiple sources of information about an instructor’s 
(and a program’s) performance, an evaluation system can allow for varia-
tion while still achieving its goals. Multiple sources of data allow evaluators 
to contextualize information and develop a more complete understanding 
of an instructor’s performance (Baldwin and Blattner 2003). This is simi-
lar to triangulation, a basic strategy for enhancing internal validity in quali-
tative research, which uses multiple investigators, data sources, or multiple 
methods (Merriam 1998, 204). For example, if the surveys or student rat-
ings of instruction are generic and not tied to the writing program’s specif-
ic goals and criteria, those results may need to be viewed even more critical-
ly and within the context of other evidence, such as observations of instruc-
tion, student writing samples, and course materials. It is also essential, as we 
say above, that writing programs make the criteria and processes for assess-
ment accessible to all faculty regardless of rank or status. The ultimate goal 
of any assessment program is to improve teaching and learning; however, 
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if faculty are apprehensive because assessment is perceived as a threat, the 
criteria are not articulated, or they don’t know how the results will be used, 
the potential benefits of the assessment program are jeopardized. 

M E T H O D S  O F  E VA L U AT I O N

As we have said about other aspects of writing assessment, using what you 
know about research is useful in approaching assessment of instruction 
and instructors. Evaluating instruction—as with research—requires ask-
ing questions and finding answers that are supported by evidence. When 
researching complex performances, scholars recommend multiple meth-
ods and data sources, and the same is true for evaluation of faculty and 
teaching (e.g., Hult 1994; Bain 2004, 167-8; Chism 1999, 4; England, 
Hutchings, and McKeachie 1996). Relying on one measure or one data 
source provides only partial answers and can, in fact, minimize important 
aspects of both teaching and learning. Teaching writing (like all teaching) 
is a complex, multidimensional activity that cannot be accurately accessed 
by one method or at one moment in time. Multiple methods allow for eval-
uation of the range of skills, activities, and teaching practices experienced 
faculty use and for variety in documenting the results. 

We address below various common methods used in evaluating teach-
ers and teaching. The list is not definitive nor is our discussion of each 
exhaustive. Many of these methods, such as student ratings of instruction 
and teaching portfolios, have large bodies of published literature associat-
ed with them. Instead, the list is a place to begin to think about how you 
can approach this aspect of a program review. As we discuss each meth-
od of evaluation, we include ways these can work together, and we remind 
you that many overlap with other methods, such as those in chapter 7 on 
program review. Obviously, we are not suggesting that all of these meth-
ods should be used all of the time. Faculty and program administrators 
need to decide what is best in their particular program given the local con-
text, resources, expectations, and purposes. Including peer review in these 
methods emphasizes the focus on effective teaching and learning because 
the instructors will both give and receive feedback, learning from each 
other as they develop a better understanding of the program and how their 
teaching contributes to it.

Remember, the focus is not on the evaluation of individual instructors 
for personnel reviews, although many of the results of methods direct-
ly contribute to this, but rather on how teachers and teaching contribute 
to a program’s effectiveness. By compiling the results of individual faculty 
evaluations, assessors can get a better understanding of the effectiveness of 
the instruction in a program. For example, reading through observation 
reports of all of the instructors—maybe even categorizing them according 
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to certain criteria such as desired classroom activities described in the 
reports—can provide evidence of the type of classroom activities used in 
a program. This kind of review can also provide insight for determining 
topics for faculty-development workshops (as well as leaders for the work-
shops). Or, by reviewing student portfolios and detailing the type of writ-
ing represented in them, a program can provide specific evidence about 
the genres students write as well as how well they perform. 

Student Survey

Student evaluations, commonly referred to as student ratings of instruc-
tion (SRIs), are the most common and consistent form of evaluation of 
instructors and instruction. These are typically completed anonymously by 
students at the end of the term, using a computer scan form with minimal 
opportunity for open-ended response. However, the quality and content of 
the rating systems can vary widely. Some instruments are designed local-
ly and can range from those that are carefully developed and monitored 
by psychometric scholars to those that are hastily written by individual 
instructors; others are marketed nationwide and developed by psychome-
tricians with national norming data provided to individual institutions and 
instructors. Some of the commercially available student surveys are stan-
dardized while the instructor or institution tailors others. Most use a form 
of the Likert Scale, and results are typically reported numerically. SRIs are 
likely the most-researched form of evaluation of instruction besides being 
the most common. Research on the surveys is mixed, complicated by the 
fact that there are so many different forms available. There is a large body 
of work on the effects of factors such as gender of instructor, size of class, 
time of day, and level of class on the validity and reliability of the results of 
these instruments.1 

1. The literature on student evaluations is extensive but often inconclusive. For overviews 
of the literature see the following: Abrami, Theall, and Mets (2001); d’Apollanio 
and Abrami (1997); Greenwald (1997a); Hobson and Talbot (2001); and Wachtel 
(1998). The spring 2001 issue of New Directions in Institutional Research focuses on 
student ratings of instruction; besides offering an overview, it also addresses specific 
issues such as validity (Kulik; Ory and Ryan), use (Abrami, “Improving” and “How 
to Lie”; Theall), and bias (Theall and Franklin). The literature also covers an assort-
ment of other factors that can influence student evaluations, such as gender (e.g., 
Basow and Montgomery 2005), workload (e.g., Greenwald 1997b), perceptions (e.g., 
Sojka, Gupta, and Deeter-Schmelz 2002), and academic freedom (e.g., Haskell 1997), 
among others. In fact, Wachtel (1998) identifies the following factors from the body of 
research that can affect student evaluations: administration of the surveys, including 
timing and stated purpose; course characteristics, such as electivity, class meeting time, 
level of course, class size, subject area, course workload; instructor characteristics, such 
as reputation, personality, research productivity, gender, minority status, and physical 
appearance; characteristics of students, including interest, gender, expected grade, 
and leniency hypothesis; student expectations; and other issues such as student and 
faculty reactions to the results and publicizing student ratings. Less formal ratings, 
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While we can see some value in these student ratings, we also realize that 
the validity of SRI results needs to be determined for each particular case. 
It is important that so-called objective measures, such as student surveys, 
be interpreted within the context of the program and the institution. The 
data from surveys and questionnaires, especially those that do not allow 
for explanatory comments, are not enough to determine effectiveness. 
Teaching and learning are situated, contextual activities, so just because a 
survey works at a small liberal arts college doesn’t mean it produces valid 
and reliable results at the state college down the road. Or, survey results 
that prove valid and reliable in large lecture classes may not prove so in 
small seminars. Determining if the results are valid demands the exami-
nation of the results in terms of other measures of effective teaching and 
learning. The goal is to ensure that the results of the SRI accurately distin-
guish effective teaching from less effective teaching. After all, in our experi-
ence, one of the biggest problems with SRIs is that faculty can learn how to 
“work the numbers” to make sure the ratings are good, which doesn’t mean 
the instruction is effective (White 1994). In addition, instructors’ assump-
tions about the surveys can influence how they teach a class. For example, 
although research is mixed in terms of the effect of rigorous grading on 
survey results, many faculty believe that tough graders get lower SRI num-
bers. This kind of institutional myth can affect how faculty members, espe-
cially junior faculty, non-tenured instructors, and others who feel vulnera-
ble, grade students’ performances. It is important, then, to be sure to con-
duct ongoing, systematic research into the SRIs and the use of them. 

Depending on your local situation, you may have more or less flexibili-
ty in terms of the instrument used for the official end-of-semester SRIs. In 
some places, departments or individual instructors can determine the con-
tent of student surveys while in other places, college or university commit-
tees make these decisions. In any case, the standard forms can be replaced 
or supplemented with a survey tailored to the specific program, as Irwin 
Weiser describes what his program did to tailor the student evaluation to 
address the program’s specific goals and expectations (1994, 141–43). This 
type of course-specific form can provide data that address the expectations 
and outcomes specified for the courses as well as feedback to instructors 
and program administrators that links directly to improving teaching and 
learning. New survey software, whether for online surveys or paper and 

such as ratemyprofessor.com undoubtedly have some effect—if only by contributing 
to an instructor’s reputation and students’ expectations—but have not been addressed 
substantively in the research as of yet. Student ratings are also addressed as part of 
broader discussions about teacher effectiveness (e.g., McKeachie 1984; England, 
Hutchings, and McKeachie 2007). In the literature specific to writing instruction, there 
also is discussion of student ratings and the role they play in evaluating faculty (e.g., 
Elbow 1994; Weiser 1994; Strenski 1994; Willard-Traub 2002).
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pencil, can make it easier to tailor evaluations to individual program needs. 
This software can make compiling and analyzing the results—even open-
ended comments—easier than ever. For an example, the first-year writing 
program at one of our institutions developed a student survey of instruc-
tion, in collaboration with the institutional research office, based on the 
goals of the first-year writing program. The form was created with Class 
Climate software, which allows users to write their own questions, create 
their own scale, and collect student comments for each question to help 
explain the response. Both the quantitative and discursive results are com-
piled and reported for individual faculty, and reports can be generated for 
results across the program. Here is a sample from the form: 

Evaluate the success of this course in helping you learn how to formulate an original thesis, 
focus, or controlling idea and support it. 

Not Successful ☐ ☐ ☐ ☐ ☐ ☐ ☐ ☐ ☐ ☐ Very Successful 
Explanatory Comment

This type of form not only focuses more on teaching and instruction and 
less on the teacher as a personality, but it also provides information that 
can help teachers to improve their teaching. (See appendix E for a com-
plete example of this type of survey.) In other words, it can provide infor-
mation that is both formative and summative. As one instructor said in 
an e-mail to the composition director after switching to this form for SRIs 
over the more traditional one: “I appreciate the new student evaluation 
forms for WR100. I got mine today and was amazed at the insight they 
offer into the REASONS why students give the ratings they do. . . . I’m 
a little excited here because I think these new evaluation forms will give 
me much more precise feedback about the ways I need to rethink/revise 
my courses.” The goal of any evaluation system, including student sur-
veys, should be to improve teaching and learning, as discussed through-
out this book. This approach to surveying students not only enhances the 
formative aspect of the evaluation for the individual instructor and the 
program, but it also works to make the assessment align with the particu-
lar context of the program since the survey is tailored to the course and 
program goals. 

While most of these surveys are done at the end of the semester, pro-
grams can also use less formal, shorter surveys during the semester for for-
mative assessment (Aultman 2006). The questions need to be tailored to 
the course and program. For example, in a course using a final evaluation 
form such as the one described above, a mid-semester survey might ask stu-
dents to respond anonymously to questions such as: 
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Which learning goals do you feel you are making progress on? 1. 
Why? 

Which goals do you still feel uncomfortable with or unsure about? 2. 
Why?

What questions or concerns do you have about the course so far?3. 

While many writing teachers conduct an informal mid-semester evaluation 
for their own benefit, it can be useful for a standard set of questions to be 
used periodically to help the program administrators develop workshops 
and support for instructors. Comparing responses to mid-semester sur-
veys with those administered at the end of the course can contribute to an 
understanding of how the course developed across the semester. 

Observations

Observations of classroom instruction are common in the summative 
evaluation of individual faculty, but they also serve as formative evalua-
tion. By having a systematic approach to observing faculty, observations 
are also part of formative and summative program assessment. A systemat-
ic approach requires a protocol for the actual observation and subsequent 
report as well as a process for determining who will be observed, by whom, 
when, and how many times (e.g., Flanigan 1979; Flanagan 1994; Chase 
1996; Strenski 1994; Minter 2002; and Chism 1999). In determining these 
procedures, the basic principles of writing assessment are helpful because 
local factors such as program structure, institutional context, and staffing 
need to be considered in adapting professional standards. Most of the liter-
ature recommends a standard protocol and form to ensure that the obser-
vations done across the program yield consistent kinds of information, 
which is especially important if multiple people are observers, as is the 
case in the peer review model. In writing programs, especially those staffed 
almost exclusively with contingent faculty, observations should be conduct-
ed by both instructors and program administrators. Appendix D contains 
a sample observation form that follows the process outlined below, which 
was modeled after Flanigan’s (1979) recommendations.

In general, effective observations start with pre-observation discussion 
about the class to be observed, including goals for the class, materials, and 
other contextual information. The instructor being observed, depending 
on the local climate, may also indicate aspects of her teaching or class that 
she wants feedback on (e.g., the way students work in a small group or the 
length of wait time she uses when conducting a class discussion). During 
the observation, the observer should focus on recording information—that 
is, describing the student activities and behavior, the instructor’s action, the 
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material covered, the interaction among the students and between the stu-
dents and the instructor, and the organization of the room. In general, the 
observer is not a participant in the class but a recorder of it. 

After the observation, the instructor should jot down a self-assessment 
of the class, and then the observer and instructor should meet to review 
the class. During the meeting, the observer and instructor discuss the class 
events, the appropriateness of them, and other aspects of the class. After 
the meeting, the observer should write up an official report of the observa-
tion. The specific goal is to provide formative feedback, and yet it can con-
tribute to an instructor’s summative evaluation because after the observa-
tions and discussions, the observer does draw an evaluative conclusion. In 
most cases, multiple observations of an instructor, done across a semester 
or year, are preferred over one-time, isolated class visits. 

Review of Course Materials

In evaluating faculty, review of course materials is essential. This can be 
handled in multiple ways. When observing faculty, evaluators should also 
be reviewing the course material as part of contextualizing the particular 
class being observed. Materials such as the syllabus, readings, handouts, 
assignments, and samples of student work may all be reviewed as part of the 
observation, depending on what activities are planned for the class. When 
included as part of an observation, course materials can be reviewed in con-
text and discussed between the evaluator and the instructor, contributing 
to the formative aspect of the observation. 

Faculty may also submit course materials in a more systematic way for 
review (Strenski 1994; Chism 1999). For example, all instructors may be 
required to submit their syllabus, including descriptions of major writing 
assignments, to the program administrator for review. The syllabi can be 
evaluated for basic information, depending on the program’s structure and 
learning goals. Or, a program might require more complete course mate-
rials, such as a course portfolio (electronic or print) that includes all of 
the course materials generated by the instructor, along with student sam-
ples of the major writing assignments. Typically, the portfolio will include 
a self-reflection by the instructor, explaining the materials and identifying 
strengths, questions, or challenges. (See appendix G for sample directions 
for assembling a course portfolio.) The portfolio can be used as the basis of 
a course review for the instructor (as well as for program review, as we sug-
gest in chapter 7). For example, a colleague with expertise in teaching the 
course could review the course portfolio, meet with the instructor to discuss 
it, and write an evaluation of the instructor’s course for a yearly review. This 
approach provides opportunities for both formative and summative evalua-
tion. (See the section below on teaching portfolios for more information.)



Evaluating Writing Faculty and Instruction   149

Guided Class Discussion

This type of evaluation is generally done by a colleague in consultation 
with the instructor but without the instructor present during the discussion 
(Strenski 1994). It is especially helpful as a formative assessment method, 
but it can also contribute to summative evaluation. If an instructor is try-
ing to understand why he is struggling with a class, a guided discussion by 
a trusted peer can be very helpful. It can also be helpful for supplementing 
other evaluation methods, such as surveys and observations, because the 
guided discussion allows students to explain and elaborate on responses or 
behaviors. For example, in previously taught courses, a writing instructor 
may have noticed a particular pattern in the responses on the end-of-semes-
ter student ratings of instruction but may not understand how to respond 
to the results. A class discussion guided by a colleague, without the instruc-
tor present, can help to illuminate why students are responding in a cer-
tain way. Or, an instructor may want to get specific kinds of feedback about 
a particular pedagogical practice or a change made to a class, such as add-
ing service learning or incorporating more multicultural materials than 
students expect. The guided discussion allows for more nuanced feedback 
from students than is accessible through a survey because the leader of the 
discussion can push students to elaborate through probing questions. 

In general, this kind of guided discussion is similar to a focus group 
although the class size is usually much larger than recommended for a 
focus group. It is important that questions are planned ahead of time, that 
the interviewer explain the process to the class, and that notes are taken. 
After the discussion, the interviewer writes a summary, identifying gener-
al themes or patterns without referring to individual students. Again, the 
questions can be tailored to the individual instructor and class, or a pro-
gram could have a set protocol used across sections. Specific procedures 
and content should be determined by the local context and the purpose 
of the evaluation. 

Workshops

Workshops on pedagogy and course materials are common activities 
in most writing programs and are usually considered faculty develop-
ment. However, faculty-development activities can also be part of a for-
mative evaluation program, especially if the workshops provide hands-
on opportunities to focus on teaching. For example, a workshop on craft-
ing writing assignments would include information about basic principles 
of assignment design, with participants having the opportunity to work 
on assignments from one of their classes. This could be done in multiple 
ways, depending on the specific factors, such as the size of the group and 



150   A  G U I D E  TO  C O L L E G E  W R I T I N G  A S S E S S M E N T

facilities. Participants could have time to work with peers on getting feed-
back on the assignments and suggestions for improving them. Or, partic-
ipants could do a self-critique of an assignment and then share with col-
leagues for additional suggestions. Follow-up from an initial workshop 
could include instructors revising assignments, using the revised assign-
ments, and then drafting a self-evaluation report that addressed how the 
workshop influenced the re-designed assignments, how students respond-
ed to them, and the effectiveness of the revised assignments. This approach 
to faculty-development workshops could be used with almost any topic—
from developing a syllabus to responding to student work to developing 
classroom discussion strategies to using new media. Additionally, if work-
shop leaders use materials from instructors in the program as samples and 
models in the presentation, then those instructors can get formative and/
or summative feedback, depending on how the materials are used.

The key to making a workshop contribute to a faculty-evaluation pro-
gram is to have faculty participants reflecting on their own practices or 
materials and receiving feedback from others. If faculty participants are 
passively sitting through a presentation and not expected to use the work-
shop as an opportunity to actively engage in evaluation of their teaching, 
then the workshop not only may be less effective in improving practices 
but also will not be contributing to the evaluation of instruction. In this 
approach, simply attending the workshop is not enough; faculty need to 
be actively engaged in self-assessment. 

Group Review of Student Work

Writing programs often hold group norming sessions, or calibration 
sessions, aimed at helping faculty develop shared evaluation criteria. 
These sessions are most often associated with holistic scoring of student 
writing, but they don’t need to be linked to a formal assessment activity. In 
terms of individual faculty evaluation, these group sessions can function 
like workshops, providing opportunities for instructors to not just discuss 
principles and theories but to apply these principles to their own teach-
ing. This can be especially useful for “problem” writing—an essay or port-
folio that does not neatly fall into a particular grading category or falls in 
between scores on a rubric. 

However, reviewing student work includes more than grading or scor-
ing sessions. For example, a review meeting could include a round-rob-
in structured reading of a student text that is more descriptive than eval-
uative (Anson 1994; Huot 1997). The purpose is different from that of a 
norming session; instead of trying to narrow our reading to achieve agree-
ment, this type of reading aims at disrupting our tacit reading patterns to 
help us consider all of the possibilities in a text. A reading like this, with the 
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focus on the nuances and possibilities in the text, can be structured in var-
ious ways, but the goal is to keep it from turning into a student (or teach-
er) bashing session.

Again, to move reflective reading beyond purely faculty development to 
faculty evaluation requires participants to use the reading experience to 
actively self-assess their own evaluation practices.

Teaching Portfolios

There is a rich literature on teaching portfolios, especially for writing 
teachers.2 While there is no one-size-fits-all approach, since different pur-
poses require different types of portfolios, teaching portfolios—wheth-
er electronic or not—typically require certain activities: collection, selec-
tion, reflection, and evaluation. The teaching portfolio can represent one 
course, several courses, or an instructor’s career, but the contents usually 
include primary class materials, such as syllabus, assignments, and hand-
outs for class activities, as well as secondary materials—that is, material 
about the primary documents. These secondary texts can be generated 
by the portfolio’s author or by others (peers, observers, or students) and 
might include documents such as a self-reflective introduction or teaching 
narrative, an observation report, a review of an assignment sequence, and 
responses to a student survey. The portfolio should provide contextualiz-
ing information to help the reader of the portfolio more fully understand 
both the primary and secondary materials. 

If a program requires teaching portfolios for either formative or sum-
mative assessment purposes, then it should provide guidelines and support 
for faculty to compile and maintain the portfolio, criteria for evaluation, 
and a process for reviewing them. For example, maybe all writing instruc-
tors exchange their teaching portfolio with a peer, each reviewing the port-
folio and writing a one-page summary including strengths, weaknesses, and 
questions. The pairings may be done by choice or assigned. The process 
may include a meeting to discuss the portfolios in pairs, in small groups, or 
as a whole program, or it may simply be a written review that includes ques-
tions the reviewer responds to and a brief overall comment. (See appendix 
F for a sample teaching portfolio table of contents.)

While teaching portfolios are clearly linked to individual faculty evalu-
ation, they can be used to assess program-wide instruction as we discussed 
in chapter 7. 

2. For more specific information on teaching portfolios, see the large body of literature 
on general teaching portfolios at the college level—most notably published by Peter 
Seldin (1990, 1997, 1999) and Edgerton, Hutchings, and Quinlan (1991). For teaching 
portfolios and composition, see, for example, Minter and Goodburn (2002); Yancey 
(1997); Weiser (1997); Anson (1994); and Paulson and Paulson (1997).
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C H A L L E N G E S 

In spite of all of the potential positive outcomes associated with it, assess-
ing faculty—even as part of a program review where the emphasis is not on 
the individual’s performance per se but the aggregate performance of the 
program—can create anxiety, especially for contingent faculty who have lit-
tle if any job security. Junior faculty may also feel apprehensive and vulner-
able even when the emphasis is on formative assessment; and faculty who 
have tenure can feel exposed, depending on the departmental culture and 
history. Although a writing program should include formative assessment 
and faculty development, summative evaluation is also necessary, wheth-
er as part of annual reviews, rehiring decisions, or formal program review. 
Typically, there is some sort of faculty evaluation program in place, if only 
an institution’s minimal system for yearly reviews or for extreme problems. 
The de facto system may not be consistent and coherent, it may not be 
inclusive of all faculty, or it may not be taken seriously by some or all facul-
ty. The goal—or challenge—is to have a systematic, theoretically consistent 
system in place that is fair for all faculty and produces results that improve 
teaching and learning. If no system is in place for the writing program, 
then one needs to be developed. However, initiating change, even change 
aimed at improvement, can meet resistance, especially when the change 
could affect personnel decisions, curriculum, and responsibilities. Dealing 
with the resistance constructively is imperative, but specific decisions about 
how depend on the local culture and context.

While many factors contribute to resistance, the diversity of faculty 
found in many writing programs can make dealing with resistance and 
developing a strong evaluation program even more of a challenge. When 
writing program faculty are homogeneous in rank—such as all graduate 
assistants or all non-tenure lecturers—it can be easier to create a coherent, 
strong evaluation system because there is less variation and less job security. 
If non-tenure-track instructors don’t participate, or even try to subvert the 
evaluation system, they can jeopardize their employment. If their positions 
are competitive—that is, there are more people who want to teach in the 
program than available slots—resistant instructors can be readily replaced 
(e.g., White 1994; Schwalm 1994). However, if there is a dearth of qualified 
instructors (whether graduate assistants or adjuncts), program administra-
tors may have to tolerate more resistance.

The situation can be much more challenging when there is a mix of types 
of instructors teaching in a program because it may be difficult to create a 
consistent faculty evaluation program that includes everyone. For example, 
a program may have a formal, structured review process for graduate assis-
tants but not for part-time lecturers. Or, junior faculty may be required to 
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participate in a mentoring and observation program, but senior faculty may 
be exempt. Part-time lecturers or non-tenured faculty may feel compelled to 
attend faculty-development workshops or group reading sessions, but ten-
ured faculty may be “too busy” or “not expected” to attend. For many writing 
faculty, especially contingent labor, there can be quite a bit of anxiety associ-
ated with assessment, whether formative or summative, because of the lack 
of job security or because yearly reviews may be non-existent or perfunctory 
at best. In some programs, the graduate teaching assistants may get little if 
any review after the initial training session unless there is a significant prob-
lem because their positions are funding their graduate studies, awarded by 
the graduate program, and the writing program may have little control over 
hiring and retention. If tenured faculty teach in the writing program, as is 
often the case in WAC programs and FYC programs at community colleges, 
liberal arts colleges, and comprehensive institutions, the evaluation of their 
teaching may be done by the department chair or a personnel committee. 
In some cases, the writing program administrator may have input in the fac-
ulty review, or she may have access to the faculty’s evaluation materials. It is 
more likely, however, that evaluation of tenured faculty will be handled sep-
arately from the writing program administrator’s purview; in some cases, the 
reviews will value scholarship over teaching with very minimal expectations 
in terms of faculty development or evaluation of instruction. 

While successfully addressing these types of challenges is difficult, a 
program review can be an impetus for instituting a more thorough fac-
ulty review process that demands participation by all faculty across rank 
and status. Sometimes, it is useful to create situations where all faculty are 
reviewed the same way, and all participate in the same activities, such as 
group discussions of student papers. However, when faculty from across 
ranks participate in the same workshop or activity, the differences in status 
can affect how participants engage in the activity and how it is valued by 
others. Sometimes, it may be better to separate faculty into peer groups—
graduate students, tenure-track faculty, and adjunct faculty—with notes or 
summaries of each group’s discussion distributed to all. Sometimes, it can 
be more effective to let faculty group themselves, selecting workshops or 
discussion groups based on schedules, personalities, or topics. Deciding 
how to address faculty evaluation depends on your local culture—the pro-
gram’s and department’s history, size, and climate, and institutional poli-
cies about faculty work and faculty development—as well as the purpose of 
the evaluation activities and the resources available (as discussed in chap-
ter 7 on program assessment). Regardless of these factors, in a program 
review the administrator can diffuse some of the tensions and anxieties 
that accompany faculty evaluation by focusing on the learning goals and on 
instructional methods instead of on individual instructors.
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This focus on learning goals de-emphasizes the instructor’s personality 
and personal traits and can accommodate a wider range of acceptable class-
room practices. For example, a student survey could ask questions based 
on course goals, such as “Does the instructor provide opportunities for stu-
dents to write in multiple genres?” or “Does the instructor provide oppor-
tunities for students to receive feedback on drafts and revise before final 
grading of essays?”, instead of those based on the instructor, such as “Is 
the instructor organized?” or “Is the instructor enthusiastic?” or “Does the 
instructor show concern for students?” Not only do the questions that are 
tied directly to the learning goals of the course contribute to understand-
ing the extent to which students perceive that they are being given oppor-
tunities to accomplish the stated program outcomes, but they can also pro-
vide teachers and administrators with information that is helpful in revising 
and improving practice, especially if open-ended comments are tied to the 
questions. (See the student survey section above for more information.) In 
classroom observations of instruction, focusing on learning goals encour-
ages faculty to think more specifically about how an activity or class con-
tributes to the overall goals of the course and can help the observer deter-
mine if the instructor understands the goals of the course and how to effec-
tively achieve them.

The focus on the learning goals during evaluation of instruction and 
instructors can also de-emphasize the belief that the instructor should be 
the center of the class and allow for more student-centered methods that 
are supported by current composition pedagogy. For example, if one of the 
course goals states that students will learn to “critique their own and others’ 
work,” then a class devoted to peer-response activities is appropriate for an 
observation even if the instructor is more of the facilitator than the main 
attraction. The observer would consider how the groups functioned, how 
the activity contributes to the attainment of the goal, and other issues that 
are related to the opportunities for learning the instructor provides. If an 
instructor is more comfortable with a teacher-centered classroom, she or 
he can still have students do peer response, but maybe it is organized dif-
ferently. For example, students conduct the response activity via an elec-
tronic bulletin board outside of class. The instructor might lead a class dis-
cussion about the response activity during the observation with the elec-
tronic responses used as discussion prompts. In this example, the instruc-
tor is meeting the learning goals but in a different way than the instructor 
that has students doing small-group workshops in the classroom. (For more 
information on observations, see the section above.)

The focus on achieving the learning goals also provides information that 
is more readily aggregated to determine a view of instruction and teaching 
and learning across the program instead of information more relevant to 
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the popularity of individual instructors. By compiling the results of a stu-
dent survey focused on the learning goals, a program might determine 
that some goals are not being addressed across the board or that the pro-
gram is consistently succeeding in teaching to certain goals. For exam-
ple, if one of the goals states that students will “use multiple drafts to cre-
ate and complete a successful text,” an administrator could examine the 
responses to that one question, looking for patterns and consistency. Then, 
given the results on the survey, that goal could be targeted when evaluat-
ing course portfolios, with the portfolio readers identifying more specifi-
cally evidence that students used—or did not use—multiple drafts to suc-
cessfully complete a text. After collating results from across the portfolios, 
the WPA could create a list of best practices for using multiple drafting to 
complete successful texts. Or, in scheduling classroom observations, teach-
ers may be asked to identify classes for observation that directly contrib-
ute to this particular outcome. Based on the results of the survey, observa-
tions, and student work, the writing program administrator may decide to 
offer workshops (formative assessment) on helping faculty develop teach-
ing strategies that address multiple drafts so student texts are more suc-
cessful because of the drafting process. Or, the workshop could focus on 
exploring what is meant by “successful text” in the program, which would 
help establish or clarify criteria for evaluating student work. The workshops 
would provide the feedback loop that is the hallmark of effective program 
assessments. All of these activities, which can be considered part of evalu-
ation, focus more on teaching and learning and less on identifying weak 
instructors or popular ones.

Once faculty realize that the program is not interested in making all 
instructors conform to a uniform teaching persona, nor in punishing or 
embarrassing instructors, but that it is concerned with ensuring all students 
have the opportunity to achieve the course goals, then the anxiety associ-
ated with evaluation can be reduced if not eliminated all together. When 
the tension surrounding evaluation subsides, the program can emphasize 
the formative parts of the assessment process—that is, supporting faculty so 
they can enhance their teaching and students’ learning—without the facul-
ty perceiving it as a threat. 

In addition to the challenge posed by faculty resistance to evaluation, 
programs also must consider the resources—including money, time, per-
sonnel, and space—available for implementing a comprehensive, ongo-
ing faculty evaluation system. Most of the evaluation methods we discuss 
above may not cost much in terms of materials, but they do require the 
time and energy of program faculty and administrators. Time and energy 
are precious resources for all levels of faculty: tenured faculty who typical-
ly must publish, serve on several committees, teach in multiple programs, 
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and attend to all the other details of institutional life; part-time faculty who 
may be teaching at multiple campuses, programs, or institutions with very 
limited time available when on campus; graduate teaching assistants, who 
might be inexperienced teachers and are juggling their own coursework 
and research agendas with their teaching obligations; and program admin-
istrators, who usually have to fulfill regular faculty obligations as well as the 
administrative ones. In other words, everyone seems too busy to take on the 
“extra” burden of faculty evaluation, which is why it is critical to approach 
it thoughtfully.

Program administrators can help build a culture that is open to assess-
ment by making sure they follow the basic principles of sound assess-
ment as they develop a system over time. They need to be realistic about 
the resources and the time needed to do effective assessment activities. 
Planning activities so that they can be both formative and summative helps 
use limited resources wisely and dispel some of the anxiety. Administrators 
need to be sure that faculty feel that the evaluation system is meaningful 
to them as well as to those outside the program who require it. In focusing 
on improving effective teaching and learning, programs need to use the 
results of assessments in a feedback loop and to help instructors learn how 
to do this without feeling afraid to admit a weakness or “challenge.”



A P P E N D I X  A
Timeline: Contextualizing Key Events in Writing Assessment

1874

1900

1902

1904

1906

1908

1910

1912

1914

1916

1918

1920

1922

1924

1926

1928

1930

Expansion of the Morrill Act of 1862 
that established land grant universi-
ties and colleges. Combined, the Acts 
lead to the establishment of seventy 
institutions. (1890)

National Council of Teachers of Eng-
lish is established. (1911)

American Association of University 
Professors forms and establishes the 
concept of “academic freedom.”  
(1915)

John Dewey’s Democracy and Educa-
tion is published. (1916)

US enters World War I. (1917)

Every state requires compulsory edu-
cation for all children (although the 
specifi c requirements vary from state 
to state). (1918)

Congress adopts a series of immigra-
tion acts establishing quotas based on 
nation of origin as well as other cri-
teria such as ability to pass a literacy 
test. (1917-1924)

The ratio of college students to 18- 
to 24-year-olds rises from 2 per 100 
in 1900 to 7 per 100 in 1930. Con-
comitantly, the average size of col-
leges rises from 243 students to 781. 
(1900-1930)

Harvard requires English Composition Exam as 
part of the battery of admission exams for the fi rst 
time. (1874)

College Entrance Examination Board establishes 
uniform college entrance requirements. (1900)

Charles Spearman publishes “The Proof and Mea-
surement of Association between Two Things” and 
“ ‘General Intelligence.’ Objectively Determined 
and Measured.” The quantifi cation of relational in-
formation was concurrently invented to establish 
G, or general intelligence. (1904)

Hillegas’s “Scale for the Measurement of Quality 
in English Composition by Young People” is pub-
lished. (1912)

Starch and Elliot publish essay on reliability of 
grading student essays. (1912)

US Army Alpha and Army Beta tests used to sort 
literate and illiterate recruits according to mental 
abilities. (1917)

Scholastic Aptitude Test (SAT) is fi rst administered 
by Carl Cambell Brigham, a psychological re-
searcher who had worked on the Army Alpha and 
Beta tests. (1926)



1932

1934

1936

1938

1940

1942

1944

1946

1948

1950

1952

1954

1956

1958

1960

1962

1964

1966

1968

SAT is a regular option for CEEB and used by 
scholarship students who need to apply in the 
spring and early summer before the exams could 
be given and scored. (1937)

CEEB suspends essay testing as an option in or-
der to more effi ciently process college students 
who are part of the military effort through the use 
of limited response tests. (1941)

CEEB institutes English Composition Test (ECT) in 
response to English teachers’ voiced objections 
to eliminating essay writing for college admis-
sion. (1943)

Educational Testing Service (ETS) is established. 
(1947)

Paul Diederich publishes a study in which rat-
ers from a particular institution agree on essay 
scores at a high rate. Study illustrates principles 
central to W. L. Smith’s work on expert readers 
almost four decades later. (1950)

College Board starts the Advanced Placement 
Program, with scoring reliability of answers ex-
amined by Frances Swineford. (1954)

A joint committee of  the American Psychologi-
cal Association (APA), the American Educational 
Research Association (AERA) and the National 
Council on Measurement in Education (NCME) 
publishes “Technical Recommendations for Psy-
chological Tests and Diagnostic Techniques,” the 
fi rst standards for testing. (1954)

Diederich, French & Carleton publish study that 
uses factor analysis to analyze readers’ respons-
es. (1966)

Ellis Page develops fi rst program for automated 
scoring (PEG). (1966)

Godschalk, Swineford & Coffman publishes 
study that establishes possibility that readers 
could achieve acceptable rates of inter-reader 
reliability on essay exams. (1966)

US enters World War II. (1942)

Congress passes GI Bill, which provides 
funding for college or vocational educa-
tion to WWII veterans. (1944)

Conference on College Composition 
and Communication forms. (1949)

Brown v. Board of Education decision 
overturns legal basis for segregated pub-
lic education. (1954)

Successful launch of Sputnik, a USSR 
satellite. (1957)

National Defense Education Act passes, 
which provides economic aid for public 
and private education. (1958)

Congress passes the Civil Rights Act, 
which outlaws segregation in schools 
and public places as well as in employ-
ment. (1964)



1970

1972

1974

1976

1978

1980

1982

1984

1986

1988

1990

1992

1994

1996

1998

The fi rst class of students admitted 
through Opens Admissions starts 
at the City University of New York. 
(1970)

CCCC approves “The Students’ Rights 
to Their Own Language.” (1974)

Bay Area Writing Project, which even-
tually gives rise to the National Writ-
ing Project, starts at the University of 
California Berkeley Graduate School 
of Education. (1974)

Mina Shaughnessy publishes Errors 
and Expectations: A Guide for the 
Teacher of Basic Writing. (1977)

President Reagan’s Commission on Ex-
cellence in Education releases A Na-
tion at Risk: The Imperative For Edu-
cational Reform, which contributes to 
the sense that schools are failing and 
initiates local, state, and federal edu-
cational reform efforts. (1983)

Release of fi rst Internet browser, 
WorldWideWeb. (1991)

First administration of the California State Uni-
versity Freshman Equivalency Exam, a faculty de-
signed test that included both multiple choice and 
essay portions. (1973)

Richard Lloyd-Jones and others working on Na-
tional Assessment of Educational Progress (NAEP) 
develop Primary Trait Scoring. (1974)

Paul Diederich publishes Measuring Growth in 
English with the National Council of Teachers of 
English. (1976)

Charles Cooper and Lee Odell edit Evaluating 
Writing: Describing, Measuring, Judging for NCTE. 
(1977)

The Test of Standard Written English (TSWE), a 
multiple choice test widely used to measure writ-
ing ability, becomes a part of the College Board’s 
repertoire of tests. (1977)

Miles Myers publishes A Procedure for Writing As-
sessment and Holistic Scoring for NCTE. (1980)

ETS starts a pilot writing portfolio study to develop 
scale and scoring protocol. (1982)

First National Testing Network in Writing (NTNW) 
Conference. (1983)

Edward M. White publishes 1st edition of  Teach-
ing and Assessing Writing. (1984)

Peter Elbow & Pat Belanoff publish work on re-
placing timed composition exit examinations with 
portfolio assessment programs. (1986)

William L. Smith reports on research fi ndings at 
CCCC that lead to the expert reader system (later 
publishes results in two chapters in Hayes and 
Williamson & Huot). (1989)

Last NTNW Conference. (1990)

First issue of Assessing Writing is published (fi rst 
journal devoted to writing assessment). (1994)

Ellis Page releases new version of PEG for auto-
mated scoring. (1994)

College Board drops the TSWE from its repertoire 
of tests. (1994)

CCCC adopts fi rst position statement on Writing 
Assessment. (1995)



2000

2002

2004

2006

2008

2010

Council of Writing Program Administra-
tors publishes “Outcomes for First Year 
Writing.” (2000)

Congress enacts No Child Left Behind 
legislation. (2002)

The US Secretary of Education’s Com-
mission on the Future of Higher Educa-
tion releases report A Test of Leadership: 
Charting the Future of U.S. Higher Edu-
cation. (2006)

AERA, APA & NCME publish edition of Stan-
dards for Educational and Psychological Testing. 
(1999)

Writing Section (limited response and timed es-
say) added to SAT Reasoning Test as part of a 
major revision of the test. (2005)

CCCC publishes revised “Writing Assessment: A 
Position Statement.” (2006)

CCCC adopts “Principles and Practices in Elec-
tronic Portfolios.” (2007)



A P P E N D I X  B
Writing Assessment: A Position Statement

Conference on College Composition and Communication 
Committee on Assessment, November 2006

I N T R O D U C T I O N

Writing assessment can be used for a variety of appropriate purposes, both 
inside the classroom and outside: providing assistance to students, award-
ing a grade, placing students in appropriate courses, allowing them to exit 
a course or sequence of courses, and certifying proficiency; and evaluat-
ing programs—to name some of the more obvious. Given the high stakes 
nature of many of these assessment purposes, it is crucial that assessment 
practices be guided by sound principles to insure that they are valid, fair, 
and appropriate to the context and purposes for which they are designed. 
This position statement aims to provide that guidance.

In spite of the diverse uses to which writing assessment is put, the gener-
al principles undergirding it are similar:

Assessments of written literacy should be designed and evaluated by 
well-informed current or future teachers of the students being assessed, 
for purposes clearly understood by all the participants; should elicit from 
student writers a variety of pieces, preferably over a substantial period of 
time; should encourage and reinforce good teaching practices; and should 
be solidly grounded in the latest research on language learning as well as 
accepted best assessment practices.

G U I D I N G  P R I N C I P L E S  F O R  A S S E S S M E N T

1. Writing assessment is useful primarily as a means of improving teach-
ing and learning. The primary purpose of any assessment should 
govern its design, its implementation, and the generation and dis-
semination of its results. As a result . . .

a. Best assessment practice is informed by pedagogical and curricular 
goals, which are in turn formatively affected by the assessment. 
Teachers or administrators designing assessments should 
ground the assessment in the classroom, program, or 
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departmental context. The goals or outcomes assessed should 
lead to assessment data, which is fed back to those involved 
with the regular activities assessed so that assessment results 
may be used to make changes in practice.

b. Best assessment practice is undertaken in response to local goals, not 
external pressures. Even when the external forces require assess-
ment, the local community must assert control of the assess-
ment process, including selection of the assessment instru-
ment and criteria.

2. Writing is by definition social. Learning to write entails learning to 
accomplish a range of purposes for a range of audiences in a range 
of settings. As a result . . .

a. Best assessment practice engages students in contextualized, meaning-
ful writing. The assessment of writing must strive to set up 
writing tasks and situations that identify purposes appropri-
ate to and appealing to the particular students being tested. 
Additionally, assessment must be contextualized in terms of 
why, where, and for what purpose it is being undertaken; this 
context must also be clear to the students being assessed and 
to all stakeholders.

b. Best assessment practice supports and harmonizes with what practice 
and research have demonstrated to be effective ways of teaching writ-
ing. What is easiest to measure—often by means of a multiple-
choice test—may correspond least to good writing; choos-
ing a correct response from a set of possible answers is not 
composing. As important, just asking students to write does 
not make the assessment instrument a good one. Essay tests 
that ask students to form and articulate opinions about some 
important issue—for instance, without time to reflect, talk to 
others, read on the subject, revise, and have a human audi-
ence—promote distorted notions of what writing is. They also 
encourage poor teaching and little learning. Even teachers 
who recognize and employ the methods used by real writers 
in working with students can find their best efforts undercut 
by assessments such as these.

c. Best assessment practice is direct assessment by human readers. 
Assessment that isolates students and forbids discussion and 
feedback from others conflicts with what we know about lan-
guage use and the benefits of social interaction during the 
writing process; it also is out of step with much classroom 
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practice. Direct assessment in the classroom should provide 
response that serves formative purposes, helping writers 
develop and shape ideas, as well as organize, craft sentences, 
and edit. As stated by the CCCC Position Statement on Teaching, 
Learning, and Assessing Writing in Digital Environments, “we 
oppose the use of machine-scored writing in the assessment 
of writing.” Automated assessment programs do not respond 
as human readers. While they may promise consistency, they 
distort the very nature of writing as a complex and context-
rich interaction between people. They simplify writing in ways 
that can mislead writers to focus more on structure and gram-
mar than on what they are saying by using a given structure 
and style.

3. Any individual’s writing ability is a sum of a variety of skills employed 
in a diversity of contexts, and individual ability fluctuates unevenly 
among these varieties. As a result . . .

a. Best assessment practice uses multiple measures. One piece of 
writing—even if it is generated under the most desirable con-
ditions—can never serve as an indicator of overall writing abil-
ity, particularly for high-stakes decisions. Ideally, writing ability 
must be assessed by more than one piece of writing, in more 
than one genre, written on different occasions for different 
audiences, and responded to and evaluated by multiple read-
ers as part of a substantial and sustained writing process.

b. Best assessment practice respects language variety and diversity and 
assesses writing on the basis of effectiveness for readers, acknowledg-
ing that, as purposes vary, criteria will as well. Standardized tests 
that rely more on identifying grammatical and stylistic errors 
than authentic rhetorical choices disadvantage students whose 
home dialect is not the dominant dialect. Assessing authentic 
acts of writing simultaneously raises performance standards 
and provides multiple avenues to success. Thus, students are 
not arbitrarily punished for linguistic differences that in some 
contexts make them more, not less, effective communica-
tors. Furthermore, assessments that are keyed closely to an 
American cultural context may disadvantage second-language 
writers. The CCCC Statement on Second-Language Writing and 
Writers calls on us “to recognize the regular presence of 
second-language writers in writing classes, to understand their 
characteristics, and to develop instructional and administra-
tive practices that are sensitive to their linguistic and cultural 
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needs.” Best assessment practice responds to this call by creat-
ing assessments that are sensitive to the language varieties in 
use among the local population and sensitive to the context-
specific outcomes being assessed.

c. Best assessment practice includes assessment by peers, instructors, and 
the student writer himself or herself. Valid assessment requires 
combining multiple perspectives on a performance and gen-
erating an overall assessment out of the combined descrip-
tions of those multiple perspectives. As a result, assessments 
should include formative and summative assessments from 
all these kinds of readers. Reflection by the writer on her or 
his own writing processes and performances holds particular 
promise as a way of generating knowledge about writing and 
increasing the ability to write successfully.

4. Perceptions of writing are shaped by the methods and criteria used 
to assess writing. As a result . . .

a. The methods and criteria that readers use to assess writing should be 
locally developed, deriving from the particular context and purposes 
for the writing being assessed. The individual writing program, 
institution, or consortium should be recognized as a commu-
nity of interpreters whose knowledge of context and purpose 
is integral to the assessment. There is no test which can be 
used in all environments for all purposes, and the best assess-
ment for any group of students must be locally determined 
and may well be locally designed.

b. Best assessment practice clearly communicates what is valued and 
expected, and does not distort the nature of writing or writing prac-
tices. If ability to compose for various audiences is valued, then 
an assessment will assess this capability. For other contexts and 
purposes, other writing abilities might be valued, for instance, 
to develop a position on the basis of reading multiple sources 
or to compose a multi-media piece, using text and images. 
Values and purposes should drive assessment, not the reverse. 
A corollary to this statement is that assessment practices and 
criteria should change as conceptions of texts and values 
change.

c. Best assessment practice enables students to demonstrate what they 
do well in writing. Standardized tests tend to focus on readily 
accessed features of the language (grammatical correctness, 
stylistic choices) and on error rather than on the appro-
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priateness of the rhetorical choices that have been made. 
Consequently, the outcome of such assessments is negative: 
students are said to demonstrate what they do wrong with lan-
guage rather than what they do well. Quality assessments will 
provide the opportunity for students to demonstrate the ways 
they can write, displaying the strategies or skills taught in the 
relevant environment.

5. Assessment programs should be solidly grounded in the latest 
research on learning, writing, and assessment. As a result . . .

a. Best assessment practice results from careful consideration of the costs 
and benefits of the range of available approaches. It may be tempt-
ing to choose an inexpensive, quick assessment, but decision-
makers should consider the impact of assessment methods 
on students, faculty, and programs. The return on investment 
from the direct assessment of writing by instructor-evaluators 
includes student learning, professional development of facul-
ty, and program development. These benefits far outweigh the 
presumed benefits of cost, speed, and simplicity that machine 
scoring might seem to promise.

b. Best assessment practice is continually under review and subject to 
change by well-informed faculty, administrators, and legislators. 
Anyone charged with the responsibility of designing an assess-
ment program must be cognizant of the relevant research and 
must stay abreast of developments in the field. The theory 
and practice of writing assessment is continually informed 
by significant publications in professional journals and by 
presentations at regional and national conferences. The easy 
availability of this research to practitioners makes ignorance 
of its content reprehensible.

A P P L I CAT I O N S  TO  A S S E S S M E N T  S E T T I N G S

The guiding principles apply to assessment conducted in any setting. 
In addition, we offer the following guidelines for situations that may be 
encountered in specific settings.

Assessment in the Classroom

In a course context, writing assessment should be part of the highly 
social activity within the community of faculty and students in the class. 
This social activity includes: 
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a period of ungraded work (prior to the completion of graded • 
work) that receives response from multiple readers, including peer 
reviewers,

assessment of texts—from initial through to final drafts—by human • 
readers, and

more than one opportunity to demonstrate outcomes.• 

Self-assessment should also be encouraged. Assessment practices and crite-
ria should match the particular kind of text being created and its purpose. 
These criteria should be clearly communicated to students in advance so 
that the students can be guided by the criteria while writing.

A S S E S S M E N T  F O R  P L AC E M E N T

Placement criteria in the most responsible programs will be clearly con-
nected to any differences in the available courses. Experienced instruc-
tor-evaluators can most effectively make a judgment regarding which 
course would best serve each student’s needs and assign each student to 
the appropriate course. If scoring systems are used, scores should derive 
from criteria that grow out of the work of the courses into which students 
are being placed.

Decision-makers should carefully weigh the educational costs and ben-
efits of timed tests, portfolios, directed self-placement, etc. In the minds 
of those assessed, each of these methods implicitly establishes its value 
over that of others, so the first cost is likely to be what students come to 
believe about writing. For example, timed writing may suggest to students 
that writing always cramps one for time and that real writing is always a 
test. Portfolio assessment may honor the processes by which writers devel-
op their ideas and re-negotiate how their communications are heard with-
in a language community. And machine-scored tests may focus students on 
error-correction rather than on effective communication.

Students should have the right to weigh in on their assessment. Self-
placement without direction, sometimes touted as a student right, may 
become merely a right to fail, whereas directed self-placement, either 
alone or in combination with other methods, provides not only useful 
information but also involves and invests the student in making effective 
life decisions.

If, for financial or even programmatic reasons, the initial method of 
placement is somewhat reductive, instructors of record should create an 
opportunity early in the semester to review and change students’ place-
ment assignments, and uniform procedures should be established to facil-
itate the easy re-placement of improperly placed students. Even when the 
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placement process entails direct assessment of writing, the system should 
accommodate the possibility of improper placement. If assessment employs 
machine scoring, whether of actual writing or of items designed to elicit 
error, it is particularly essential that every effort be made through statistical 
verification to see that students, individually and collectively, are placed in 
courses that can appropriately address their skills and abilities.

Placement processes should be continually assessed and revised in 
accord with course content and overall program goals. This is especially 
important when machine-scored assessments are used. Using methods that 
are employed uniformly, teachers of record should verify that students are 
appropriately placed. If students are placed according to scores on such 
tests, the ranges of placement must be revisited regularly to accommodate 
changes in curricula and shifts in the abilities of the student population.

A S S E S S M E N T  O F  P R O F I C I E N C Y

Proficiency or exit assessment involves high stakes for students. In this con-
text, assessments that make use of substantial and sustained writing pro-
cesses are especially important.

Judgments of proficiency must also be made on the basis of performanc-
es in multiple and varied writing situations (for example, a variety of top-
ics, audiences, purposes, genres).

The assessment criteria should be clearly connected to desired out-
comes. When proficiency is being determined, the assessment should be 
informed by such things as the core abilities adopted by the institution, the 
course outcomes established for a program, and/or the stated outcomes 
of a single course or class. Assessments that do not address such outcomes 
lack validity in determining proficiency.

The higher the stakes, the more important it is that assessment be direct 
rather than indirect, based on actual writing rather than on answers on 
multiple-choice tests, and evaluated by people involved in the instruction 
of the student rather than via machine scoring. To evaluate the proficien-
cy of a writer on other criteria than multiple writing tasks and situations is 
essentially disrespectful of the writer.

A S S E S S M E N T  O F  P R O G R A M S

Program assessment refers to evaluations of performance in a large group, 
such as students in a multi-section course or majors graduating from a 
department. Because assessment offers information about student perfor-
mance and the factors which affect that performance, it is an important 
way for programs or departments to monitor and develop their practice.

Programs and departments should see themselves as communities of 
professionals whose assessment activities reveal common values, provide 
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opportunities for inquiry and debate about unsettled issues, and commu-
nicate measures of effectiveness to those inside and outside the program. 
Members of the community are in the best position to guide decisions 
about what assessments will best inform that community. It is important to 
bear in mind that random sampling of students can often provide large-
scale information and that regular assessment should affect practice.

Copyright 1998–2008 National Council of Teachers of English. All rights 
reserved in all media. This position statement may be printed, copied, and dissem-
inated without permission from NCTE.



A P P E N D I X  C
Sample Scoring Rubrics 

These samples are intended to give readers a sense of different ways of con-
structing scoring guides. They are not meant to serve as models. 

R U B R I C  1 :  S A M P L E  H O L I S T I C  S C O R I N G  R U B R I C

F O R  A  B U S I N E S S  S C H O O L 1

Score of 4 
Exemplary Performance 

Particularly effective or sophisticated development and 
presentation of ideas, control of language, or appeal.

Score of 3 
Expected Performance 

Demonstrates ability to generate appropriate and 
detailed content, organize effectively, and utilize lan-
guage and formatting conforming to professional and 
academic standards.

Score of 2 
Passable Performance

Unbalanced or undeveloped with moderate awareness 
of acceptable business writing practices. Core writing 
assignments should enable the writer to develop compe-
tent business communication skills.

Score of 1
Unacceptable 
Performance

Needs remediation in regard to business writing conven-
tions. Ineffective development and presentation.

1.  Developed by Karen Lentz Madison, University of Arkansas, for the Sellinger School 
of Business, Loyola College in Maryland. Used with permission.
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R U B R I C  2 :  S A M P L E  A NA LY T I C  S C O R I N G  G U I D E  F O R  G E N E R A L 

B U S I N E S S  W R I T I N G  A S S E S S M E N T 2

Characteristics Score Point 4 Score Point 3 Score Point 2 Score Point 1

Evidence and 
Analysis 

Provides concise and 
engaging details for and 
persuasive development 
of the decision docu-
ment evaluated, includ-
ing integrated data and 
visuals. Use of evidence 
illustrates significant 
facility with copyright 
obligations.

Provides concise details 
for and persuasive 
development of the 
decision document 
evaluated, including 
integrated data and 
visuals. Use of evidence 
illustrates facility with 
copyright obligations. 
Expansion of evidence 
and analysis needed.

Provides detail and 
development of decision 
document evaluated, 
including the use of 
data and visuals. Use 
of evidence satisfies 
copyright obligations. 
Expansion and inte-
gration of evidence 
needed. 

Details to support 
claims are missing. 
Inability to tell the audi-
ence what is meant. 
Most points remain 
abstract or general. 
Some evidence used is 
unnecessary or distract-
ing.

Focus Focuses on a complex, 
specific, and particular 
message. Clearly maps 
reasons or points that 
contribute to the focus.

Focused on a specific 
and particular message. 
Several supporting 
points but needs more 
development.

Focused on a specific 
message. Document 
might stray from this 
focus once. Several 
areas may need 
improvement.

No clear focus or pur-
pose. Focus may be 
divided or confusing.

Complexity Engaging and careful 
word choice, sentence 
structure. Sophisticated 
choices of topic, orga-
nization, evidence, and 
style. 

Generally successful, 
using concrete word 
choice to convey mes-
sage. Distinct voice in 
most of the document. 
Takes some creative risk. 
Level of sophistication 
could be elevated or 
improved.

Uses some concrete 
words to establish 
tone. Lacking creativity 
or details that would 
enhance the message. 
Vague, general wording 
or topic. 

Vague wording (“thing”) 
or simplistic repetitive 
vocabulary. More telling 
than showing. Generic 
topic, approach, organi-
zation. Lack of engage-
ment with the audience.

Coherence 
(Sense of orga-
nization and 
unity)

Each paragraph is 
focused and effectively 
developed around an 
individual point. Overall 
paragraph organization 
is strong. Transitions 
establish complex 
relationships between 
points.

Well organized. 
Individual paragraphs 
are well organized and 
developed. Some areas 
(paragraph breaks, effec-
tive transitions, etc.) 
of the document need 
improvement.

Ideas logically related, 
but document needs 
transitions or paragraph 
breaks. Some sections 
need to be moved. 
Confusing sentence 
level organization.

Paragraphs are nonexis-
tent or breaks are non-
sensical. Organization 
of points or paragraphs 
is confusing or random.

Audience 
Awareness

Adopts a professional 
tone, avoiding collo-
quial usage, for techni-
cal or nontechnical 
document requirements. 
States purpose directly. 
Develops document 
of appropriate length 
and sufficient interest 
to prove significance 
of message. Exemplary 
use of business writing 
conventions for deci-
sion documents, such as 
executive summaries.

Adopts a professional 
tone, avoiding collo-
quial usage, for techni-
cal or nontechnical 
document requirements. 
States purpose directly. 
Develops document 
with evidence meaning-
ful to audience. Good 
use of business writing 
conventions.

Shows moderate ability 
to use examples and/or 
evidence meaningful to 
audience.

Grammar error patterns 
and inappropriate word 
choice. Little or no 
evidence of audience 
awareness or business 
writing conventions.

2. Developed by Karen Lentz Madison, University of Arkansas, for the Sellinger School of 
Business, Loyola College in Maryland. Used with permission.



R U B R I C  3 :  S A M P L E  G R A D I N G  G U I D E  — F I R S T- Y E A R

W R I T I N G  P O RT F O L I O 

4 Portfolio

A grade of “4” indicates that the portfolio exceeds the basic require-
ments and is outstanding in quality. It will demonstrate that the writer 
understands and has achieved the course goals. This portfolio will cre-
ate a portrait of a writer who is able to communicate effectively to an edu-
cated audience. The polished work will be thoughtful and interesting to 
read. The portfolio will illustrate the writer’s process from initial drafting 
through revising and polishing. The writer will demonstrate an ability to 
respond to readers and incorporate suggestions to make more effective 
final drafts. The writing in the portfolio will consistently demonstrate effec-
tiveness in organization, content, sentence structure, and grammar, usage, 
and mechanics. The “4” portfolio will also show an attention to detail: 
titles are thoughtful and provocative; work is organized and neat; appro-
priate fonts and typeface are used. The “4” portfolio will also be complete 
in terms of contents (see handout).

3 Portfolio

A grade of “3” also indicates above-average performance. The “3” port-
folio will contain many of the same characteristics of the “4” portfolio but 
not as consistently or at a lesser degree. For example, the “3” portfolio may 
contain one polished piece that is not as smooth or effective as the others. 
Or, it might not demonstrate as clearly the writer’s ability to communicate 
effectively to an educated, academic audience. It might have one piece that 
illustrates effective revision but another piece that has not been revised as 
much or as well. Like with “4” portfolios, a “3” portfolio must be complete 
in terms of the required contents and attentive to details. 

2 Portfolio

A “2” portfolio demonstrates that the writer understands the course 
goals and has made substantial progress toward achieving them. The “2” 
portfolio should, however, demonstrate through the writing that the writer 
understands concepts such as purpose, audience, revision, and editing as 
well as how to locate, evaluate, and incorporate appropriate sources. There 
will likely be unevenness in the attainment of goals with clear strengths and 
weaknesses. The polished work will not be as smooth—there will be some 
sentences that are difficult to follow—and there may be some flaws in terms 
of textual expectations. A “2” portfolio must also be complete.
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1 Portfolio 

A “1” portfolio fails to meet the minimum criteria for a “2.” The work in 
these portfolios shows that the writer did not meet the course goals. The 
writing shows a lack of control over global concerns such as organization 
and development and/or serious concerns with editing and proofreading. 
In addition, portfolios may be scored a “1” because they are incomplete 
(e.g., missing the minimum number of revised, polished pages; the reflec-
tive essay; and/or the necessary process work). 

R U B R I C  4 :  P R I M A RY  T R A I T  S C O R I N G  G U I D E  E X A M P L E  — L I T E R A RY 

A NA LY S I S  R U B R I C  F O R  U P P E R  D I V I S I O N  A N D  M A S T E R S

L I T E R AT U R E  C L A S S E S 3

Outstanding (A range) Above Average (B 
range)

Competent (C range) Insufficient (D to F 
range)

Writer’s 
Approach 

The analysis presents 
fresh and defensible 
insights into the work 
being analyzed. The 
writer’s ethos is one of 
confidence and com-
petence. 

The analysis presents 
defensible insights into 
the work being ana-
lyzed but may not go 
much further than the 
obvious. The writer’s 
ethos is one of compe-
tence. 

The analysis limits itself 
to obvious perspectives 
and insights—it plays 
it safe. Writer seems 
to be relying on status 
quo instead of estab-
lishing her/his own 
ethos. 

The analysis lacks 
insight, offers only 
commonplaces, or 
regurgitates class notes. 
There is no sense of the 
writer taking responsi-
bility for the interpreta-
tion. 

Application 
of Critical 
Technique and 
Perspective 

Essay reflects mastery 
of the literary per-
spective applied. The 
writer is fluent in the 
language and theory 
behind the perspective. 

Essay reflects a solid 
understanding of the 
literary perspective 
applied. The writer 
is using much of the 
language and theory 
behind the perspective. 

Essay reflects some 
understanding of the 
literary perspective 
applied. The writer 
struggles to use the 
language and theory 
behind the perspective. 

Essay reflects little to 
no understanding of 
the literary perspec-
tive applied. The 
writer barely uses the 
language and theory 
behind the perspective. 

Use of 
Secondary 
Scholarship (if 
called for) 

The analysis engages 
in dialogue with sec-
ondary scholarship 
on the work in a way 
that presents new 
insights to the reader. 
Powerfully chosen 
textual proof supports 
each point. The textual 
proof is thoroughly 
examined, explained, 
and clearly relevant to 
the thesis. 

The analysis may 
engage in dialogue 
with secondary schol-
arship on the work but 
does not challenge or 
reinterpret what has 
already been said. 
Well-chosen textual 
proof supports each 
point. The textual proof 
is adequately exam-
ined, explained, and 
relevant to the thesis. 

The analysis includes 
excerpts from second-
ary scholarship on 
the work but does not 
engage in dialogue 
with them; they are 
more “plunked in.” 
Acceptably chosen 
textual proof supports 
most points. Sources 
are the obvious 
suspects—”An Intro 
to X” or the Twayne’s 
Authors Series level, for 
instance. The textual 
proof may be incon-
sistently examined, 
explained, or relevant 
to the thesis. 

The analysis may 
include some excerpts 
from secondary schol-
arship, but these may 
be uninterpreted or 
misinterpreted; use 
of these sources sub-
stitutes, sometimes 
unsuccessfully, for the 
writer’s own analysis. 
Questionably chosen 
textual proof supports a 
few points. Much of it 
sounds like CliffsNotes 
or Wikipedia. The tex-
tual proof is usually 
insufficiently exam-
ined, explained, or rel-
evant to the thesis. 

3. Some of the material in these rubrics was taken from a rubric published by Prentice-Hall 
and available on the TeacherVision Web site at http://www.teachervision.fen.com/tv/
printables/07AAAM34.pdf; other material was taken from a rubric at the English Odyssey 
Web site, http://www.maitespace.com/englishodyssey/ScoringGuides/writingaboutlitru-
bric.htm. Developed by Dr. Jo Koster, Winthrop University. Used with permission.
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Use of 
Summary 

The analysis summa-
rizes the work to the 
extent needed to clarify 
main points but does 
not retell the work. 

The analysis may not 
consistently summarize 
the work to the extent  
needed to clarify 
main points, or it may 
unnecessarily retell the 
work. 

The analysis may 
summarize instead of 
analyze or fail to sum-
marize as needed to 
explain points. 

Summary may be sub-
stituted for analysis. 

Organization The analysis begins 
with a clear thesis 
statement that identi-
fies the work by title, 
author, and genre and 
succinctly states the 
point of the overall 
analysis or some part 
of it. The body expertly 
explains and develops 
the thesis and provides 
supporting examples 
from the work itself or 
from related works that 
back up the thesis. The 
conclusion leaves the 
reader with a question, 
a quotation, a fresh 
insight, or another 
memorable impression. 

The analysis begins 
with a thesis statement 
that identifies the work 
by title and author and 
states the meaning of 
the overall analysis or 
some part of it. The 
body explains and 
develops the thesis 
and provides support-
ing examples from the 
work. The conclusion 
brings the analysis to a 
satisfactory close. 

The analysis begins 
with a thesis statement 
that identifies the work 
by title and author, but 
it may not address the 
meaning of the overall 
analysis or some part 
of it. The body only 
partially explains or 
develops the thesis; 
few supporting exam-
ples from the work are 
given. The conclusion 
may be weak, repeti-
tive, or missing. 

The analysis does not 
begin with a thesis 
statement, and the 
writer fails to iden-
tify the work by title, 
author, and genre. No 
organizational plan is 
evident. 

Writer’s 
Language 

Word choice is consis-
tently precise, vivid, or 
powerful. 

Word choice is gener-
ally precise. 

Word choice is gener-
ally imprecise and may 
be misleading. 

Word choice is incor-
rect or confusing. 

Use of 
Borrowed 
Information 

All borrowed material 
is incorporated smooth-
ly without error, and 
citations are complete 
and correct. 

Borrowed material may 
be inserted clumsily, 
but its incorporation 
is without error;  cita-
tions are complete and 
correct. 

Borrowed material may 
be inserted clumsily, 
and/or its incorporation 
may have a few minor 
errors in the format of 
citations. 

Borrowed material is 
incorrectly inserted or 
not clearly identified as 
borrowed material, or 
not correctly or com-
pletely documented. 

Execution Essay is flawlessly 
written with a flair for 
academic style. There 
are few or no errors 
in mechanics, usage, 
grammar, or spelling. 
This is ready to be sub-
mitted as a conference 
paper or article now. 

Essay is well written 
with a solid academic 
style. There may be a 
few errors in mechan-
ics, usage, grammar, or 
spelling. With revision, 
this can be submitted 
as a conference paper 
or article. 

Essay is acceptably 
written with some 
academic style. There 
are several errors in 
mechanics, usage, 
grammar, or spelling—
enough to distract a 
reader. This is not yet 
ready to present to a 
professional audience. 

Essay is poorly written 
with little academic 
style. There are serious 
errors in mechanics, 
usage, grammar, and 
spelling. This is not up 
to the level we expect 
for academic writing in 
advanced courses. 



A P P E N D I X  D
Sample Classroom Observation Form

C L A S S R O O M  O B S E RVAT I O N  P R O C E S S

Instructions for the observer

A. Pre-observation

What are the instructor’s goals for this particular class?
How do these fit with the course as a whole?

B. Observation

Describe in detail the activities of the class. Be sure to note the actions 
and interactions of the instructor and the students. At this point, you 
should be recording and reporting what occurs in the class, not evaluating 
it and not participating in the class activities. Be sure to attach any hand-
outs, photocopies of parts of texts (i.e., readings), or printouts of Internet/
Blackboard materials used during the class. 

C. Post-Observation

After the class, write a paragraph or more evaluating the class using the 
attached form. Consider the following questions: Were the instructor’s 
goals for the class appropriate? Did the classroom instruction, materials, 
etc. work to help achieve these goals? How did the instructor and students 
interact? Were students on-task? Did the students and instructor seem to be 
able to communicate effectively with each other?

Discuss the observation with the instructor. Set up an appointment, or 
send the copies of the observation notes and post-observation write-up to 
the instructor being observed and talk about it on the phone.

Send the original Classroom Observation Form to the chair and a copy to 
the instructor.

Instructions for the instructor being observed 

A. Pre-observation

At least two days prior to the scheduled observation, provide the observ-
er with necessary materials (handouts, readings, brief plan/goals for the 
class, background on the class, etc.). Be sure the students know that some-
one will be in the class to observe.
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B. Observation

During the class visitation, you can introduce the observer to the class, 
but you don’t need to do anything else. The observer is not a participant, 
so you shouldn’t assume the observer will lead a group, partake in the dis-
cussion, etc. 

C. Post-observation

As soon as possible after the observation, you should write a brief reflec-
tion on the class. What happened during the class? How did you feel about 
it? Were there any unusual or mitigating circumstances that may have influ-
enced the class? 

Discuss the observation with the instructor who did the observation. Be 
sure to read and review the written report. Submit a written self-reflection 
of the class/observation to the chair. 



C L A S S R O O M  O B S E RVAT I O N  F O R M

Instructor Observed __________________________________________________________
Course (Title, Section, Time) __________________________________________________
Observer (Name and Rank) ___________________________________________________
Date of Observation __________________________________________________________

Complete the following and attach classroom notes. Be sure to sign and date below. Send 
the original to the department chair and a copy to the instructor observed.

Goals of the Class

Summary of Class Activities

Evaluation

Signed ________________________________________ Date Submitted__________
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Sample Outcomes-Based Student Survey

E N D - O F - C O U R S E  S T U D E N T  E VA L U AT I O N 4 

Thank you in advance for conscientiously completing the questionnaire. Your responses will 
help us as we work to provide effective writing instruction. 

Directions: Circle the number that best represents your thoughts and experience in this course. Explain 
your rating in the open-ended comment section immediately following the scale. 

1. Evaluate the success of this course in providing opportunities for you to “use writing 
and reading for inquiry, learning, thinking, and communicating.” 

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment: 

2. Evaluate the success of this course in helping you explore how genre (a particular 
type of text) shapes reading and writing as you wrote contemporary American essays 
(e.g., literary, scholarly, and/or narrative essays).

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment: 

3. Evaluate the success of this course in helping you learn to identify and respond to 
different rhetorical situations by adopting appropriate voice, tone, and level of for-
mality in your writing.

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment: 

4. This survey was developed by the Writing Department at Loyola College based on the course learning aims 
for WR100 Effective Writing. Peggy O’Neill was the primary author of the survey with contributions and 
feedback from the department’s faculty and Director of Institutional Research Terra Schrer. 
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4. Evaluate the success of this course in helping you learn how to formulate an origi-
nal thesis, focus, or controlling idea and support it.

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment:

5. Evaluate the success of this course in helping you learn how to appropriately inte-
grate ideas and information from others in your writing.

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment:

6. Evaluate the success of this course in helping you learn how to critique your own 
and others’ work.

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment: 

7. Evaluate the success of this course in helping you learn how to create successful 
texts through multiple drafts that encourage re-thinking and revising.

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment: 

8. Evaluate the success of this course in helping you learn how to participate in a com-
munity of writers.

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment: 
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9. Evaluate the success of this course in helping you appreciate peers and/or cultures 
that are different from you or your home culture.

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment: 

10. Evaluate the availability of individual attention—through activities such as meet-
ings outside of class, written responses, e-mails, or phone conversations—from 
your instructor. 

Not Successful   0   1   2    3    4    5    6    7    8    9    10   Very Successful

Explanatory Comment: 

11. What parts of the course contributed the most to your development as a writer? 
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Sample Teaching Portfolio Table of Contents
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A P P E N D I X  G
Sample Course Portfolio Directions

OV E RV I E W

Each instructor will create a course portfolio for his/her fall FYC course. 
These portfolios will be assembled by the instructor and submitted in early 
January. Materials and portfolios will be anonymous, identified by the sec-
tion numbers only. The purpose is not to evaluate an individual instructor 
but rather to get a sense of what is happening in the program. The focus 
is on the big picture not on a close-up of one instructor or one classroom. 
Results will be reported for the group, not for individuals. 

Readings and evaluations of the portfolios will be done by instructors of 
the course in small groups.

In general, instructors will assemble one portfolio even if they have two 
or more sections of FYC in the fall. In unusual circumstances (such as an 
instructor using different texts or different major assignments), instruc-
tors should compile a portfolio for each section of FYC (see the director of 
comp if you have questions).

The course portfolio will include:

the syllabus (course policies and calendar);• 

a copy of all handouts (or printouts from Blackboard course soft-• 
ware) such as assignment sheets, classroom activities; 

reading materials (copy of textbook title page and table of con-• 
tents, copy of a course pack, copies of supplemental readings);

a high, middle, and low sample of student work for an essay assign-• 
ment completed late in the semester;

all process work, including drafts, responses, and in-class activities, • 
for one of the three student samples; and

a one-page introduction to the course portfolio written by the • 
instructor.

S T E P - B Y- S T E P  D I R E C T I O N S

Collect your materials as you go through the semester. Simply keep the file fold-
er distributed this semester readily available and drop in a copy of your 
course materials as you use them for class. Waiting until the end of the 
semester takes more time, makes for more aggravation, and usually results 
in omissions.
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Delete your name or other identifying material from the handouts. This is impor-
tant. Even if you don’t mind being identified, it may influence readers. 
And, even though readers (who are your peers) may be able to identify your 
course, the lack of names will help us avoid using specific references in dis-
cussion. Remember, this is a program review, not reviews of individuals.

Organize the materials chronologically, for the most part. Start with the sylla-
bus and then move through the semester. 

Include, at the end, three samples of student work (produced late in the semes-
ter) representing different levels of achievement. These essays should also 
be anonymous but labeled “high” (A/B+ work), “middle” (C range), and 
“low” (C-/D). These copies should also be devoid of grades or comments. 
If there are no examples of one of these ranges, please note that in your 
introduction. For one of the samples, include all the process work (invention, 
drafts, responses, etc.) that contributed to the final essay draft.

Write the introduction at the end of the semester. This text, which should be 
no more than one single-spaced, typed page, should provide readers with 
the context of the course(s) as well as any information that may be useful 
for readers in understanding your course. For example, if you make exten-
sive use of Blackboard, you might discuss that because the materials might 
not make that evident. If you had two sections that were remarkably differ-
ent, you should note that. 

Please remember that the portfolio is not about evaluating you as an 
instructor but rather about evaluating the program. The portfolios will 
be used as a way of seeing into the program. While portfolios can func-
tion as a panopticon, exposing you and your practices, we hope to down-
play this aspect by making the portfolios anonymous. You might also 
approach the assembling of the portfolio, especially after the course is 
over and you are writing the portfolio introduction, as an opportunity to 
reflect on your teaching. 

F I N I S H E D  P O RT F O L I O  C H E C K L I S T 

______ Introduction (one page)

______ Syllabus

______ Copy of all handouts (or printouts from Blackboard) such as 
assignment sheets, classroom activities

______ Reading materials (copy of textbook title page and table of con-
tents, copy of a course pack, copies of supplemental readings)

______ Sample of student work for a late essay assignment (high, middle 
and low work)
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______ Process work for one of the student samples (drafts, responses, 
in-class activities)

______ Materials are anonymous, identifying material blacked out or 
deleted

______ Materials are in chronological order
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Sample Course Portfolio Reading Guidelines

Note: The specifics of the reading process and questions outlined below were devel-
oped for a specific program and its curriculum. Other programs will need to develop 
specifics that are appropriate for their needs and context. 

P R O C E S S  F O R  E VA L U AT I N G  T H E  C O U R S E  P O RT F O L I O S

1. Instructors will be divided into small groups of four or five to do 
the reading in January. Each group will have an assigned group 
leader. Groups will include tenure-track and non-tenure-line fac-
ulty. Groups will not be reading their own portfolios.

2. In small groups, individuals will read portfolios and complete an 
anonymous questionnaire for each. Every portfolio should be read 
by at least three people. Two hours is allotted for this portion. The 
completed questionnaires will be collected by the group leader at 
the end of the session. The group leader will participate as a reader 
if needed (depending on the number of group members and num-
ber of portfolios).

3. For the last hour of the session, the group leader will facilitate a dis-
cussion about each portfolio based on the questionnaire responses. 
During the discussion, the leader should take notes and prompt 
discussion among faculty but not dominate it.

4. After the discussion, the group leader will write a brief report that 
summarizes the discussion.

5. Share group reports with faculty.

6. Discuss with faculty the results of the readings in light of the 
Outcomes Statement. 
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P O RT F O L I O  R E A D I N G  Q U E S T I O N NA I R E

Portfolio Number_______

General Approach

How many formal writing assignments do students do? What types? 
(Specify type of essay if possible.)

What kind of informal writing do students do? 

What audiences do students address in their writing?

What do students read? (Specify type of essay if possible.) How is the 
reading connected to the writing?

Writing Process

What activities are evident in the course that encourage students to 
develop an effective writing process and to learn how to critique 
their own work and others’? Please be specific. 

Student Writing Samples

Look at the student writing samples designated “high.” Is there an 
original thesis, focus, or controlling idea for each sample? How is it 
supported? Or, what writing techniques does the writer use to sup-
port the thesis, focus, or controlling idea?

Do the writers integrate others’ ideas appropriately in their writing? Do 
the students use academic documentation conventions (if appropri-
ate)? If so, is it MLA form?

What do you think about the designation of “high,” “middle,” and 
“low” for the student samples? Are they appropriate?

Overall

What other opportunities for students to develop as writers are evident 
in this portfolio that have not already been addressed? 

What do you see as the strengths of this course/portfolio? 

What questions do you have for the instructor about his/her portfolio 
or course? 

How does this course compare to your own approach to FYC?
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Getting Started Guide for Program Assessment

W R I T I N G  P R O G R A M  A S S E S S M E N T:  G E T T I N G  S TA RT E D

Use the grid to help identify what you know and what questions you have 
as you begin planning your program assessment.

What constitutes my “program”? 

Why am I doing the assessment? 

What is the timeline? 

What do I want to know 
   about/from students? 
   about/from faculty?
   about/from administrators? 

How can I answer my questions? Or what methods 
should I use? (e.g, surveys, student writing samples, 
teachers’ course portfolios, assignments, focus 
groups, observations, etc.) 

What information do we already have or can get rela-
tively easily? (e.g., from Institutional Research NSSEE/
FSSEE info for school, annual reports, teaching evalu-
ations, grades, retention rates, etc.) 

What are my resources? (e.g., personnel, money, 
time, professional resources such as WPA self-study 
guide, conference workshops, scholarly expertise)

What are my constraints and limitations?

How will the results be reported?

How will the results be used and by whom? 

How will I ensure evaluation of materials is done reli-
ably as appropriate? 

What are the potential consequences 
   for teaching and learning?
   for teachers and students?
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Q U E S T I O N S ,  M E T H O D S ,  A N D  R E S O U R C E S

After this initial brainstorming, you need to consider how everything 
fits together—questions, methods, and resources. In the end, a program 
assessment seems to be a negotiation among these issues. For example, 
how many people will be needed to read samples or participate in a focus 
group? What will the costs be for the reading? Will you need to make many 
copies of student papers? (This can cost a lot.) Will you need to pay focus-
group leaders? for mailing? for audio taping or videotaping? for transcrib-
ing of tapes? Is digital archiving available? What are the costs and benefits 
of this? A grid such as the one below can help you brainstorm and articu-
late these types of issues. 

Question Method(s)
Personnel 
Involved

Costs Benefits
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Sample Program Assessment Surveys

S U RV E Y  O F  W R I T I N G :  F O R  FAC U LT Y  AC R O S S  T H E  D I S C I P L I N E S 

The English Department Composition Committee is surveying teachers across the disciplines in an effort 
to understand how you and your students use writing in your classes and to open a university-wide dia-
logue about writing. We’d appreciate your detailed responses to the following questions. 

Name (optional) _________________________ Department __________________
Number of years of college-level teaching experience: __________
Names/numbers of the courses you usually teach: ________________________________
           

1. Which of the courses that you teach have a writing component?

2. Please describe this component (for example, the kinds of writing assignments, num-
ber, purpose, audience, etc.).

3. What criteria do you use to evaluate the writing students do in your courses? (for 
example, ability to follow assignment, focus, development, organization, mechanics, 
etc.)

4. Of the criteria you use to evaluate student writing, which are the most important to 
you and why?

5. Do the criteria you use to evaluate student writing and the importance assigned to 
certain criteria depend on the particular kind/level of course you’re teaching? 
Please explain.

6. What is your overall assessment of students’ writing strengths and weaknesses? Please 
be specific.

7. What kinds of writing assistance do your students get? (for example, assignment 
sheet, teacher and/or peer feedback, writing center consultations, etc.)

8. Other comments, questions, concerns:

Thank you for your time and attention. Survey results will be circulated.
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S U RV E Y  O F  W R I T I N G :  F O R  N O N - C O M P O S I T I O N  FAC U LT Y  I N  T H E

E N G L I S H  D E PA RT M E N T

The Composition Committee is surveying teachers throughout the department in an effort to understand 
how you and your students use writing in your classes and to open a department-wide dialogue about 
writing instruction. We’d appreciate your detailed responses to the following questions. 

Name (optional): _________________________
Number of years of college-level teaching experience: ________
Names/numbers of the courses you usually teach: ________________________________
           

1. Which of the courses that you teach have a writing component?

2. Please describe this component (i.e., the kind of writing assignments, number, pur-
pose, audience, etc.).

3. What criteria do you use to evaluate the writing students do in your courses? (for 
example, ability to follow assignment, focus, development, organization, mechanics, 
etc.)

4. Of the criteria you use to evaluate student writing, which are the most important to 
you and why?

5. Do the criteria you use to evaluate student writing and the importance assigned to 
certain criteria depend on the particular kind/level of course you’re teaching? 
Please explain.

6. What is your overall assessment of students’ writing strengths and weaknesses? Please 
be specific.

7. What kinds of writing assistance (i.e., assignment sheet, teacher and/or peer feed-
back, writing center consultations) do your students get?

8. What do you think students should learn in a one-semester 100-level writing course?

9. What do you think students should learn in a 200-level writing course, such as our 
_____ course? Our _____ course?

10. To what extent do our 100- and 200-level writing courses address the kinds of things 
you think students should be learning? (Please see attached course descriptions.)

11. Other comments, questions, concerns:

Thank you for your time and attention. Survey results will be circulated.
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S U RV E Y  O F  W R I T I N G :  F O R  C O M P O S I T I O N  FAC U LT Y 

The Composition Committee is surveying teachers throughout the department in an effort to better 
understand how you and your students use writing in your classes and to open a department-wide dia-
logue about writing instruction. We’d appreciate your detailed responses to the following questions. 

Name (optional): _________________________
Number of years of college-level teaching experience: ________

1. What writing course(s) do you usually teach?

2. What is your overall assessment of students’ writing strengths and weaknesses?

3. Of the criteria you use to evaluate student writing, which are the most important to 
you and why?

4. What kinds of writing assistance (i.e., assignment sheet, teacher and/or peer feed-
back, writing center consultations, etc.) do your students get?

5. What do you think students should learn in a one-semester 100-level writing course 
such as _____, _____, or _____?

6. What do you think students should learn in a 200-level writing course, such as our 
_____ course? 

7. What are students NOT learning to do in 100-level courses that you think they 
should be learning to do? 

8. What are students NOT learning to do in 200-level courses that you think they 
should be learning to do?

9. What suggestions do you have for making our 100-level writing courses better meet 
the needs of our students? (When responding to this question, please consider 
course goals, recommended approaches, and textbook lists.) Do they need to be 
revised? modified? Why or why not?)

10. What suggestions do you have for making our 200-level course better meet the 
needs of our students? (When responding to this question, please consider course 
goals, recommended approaches, and textbook lists. Do they need to be revised? 
modified? Why or why not?)

11. Other comments, questions, concerns:

Thank you for your time and attention. Survey results will be circulated.
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Sample Student Focus Group Outline1

Introduction

Hello everyone and thank you for coming tonight. My name is ____ and I’m going 
to be leading our discussion. We’re here tonight to talk about your first-year writing 
course. From here on, we’ll simply refer to these courses as Effective Writing, but which-
ever you took, we’re interested in hearing your opinions about your experience in this 
class. We want to know how you honestly felt about the course while you were taking it, 
and what you think now. There are absolutely no right or wrong answers to any of our 
questions. Even if your opinion is completely different than the rest of the group’s, we 
still want to hear it, so please don’t hesitate to speak your mind. Although your teach-
ers probably played a large part in your experience, please focus on the course and not 
the teacher, and do not use the names of your teachers from this point on.

And now to begin, why don’t we have everyone introduce themselves and give 
their major.

Warm-up

What was your favorite class during your first year of college?
How do you feel about taking the required core courses here at 

Loyola?
When you realized you would have to take the Effective Writing class, 

what did you think or feel?  Did you think it would be similar to something 
you had taken already in high school?

What were your expectations for this course? In other words, what kinds 
of assignments and class activities did you expect?

Adjective Exercise

Now that you have taken Effective Writing, what three adjectives would 
you use to describe the course? 

Specifics About the Effective Writing Course

Explain how the course, the assignments you did, and the things you 
talked about in class differed from your expectations prior to the class.

1. This outline is based on one developed by students in a communication research class 
for Peggy O’Neill, director of composition at Loyola College, who was their “client.” 
After working with Professor O’Neill to develop the outline, the students conducted 
the focus groups for the composition program. Since then, the outline has been 
revised.



192   A  G U I D E  TO  C O L L E G E  W R I T I N G  A S S E S S M E N T

What were students required to do in your course?
What were typical assignments? Did you read books, articles, watch mov-

ies . . . . PROBE
What kind of essays did you write? PROBE
Did they require you to visit the library or do outside research?
What do you think the intended purpose or goals of taking Effective 

Writing were?
Do you think your teacher reached these goals? If yes, how? If no, then 

why not?

Effective Writing Techniques

What techniques and strategies did you learn in Effective Writing?
Which of these techniques, if any, do you still use? How do you use them 

and for what? 
What was the difference between the techniques and strategies you 

learned in Effective Writing and those you learned in high school? Which 
do you find you use more today? Why do you think that is?

Effective Writing Objectives

I’m passing out a list of objectives that the Writing Department has 
defined as the goals and purpose of Effective Writing. Please take a 
moment to read through them.

Are all or some of these objectives familiar to you?
Which of these objectives do you feel were best accomplished in your 

course? Can you give specific examples of how they were accomplished?
Are there objectives on the list that were not fulfilled adequately? If so, 

what do you think could have been done to accomplish these goals?

Closing Questions

If you could change something about the Effective Writing course (such 
as objectives, assignments, etc.), what would it be, and why?

Do you think Effective Writing is an important core course? Why or why 
not?

Do you have anything else to add?

Thank participants for coming.
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Selective Annotated Bibliography of Additional Readings

The following annotated bibliography is a list of essential texts for read-
ers who want to learn more about college writing assessment but are not 
sure where to begin. This list is just a starting place and is not meant to be 
comprehensive. The entries privilege large-scale assessment—that is, assess-
ment done beyond the classroom—although several texts address both 
areas. We have not included texts that address educational measurement 
more generally or those on topics such as sociolinguistics or literacy theory, 
which are significant in understanding theoretical assumptions that inform 
writing assessment. We have only included books, not individual articles or 
chapters, because many of the books are collections. We have also includ-
ed the two peer-reviewed journals that are strictly devoted to writing assess-
ment although there are many important articles in more general journals 
such as Research in the Teaching of English and Educational Measurement: Issues 
and Practice. 

J O U R NA L S

Assessing Writing. This refereed journal, founded in 1994 by co-editors 
Brian Huot and Kathleen Blake Yancey, was the first journal devoted exclu-
sively to writing assessment. Its aim was to bridge the K–16 and composi-
tion constituency to the educational measurement community. Currently, 
it is edited by Liz Hamp-Lyons and published by Elsevier, and it includes 
an international focus. 

Journal of Writing Assessment. First published in 2003, and founded by 
Kathleen Blake Yancey and Brian Huot, JWA is a refereed journal pub-
lished by Hampton Press. It was founded to continue the goals that 
inspired Yancey and Huot to start AW. Currently, it is edited by Huot. It 
gives a biennial award to the best book published in writing assessment. 
Most issues also include annotated bibliographies on specific topics in writ-
ing assessment such as validity, automated scoring, and diversity. 

B O O K S

Black, Laurel, Donald A. Daiker, Jeffrey Sommers, and Gail Stygall, eds. 
1994. New Directions in Portfolio Assessment: Reflective Practice, Critical Theory, 
and Large-scale Scoring. Portsmouth, NH: Boynton/Cook Heinemann.
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One of the early collections that focused exclusively on writing port-
folios, the book addresses both classroom-based and large-scale uses of 
portfolios. The twenty-six chapters are organized into three sections that 
address theory, classroom practices, and large-scale uses. Across the sec-
tions, multiple perspectives are offered. For example, one section focus-
es on students’ voices while another represents teachers’ voices. On the 
topic of using portfolios with graduate teaching assistants, one essay advo-
cates for it and one cautions against it. Noteworthy about the collection is 
that it is one of the first volumes that included critical discussions of writ-
ing portfolios to balance the enthusiastic praise emphasized in the earli-
er portfolio literature. 

Broad, Bob. 2003. What We Really Value: Beyond Rubrics in Teaching and 
Assessing Writing Logan: Utah State University Press. 

This book-length study reports on a qualitative research project Broad 
conducted that investigated a first-year composition exit portfolio system at 
a large urban university. Based on his research, Broad developed dynamic 
criteria mapping as a way for programs to determine and articulate their 
values. He argues that DCM—as both a process and a product—provides 
more authentic and theoretically consistent means for writing assessment 
than traditional rubrics and rubric-based assessment. His edited collec-
tion, Organic Writing Assessment: Dynamic Criteria Mapping in Action (2009), 
reports on how DCM has been used by specific writing programs. 

Ericsson, Patricia Freitag, and Richard Haswell, eds. 2006. The Machine 
Scoring of Student Writing: Truth and Consequences. Logan: Utah State 
University Press. 

This volume includes sixteen essays, all written by compositionists, on 
different aspects of computer automated scoring of essays. Selections 
address uses of machine scoring in a variety of contexts as well as specific 
scoring programs, such as ACCUPLACER’s WritePlacer and COMPASS’s 
E-Write. Contributors represent a range of institutions from community 
colleges to research-oriented universities. 

Hamp-Lyons, Liz, and William Condon. 2000. Assessing the Portfolio: Principles 
for Practice, Theory and Research. Cresskill, New Jersey: Hampton Press.

A comprehensive overview of the basics of writing portfolios. The five 
chapters provide an overview of trends and practices, portfolio use in col-
lege writing programs, large-scale and classroom practices, and a discus-
sion of theory and research. The text is clear and easy to follow for those 
unfamiliar with writing assessment literature and a good starting point for 
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those interested in portfolios. It also includes several helpful examples or 
heuristics, such as a protocol for developing portfolio criteria, to illustrate 
concepts and practices. 

Haswell, Richard, ed. 2001. Beyond Outcomes: Assessment and Instruction with-
in a University Writing Program. Greenwich, CT: Ablex.

This text is a comprehensive examination of the Washington State 
University writing assessment program, which includes both placement 
and mid-career assessments. The text includes fourteen essays divided into 
five sections with three appendices. It covers the history and development 
of the innovative two-tiered expert reader system developed at WSU under 
Haswell’s leadership in the early 1990s. Contributors such as Haswell, 
Diane Kelly-Riley, Susan Wyche, Lisa Johnson-Shull, and Bill Condon, 
who have been associated with the WSU writing program at one time or 
another, address theory, practice, and validity. Many of the chapters have 
appeared elsewhere in various forms, but this book gives readers a sense of 
how the different parts work together. 

Huot, Brian, and Peggy O’Neill, eds. 2009. Assessing Writing: A Critical 
Sourcebook. Boston: Bedford St. Martin’s and National Council of Teachers 
of English. 

This anthology offers reprints of twenty-four key articles in writing 
assessment by scholars such as White, Yancey, Haswell, Williamson, Huot, 
Moss, and Broad, among others. The book is organized in three sections: 
Foundations, which includes ten articles on theory and history; Models, 
which includes six essays on different types of assessments, such as place-
ment, exit testing and writing-across-the-curriculum; and Issues, which 
includes eight essays on a range of issues such as cultural bias, second lan-
guage assessment, and machine scoring. The text also includes an exten-
sive bibliography of additional readings that covers writing assessment and 
other topics essential to understanding theory and practice. The introduc-
tion provides an historical overview of writing assessment.

Huot, Brian. 2002. (Re)Articulating Writing Assessment for Teaching and 
Learning. Logan: Utah State University Press. 

A comprehensive study of writing assessment, both large-scale and class-
room-based, that focuses on the role of writing assessment in both teach-
ing and learning. In positing a theory of writing assessment, Huot discuss-
es the history of writing assessment and its relationship to educational mea-
surement as well as language and literacy theories. Although grounded in 
psychometric, education, and composition research and theory, the text is 
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appropriate for those just beginning to study writing assessment as well as 
for those who are more experienced. 

White, Edward M., William Lutz, and Sandra Samakiri, eds. 1996. 
Assessment of Writing: Politics, Policies, Practices. Research and Scholarship in 
Composition Series. New York: Modern Language Association. 

This collection of essays addresses many of the key issues in writing 
assessment with contributors coming from a variety of perspectives and 
positions. Topics covered include legal issues, validity and reliability, port-
folios, gender, race, and computer-assisted assessment, and address both 
classroom-based and large-scale concerns. The contents are divided into 
five sections, each of which concludes with a response essay written by a 
notable scholar. 

Williamson, Michael M., and Brian A. Huot, eds. 1993. Validating Holistic 
Scoring: Theoretical and Empirical Foundations. Cresskill, NJ. Hampton Press. 

An influential collection of nine essays that focuses on timed impromp-
tu essays and holistic scoring, which were the popular methods of assess-
ing students’ writing during the 1980s and 1990s and which are still pop-
ular today. Essays report on empirical research studies, theoretical discus-
sions, and historical perspectives. This volume marked a turn in writing 
assessment scholarship from a focus on reliability—getting raters to agree 
at acceptable rates—to validity. Several of the chapters have made signifi-
cant contributions to writing assessment scholarship, particularly William 
L. Smith’s comprehensive essay on the expert reader method that he 
developed and Roberta Camp’s essay “Changing the Model for the Direct 
Assessment of Writing.” 

Yancey, Kathleen Blake, and Brian Huot, eds. 1997. Assessing Writing Across 
the Curriculum: Diverse Approaches and Practices. Greenwich, CT: Ablex.

This is the first volume devoted exclusively to writing assessment and 
writing-across-the-curriculum. The fourteen essays primarily report on 
ways particular WAC programs conducted program assessments given 
their context, needs, and resources. Contributors include many familiar 
scholars such as Barbara Walvoord, Cynthia Selfe, Richard Haswell, Marty 
Townsend, Charles Moran, Anne Herrington, and Chris Thais and Terry 
Zawacki. While the focus is on the specific challenges and needs of WAC 
programs, many of the methods and approaches can be useful in any kind 
of writing program assessment.
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We have defined the terms below in the context of college writing assess-
ment. Definitions are by necessity brief and not meant to address all aspects 
of the terms. In some cases, we suggest references that offer more complete 
discussions. Readers should also consult the index. 

accreditation review. This typically refers to institutional program 
reviews required for accreditation by one of the regional accredit-
ing agencies such as Middle States Association of Colleges and 
Schools or a specialized accrediting review such as National 
Council of Accreditation for Teacher Education (NCATE). Writing 
programs are often involved in accrediting reviews because of their 
role in general education as well as in specialized programs, such as 
writing-across-the-curriculum, or in disciplines, such as engineering 
and business. 

analytic scoring. A type of scoring used for writing samples that evalu-
ates individual features of a text to determine the value of the text 
as a whole. Rubrics used for analytic scoring are generic and are 
not specific to the particular writing task or genre. For example, 
an analytic rubric might have readers evaluate the text on a scale 
of 1–4 in each of the following areas: thesis, organization, devel-
opment, style, grammar/mechanics, and usage. The overall score 
would be determined by adding the score assigned for each fea-
ture. Analytic scores can be weighted differentially so that features 
like thesis, organization, and development receive more weight in 
the overall score than other features like grammar/mechanics and 
usage. See also holistic scoring and primary trait scoring. For more 
information, including samples, see Cooper and Odell (1977) and 
Wolcott and Legg (1998).

assessment. “Any systematic method of obtaining information from 
tests and other sources, used to draw inferences about characteris-
tics of people, objects, or programs” (AERA, APA, and NCME 1999, 
172). Although some scholars and practitioners distinguish among 
assessment, evaluation, and testing, we have not because all of these 
activities depend on the same basic technology. See chapter 3, foot-
note 2. 
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automated scoring (machine scoring). In writing assessment, this 
refers to computer programs that generate scores for essays. 
Automated scoring is sometimes incorrectly considered a form 
of holistic, analytic, or primary trait scoring. Computer scoring 
programs can be modified to provide scores that agree at a higher 
rate with scores generated solely by human readers. Automated 
scoring programs cannot read texts; rather, their score reliability 
is achieved through complex algorithms that correspond to tex-
tual features like length. See Ericcson and Haswell in appendix L, 
and Willamson (2003).

communal assessment. Refers to an approach to writing assessment in 
which instructors in a program work together to evaluate student 
writing. Broad (1997, 2000) uses the term to refer to the portfo-
lio assessment system he studied in which the instructors worked 
first in large groups to negotiate and discuss student writing and 
standards for evaluation. Then, instructors gathered in groups of 
three at the midpoint and the end of the semester to evaluate each 
others’ student portfolios. The specific details and procedures of 
communal assessment vary, but it is based on the notion that the 
instructors of a program participate as a community of instructors 
and readers in the articulation and application of standards. 

competency assessment. Evaluates student performance against a 
specified set of criteria, standards, or competencies. See criterion 
referenced assessment. 

construct. The ability, skill, or domain that the test or assessment seeks 
to evaluate. Construct underrepresentation occurs when the assess-
ment fails to address important aspects of the construct (in writing 
assessment this can be any part of the process that simplifies or 
omits the act of writing). Construct-irrelevance occurs when results 
are influenced by factors or constructs irrelevant to the particular 
construct the test intends to evaluate. 

correlation coefficient. A single number that describes the degree 
of relationship between two variables. It is presented as a num-
ber between -1 and 1. A perfect relationship is 1; 0 means there 
is no linear relationship between the two variables. In writing 
assessment, correlations are most often associated with holistic 
scoring and interrater reliability, which is the rate of agreement 
of two independent raters. If raters agreed on the scores of the 
texts every time, they would have a coefficient of 1. If they never 
agreed, the coefficient would be 0. There are specific statistical 
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formulas for calculating correlation coefficients although there is 
no standard method used in writing assessment. For more infor-
mation, see Hayes and Hatch (1999), Cherry and Meyer (1993) 
and the AERA, APA, and NCME’s Standards for Educational and 
Psychological Testing (1999). 

criterion-referenced assessment. This type of assessment measures 
students’ performance against a certain set of criteria or stan-
dards. The performance of other test takers does not influence 
the scores in this type of assessment. Criterion-referenced writing 
assessments may also be referred to as proficiency or competency 
tests. Although criterion-referenced testing is often used to refer to 
standardized multiple-choice exams, it is not limited to one form of 
testing. For example, a writing program may have articulated learn-
ing outcomes for its composition program. These outcomes can be 
used as the assessment criteria to evaluate a sample of student port-
folios as part of a program review. 

direct measure. In the measurement literature on writing assessment, 
this means that students produce written text for the assessment, 
which is then evaluated. It is opposed to indirect measures such as 
performance on multiple-choice exams about writing processes, 
language conventions, and/ or editing exercises. 

directed self-placement. Developed and popularized by Royer and 
Gilles (1998), DSP allows students to select their first-year composi-
tion course based on a self-evaluation of their writing experiences 
and expertise. DSP depends on a program that guides students in 
their selection process by providing clear information for students 
about the requisite competencies needed for various composition 
courses and accurately describing the course activities and learn-
ing goals. Several programs have adapted DSP for their needs. See 
Royer and Gilles (1998, 2003) for more information. 

dynamic criteria mapping. A method of evaluation, developed by 
Broad (2003), that is offered as an alternative to traditional rubrics. 
DCM “is a streamlined form of qualitative inquiry that yields a 
detailed, complex, and useful portrait of any writing program’s 
evaluative dynamics” (Broad 2003, 13). Broad advocates DCM as a 
workable method for discovering, negotiating, and publicizing the 
rhetorical values used in judging students’ writing (14). See Broad’s 
edited collection, Organic Writing Assessment: Dynamic Criteria 
Mapping in Action (2009) for more on how various programs have 
used DCM.
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educational measurement. The field of study concerned with assess-
ment theory and practice as related specifically to education, such 
as students’ knowledge, abilities, and achievement. The term mea-
surement implies quantification, using numerical expressions for 
reporting results. In writing assessment, and educational assessment 
in general, there is more acceptance of qualitative results that are 
not always expressed numerically. It deals with large-scale as well as 
classroom-based and individualized testing and does not depend 
upon a specific subject or ability. Writing assessment is a specific 
subfield. 

exit testing. A barrier assessment administered at the end of a course 
or program. Typically, to successfully complete the course of study, 
the student must pass the exit exam. An exit test can be classroom-
based, large-scale or a combination. It can be criterion-referenced 
or norm-referenced. 

expert reader system. In this approach to evaluating writing samples, 
readers (raters give scores and readers make decisions) are prepared 
for the evaluation session through their teaching experience and 
preparation instead of through training and calibrating with rubrics 
and anchor papers as is done in holistic scoring. It was initially 
developed by William L. Smith (1992, 1993) at the University of 
Pittsburgh. Richard Haswell and his colleagues at Washington State 
University developed a two-tiered expert reader system (2001b). 

formative assessment. Assessment received while a person is still able 
to improve his or her performance. The purpose of this type of 
evaluation is to generate feedback from the assessment to improve 
performance. It is generally considered low stakes—that is, there is 
no significant consequence attached to the results. See summative 
assessment. 

holistic scoring. A method of scoring writing samples premised on 
the theory that the whole of the text is greater than a sum of its 
parts. Raters are trained to read quickly to get a general impression 
and then to identify the score from the rubric that most closely 
describes the text. The scoring rubric, usually a 4- or 6-point scale, 
provides general descriptions for each score point. Anchor papers 
operationalize the score point descriptions. In pure holistic scoring, 
the samples are ranked relative to the other papers being evaluated 
not against an absolute standard. See White (1994), Cooper and 
Odell (1977), and Wolcott and Legg (1998) for more information. 
See also primary trait and analytic scoring. 
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impromptu essay exam. A type of writing exam where students 
respond to a prompt on demand, usually within a fixed time limit. 
Administration of the test is usually standardized so that the condi-
tions for all test takers are the same. Impromptus usually do not 
allow students any preparation time or access to the prompt or task 
ahead of time; however, some programs do allow students to access 
the task ahead of time or extend the writing process over multiple 
days. Examples include national standardized exams such as the 
SAT essay portion as well as many state-administered tests and local-
ly designed placement exams. 

indirect measure. This refers to tests or assessments that do not require 
students to produce actual texts. Examples include multiple-choice 
tests about writing processes, grammar, mechanics, and usage; fill-
in-the-blank exams or sentence completions; and editing exercises 
or corrections. In our view, these types of exams are not actually 
writing assessments because they are not assessing writing per se 
but something else such as knowledge of language conventions or 
editing skills. See direct measure.

instrument reliability. The aspect of reliability that looks at the instru-
ment—the test or assessment—and what would happen if “the 
same assessment were to be done again in the same way, with the 
same distribution of students, the same method of assessment, 
and the same general kinds of topics” (Cherry and Meyer 1993, 
118). Instrument reliability, Cherry and Meyer (1993) pointed 
out, “makes claims about the validity of a test by correlating per-
formance on a test with other measures of writing ability” (118). 
Variation across topics/prompts, however, can be a validity issue 
because the underlying construct being tapped is different if the 
writing tasks are different. See also reliability and interrater reliability.

interrater reliability. Typically this refers to the rate of agreement 
between two independent raters in scoring a particular exam. It is 
usually reported as a correlation coefficient. Various methods can be 
used to calculate the interrater reliability, and at present, there is 
not an agreed-upon standard (see Hayes and Hatch 1999; Cherry 
and Meyer 1993). Although we endorse reporting a straight per-
centage of agreement in most situations, Hayes and Hatch (1999) 
argue for using particular statistical formulas that take into account 
the influence of chance in the agreement rates. Besides the vari-
ability in ways of calculating the coefficient, there is variability in 
how to accommodate the split resolvers. 
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large-scale assessment. Evaluation that occurs primarily beyond an 
individual course, such as placement, proficiency testing, exit 
testing, or program assessment. It can be connected to classroom-
based assessment, for example, with students producing work in 
a course but that work being evaluated beyond the scope of the 
course. It can involve assessing every student individually or sam-
pling students, and it can be locally designed and administered or 
standardized and national. 

norming. In composition programs, norming, also referred to as 
calibrating, refers to groups of writing instructors reading, dis-
cussing, and evaluating student writing to establish shared evalu-
ation criteria. The sessions may be guided by a rubric and anchor 
papers, which are sample texts that exemplify the score points, 
or they may be less structured with participants discussing the 
strengths, weaknesses, and evaluative decisions without a rubric. 
It can also refer to the training sessions used in large-scale writing 
assessments. 

norm-referenced testing. Scores are reported in percentiles, using a 
scoring scale which is determined by a norming group of students. 
An individual’s score is relative to the scores and performance of 
other students or a group of students selected as the norming or 
reference group. It is opposite of criterion-referenced testing. 

placement assessment. The procedure, whether a formal test, standard-
ized test scores (e.g., SAT or ACT), a standardized multiple-choice 
exam (e.g., ACCUPLACER), directed self-placement, or some 
combination of methods, used to determine students’ entry point 
into the composition curriculum. It assumes a differentiated curric-
ulum—that is, multiple courses of first-year composition in which a 
student could enter. 

population. Consists of a particular group that satisfies the conditions 
for analysis or evaluation from which a smaller sample might be 
selected. See sample.

portfolio assessment. Uses portfolios as the sampling method. The 
portfolio is created through the processes of collection, selection, 
and reflection (Yancey 1992). The specific contents of the portfo-
lio are determined by the assessment’s purpose. Writing programs 
have used student portfolios for placement, exemption, proficiency, 
and program assessments. Methods for evaluating or scoring the 
portfolios vary. Teacher portfolios or course portfolios can be used 
for program assessment and faculty evaluation. 
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primary trait scoring. It assumes that different types of writing (e.g., a 
technical report, personal narrative, and a literary analysis) differ 
in significant ways, and therefore, require different writing skills. 
It highlights the role of purpose, audience, and context in evaluat-
ing writing. According to Lloyd-Jones, it requires users to “define 
the universe of discourse, to devise exercises which sample that 
universe precisely . . . to devise workable scoring guides and to use 
the guides” (1977, 37). A scoring guide for a literary analysis might 
include categories such as Thesis, Organization, Support, Style, and 
then requirements for each category that are specific to a literary 
explication. Like analytic scoring, primary trait scoring involves the 
reporting of various scores that can be weighted, according to their 
importance, for an overall score. For more information, see Lloyd-
Jones (1977) and Wolcott and Legg (1998). 

proficiency testing. See competency testing and criterion-referenced testing.

psychometrics. The field of study that is concerned with the theory 
and practice of educational and psychological measurement. See 
educational measurement.

regression analysis. Demonstrates the statistical relationships between 
variables and can consider the various influences of different vari-
ables. Can also provide a p-value (a percentage of the probability 
that results are not due to chance). The 1999 edition of Standards 
for Educational and Psychological Testing is very clear about the pre-
ferred use of regression analysis over correlations: “Regression 
equations are more useful than correlation coefficients, which 
are generally insufficient to fully describe patterns of association 
between tests and other variables” (AERA, APA, and NMCE 21).

reliability. One of the basic concepts in psychometrics that usually 
is considered a significant component in a validity argument. It 
addresses consistency in results and scoring and the reporting of 
the results. According to the Standards, reliability is “the degree 
to which test scores for a group of test takers are consistent over 
repeated applications of a measurement procedure and hence 
are inferred to be repeatable for an individual test taker.” It also 
includes the “degree to which scores are free of errors of mea-
surement for a given group” (AERA, APA, and NMCE 1999, 180). 
Haertel (2006) explains that the “definition, quantification, and 
reporting of reliability must each begin with considerations of 
intended test uses and interpretations. . . . [Reliability] is con-
cerned solely with how the scores resulting from a measurement 
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procedure would be expected to vary across replications of that 
procedure” (65). Complex statistical methods are typically used in 
determining reliability. For more information specific to reliability 
in writing assessment, see Cherry and Meyer (1993). 

rubric. A scoring guide for evaluating writing samples. It specifies the 
point scale and identifies the salient features of the text for each 
point. Rubrics vary in detail, ranging from a checklist to paragraph-
length descriptions for each score point. See holistic, analytic, and pri-
mary trait scoring. Wolcott and Legg (1998) have several examples.

sample. A selection from a particular population. The sample can be 
determined in a variety of ways, depending on the assessment and 
its purpose. Random sample is drawn randomly from the specified 
population (e.g., writing from 20 percent of the students enrolled 
in a particular course may be randomly selected for evaluation as 
part of a program assessment). A stratified random sample is a set 
of random samples drawn from larger sets (e.g., writing samples 
may represent 10 percent of all students receiving As, 10 percent 
receiving Bs, etc). Other sampling techniques may be more pur-
poseful, with specific criteria established for selecting the sample 
(e.g., students failing basic writing, or students who are exempt 
from the writing course). 

split resolvers. In scoring writing samples, two independent raters are 
traditionally used to determine the score. Typically, if the scores 
assigned by the initial two raters disagree by more than one score 
point, a third rater scores the text. The third reader is the split 
resolver. Specific procedures for using a split resolver vary: in some 
cases, raters know they are functioning as the split resolver, while in 
other situations, the rater won’t know. In writing assessment, there 
isn’t a standard procedure for accommodating these decisions in 
calculating the reliability coefficient. See Cherry and Meyer (1993). 

summative assessment. An evaluation that occurs at a fixed point 
beyond which the individual can no longer improve her work or 
performance. Its purpose is to determine, or summarize, learning, 
achievement, or performance that has occurred at a certain point. 
Examples of this type of evaluation include unit or final exams, a 
final course portfolios, course grades, and exit exams. See formative 
assessment and proficiency. 

trios. In communal portfolio assessment, this term refers to the 
small groups consisting of three instructors that work together to 
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operationalize the program standards and to grade each others’ 
portfolios. Trios can function in different ways depending on the 
structure of the program. Sometimes, they grade student work; 
sometimes, they address the borderline students only; and some-
times, they decide the pass/fail distinction with instructors assign-
ing the specific grades. See communal assessment. 

validation. The process of determining the validity of an assessment’s 
results. Often referred to as a validation argument. See also validity 
and validity inquiry.

validity. An essential concept in testing and assessment. Validity refers 
to the degree to which evidence supports the use and interpreta-
tion of an assessment’s results. Validity does not reside in the test 
or assessment instrument but rather in the interpretation and use 
of the results. In other words, a test is not itself valid or invalid, 
but the results are valid or invalid for particular uses. For example, 
instead of asking if a test is valid or invalid, the question should be, 
“Are the results of this test valid for this particular use?” The valid-
ity argument should address both theoretical and empirical evi-
dence. Although validity is an evolving concept, current consensus, 
as articulated in the Standards (1999) and Educational Measurement 
(2006), considers it a unitary concept. That is, there are not dis-
tinct types of validity but rather different types of evidence (e.g., 
construct, content, consequential) that need to be considered in 
constructing a validity argument. See Kane (2006), Messick (1989b) 
and AERA, APA, and NCME (1999). 

validity inquiry. The process of investigating the validity of an assess-
ment’s results. See also validity and validation.
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