
INTRODUCTION TO THE SERIES

The aim of the Handbooks in Economics series is to produce Handbooks for various
branches of economics, each of which is a definitive source, reference, and teaching
supplement for use by professional researchers and advanced graduate students. Each
Handbook provides self-contained surveys of the current state of a branch of economics
in the form of chapters prepared by leading specialists on various aspects of this branch
of economics. These surveys summarize not only received results but also newer devel-
opments, from recent journal articles and discussion papers. Some original material is
also included, but the main goal is to provide comprehensive and accessible surveys.
The Handbooks are intended to provide not only useful reference volumes for profes-
sional collections but also possible supplementary readings for advanced courses for
graduate students in economics.
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PREFACE

There are many ways to date the development of the economics of education. In the
17th Century, Sir William Petty began writing about the valuation of lives in terms of
the productive skills of individuals – a precursor of human capital considerations. Adam
Smith followed a century later with direct consideration of the organization and finance
of education. Yet, the more natural dating is much more recent with the development
and legitimization of the study of human capital lead by Gary Becker, Jacob Mincer, and
T.W. Schultz. These initial forays have, however, been followed by a torrent of recent
work.

The initial human capital contributions focused largely on differential wages of indi-
viduals as they related to skills. And, the most natural way to identify differential skills
was the amount of schooling by individuals. The continuing power of this early work is
seen easily by the myriad of analyses that simply note that they ran a “Mincer earnings
function” – with no need to explain or to cite the original source.

The field has developed and expanded in a number of directions for the past half
century. The work on the impacts of schooling on observable outcomes – labor market
returns, health, and more – has grown. Increasingly detailed and sophisticated analyses
have pushed the questions asked and the interpretations of existing work. For example,
how does the social return to education relate to the private return? Does the growth of
nations relate to schooling?

The economics of education has also reached back in the direction of understanding
what goes on in schools. What factors influence the quality and outcomes of schools?
How does institutional structure influence outcomes? How does finance interact with
the level and distribution of outcomes?

While each of these questions entered the discussion early in the modern history of
the economics of education, the recent explosion of work has introduced new develop-
ments and new approaches in each of these areas. Indeed, the standards of analysis have
changed dramatically as the various subfields have developed.

Part of the explosion is undoubtedly related to the new availability of relevant data.
Many countries have developed regularly available large surveys of households along
with a variety of “outcome” measures. Extensive panel data sets on labor market out-
comes have grown in the U.S. and increasingly in other countries. Administrative data
on school operations are increasingly accessible to researchers. These sources of data
are being cleverly exploited to build new knowledge about the economics of education.

The heavy influence of governments in educational policy has also contributed. Gov-
ernments at all levels enter into many supply decisions – and they frequently look for
analyses and evaluations that will guide their decisions.

xxi



xxii Preface

These conditions have induced a complementary growth in the number of researchers
working in the economics of education. The upsurge in Ph.D. theses related to education
issues is remarkable. Similarly, while the field was once very skewed to work in the
U.S. – again related to the availability of U.S. data, this is no longer the case.

One implication of this growth is that the field is rapidly developing and chang-
ing. The chapters in these volumes were designed to cover the broad range of existing
research and to suggest productive lines of development. They do that. But even the rel-
atively short production lags in these volumes imply that a number of new and exciting
works are only hinted at in the chapters. In short, there is much more work to be done
as this field unfolds.

A variety of factors went into the selection of authors of these chapters. Quite clearly,
a fundamental requirement was that the authors had to be leaders in the intellectual
development of the various topics. But, beyond that, authors were selected because they
had a point of view, one designed to provoke thought and new work.

The ideas put forward here are likely to be challenged in further work. And, some
may not survive such challenges. The idea is not to write the final word on any of
these topics, because each is the source of lively current debate. The idea instead is
to provide an intermediate assessment of dynamic research areas in order to push the
research further. Perhaps the success will be judged by the intensity of future challenges
to thinking in each of the areas.

The development of Handbook chapters is not an easy task. Blending existing work
into a picture that at once categorizes the current position and simultaneously pushes
research forward takes skill, insight, and simply a lot of hard work. We wish to thank
each of the authors for conscientiously confronting the enormity of their assigned tasks.

The effort was also aided by the editorial and production team that has developed
in the Handbook series, not the least of which includes the general editors of Kenneth
Arrow and Michael Intriligator. It also includes Valerie Teng and the others at Elsevier.
We also wish to thank the Bush School of Government and Public Service at Texas
A&M. They generously hosted a conference where early versions of these papers were
presented.

Eric A. Hanushek
Finis Welch

July 2006
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This chapter examines the literature that attempts to measure the relationship between
labor earnings and the average quality of a state’s elementary and secondary schools
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where school quality is approximated by statewide average characteristics like the
teacher–pupil ratio. We present evidence of a number of problems which are diffi-
cult, and in our view insurmountable. In short; we argue that the Hedonic approach
to inferring school quality is totally unproductive. Even so, we include an annotated
bibliography of the various papers that have addressed this topic.

The main problems we discuss include: (1) interstate differences in wages are not
consistent with a simple school quality–wage relation; we cannot assume a simple na-
tional labor market with factor price equalization throughout; (2) interstate migration
is differentially selective between state origin and destination pairs and across school
completion levels; (3) there need not be a direct relation between the quality of school-
ing and the wage increments from added schooling; (4) using a single residence state
or geographic division for school quality evaluation appears insufficient to resolve the
ambiguous link between school quality and wages.

In addition, (5) the large majority of empirical studies of school quality represent
schools by using characteristics of elementary and secondary schools although a major
part of the measured incremental value of schooling refers to wage gains from attending
college; (6) the Census-based studies that assume schools are attended in birth states
can be wide of the mark; and finally, (7) it is unclear whether the positive correlations
between wages and either school expenditures or teachers’ wages found in much of this
literature is indicative of a causal relationship or whether it captures other economic
phenomena that supersede the relationship being suggested.

Keywords

school quality, wages, returns to education

JEL classification: J31
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Introduction

If there is a consensus regarding the quality of colleges and universities, it is probably
closely related to the average SAT scores of entering freshmen and, perhaps, to the
reputation of the their faculties. Although it may be that the general public tends to
judge the quality of elementary and secondary schools similarly, that is, by the quantity
of the inputs such as numbers of teachers per pupil and by the quality of the inputs
such as the test scores of peers, we economists are presumably more sophisticated.
We would argue for value-added measures especially given the widespread belief that
the technology of education is essentially a mystery. The issue, of course, is which
measures of value added should we use? Some have adopted achievement tests as a
simple expedient, but even though the criticisms of using wages or income are endless,
in a world of poor alternatives, it is our opinion that wages are superior to other potential
choices. This chapter reviews the literature that explores the relation between wages
and characteristics of schools. As such, it is a rather unpleasant piece; it points to many
problems that have been largely ignored with the implication that any relation between
the wage–productivity of school resources and the estimates provided by the literature
may be coincidental.1 To dispel any notion that we advocate test scores as an alternative
to wages, we begin by illustrating that test scores are so poorly related to income that it
is hard to imagine that if we were to use school characteristics to predict test scores, we
would have unraveled the mysteries of school quality.

Let’s begin with the thought experiment of measuring an individual’s educational ac-
complishments. The completion level is suggestive, but think of all it omits. Among
those who attended the same schools at the same time and completed the same number
of grades there will be differences that depend on school and home resources, paths
chosen, levels of effort, endowments and the randomness of teacher assignment. School
standards will also have an effect since lower standards permit greater diversity. Among
those who attend the same schools at different times, in addition to the sources of dif-
ferentials just mentioned, there will be differences in school standards and emphasis as
well as in one’s own expectations and the expectations of parents and peers. Now, add
the complexity of large heterogeneous school districts along with differences among
districts and it seems, a priori, that the level of schooling, i.e., the number of grades
completed, may carry little information of, for example, wage potential. We mention
this because, believe it or not, the nominal level of an individual’s schooling is at least
as good a predictor of his or her salary as is test measured achievement.

If you examine the wage literature, you will be hard pressed to find a large number
of cases where the standard deviation of (log) wage or annual earnings residuals from
individuals matched on gender, age, race or ethnicity, and school completion is less

1 One exception is the excellent criticism of much of this work by Heckman, Layne-Farrar and Todd (1996)
which focuses primarily on the Card and Krueger (1992a, 1992b) papers. See also Speakman and Welch
(1995).
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than 0.25. A simple way of interpreting the differences in wages that are predicted by
a logarithmic standard deviation of 0.25 is to calculate the average difference that one
expects to observe between two individuals selected at random and, in this case, the
expectation is roughly 36 percent. That is, on average, the higher wage will exceed the
lower wage by 36 percent. This difference is less than the average difference that we
find between high school and college graduates today, but it exceeds the college wage
premium of the mid- to late-1970s. The point is simply that, for other things – age, sex,
race – equal, there is a lot of wage diversity among individuals with the same level of
school completion. If the level of one’s schooling measures the quality of the school
attended, it is at best a noisy measure. This said, Table 1 summarizes comparisons be-
tween the ability of the level of individual school completion and the AFQT (the Armed
Forces Qualifying Test) to predict wages.

The data are from the NLSY79 and follow the sample selections and variable de-
finitions used by Johnson and Neal (1996). The top panel of the table lists partial
correlations between individual wages and the AFQT score in the first column and the
level of school completion in the second column. Neither for men nor for women does
the AFQT “explain” a higher fraction of the residual wage variation, after age and race
is regressed out, than does the level of school completion. The lower panel in Table 1
lists the wage gradients on the AFQT test score from a regression of (log) wages on the
AFQT score, age, race and the level of schooling. The coefficients are scaled to indicate
the logarithmic wage increase that is estimated to be associated with a one standard
deviation increase in the test score. For comparison, the note to the table indicates that

Table 1
AFQT scores and highest grade completed in wage predictors from NLSY79

Other controls Partial R2

AFQT Schooling

Men
Age and race 0.110 0.123

Add schooling 0.034 –
Add AFQT – 0.048

Women
Age and race 0.146 0.183

Add schooling 0.036 –
Add AFQT – 0.078

Linear gradients for AFQT score conditional on schooling
(AFQT scaled to unit standard deviation)

Men 0.101 (std. error 0.015)
Women 0.125 (std. error 0.018)

Note. Calculations are based on a replication of Johnson and Neal (1996). At the center of
a normal distribution, a one-standard deviation increase in AFQT score will increase the
percentile score by 38.3 points.
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at the center of a normal distribution, a one standard deviation increase (from one-half
of a standard deviation below the mean to one-half above) will contain 38.3 percent of
the population. The point is that, holding the level of school completion constant, a one-
percentile increase in the score is predicted to increase wages by only about one-third of
a percent;2 which is the same thing, if your score exceeds by a whopping 10 percentile
points that of a classmate who is the same age, sex, race and grade completion level,
then you can expect to earn an amazing 3 percent more than him or her!

This chapter is arranged in two parts. After a brief outline of the literature, Part I ad-
dresses problems associated with a major branch of the literature that attempts to assess
the statewide average quality of elementary and secondary schools using income data
from the U.S. Censuses of Population and Housing. Among the working populations
whose incomes are studied, the Census provides information neither of the state where
an individual attended school nor whether the schools attended were private or public.
Most of the Census-based studies use state of birth to approximate the state where the
individual attended school while Welch (1966) uses state of residence for farm families.
In addition to not knowing where the individuals attended school, the other problems
considered involve the market determination of wages where, for example, increased
school quality may lower wages, the vagaries of selective interstate migration, the prob-
lem of deducing the effects of elementary and secondary schooling from populations
where nontrivial proportions attend college and inferences regarding the quality of col-
leges are not and cannot be addressed, and so forth. Part II is more structured. It is a
summary of the literature.

The summary of the literature is not critical. Rather, after identifying each study, it
describes the source of the earning data, the population studied, the source of the school
data, and the school variables used to attempt to infer quality. Next, the empirical model
is outlined along with a description of variables other than the school ones. Finally,
the author’s conclusions are reported. We have restricted attention to published studies
that examine earnings for those educated, often inferred by place of birth, in the US.
In reviewing our outline, please note that if there is a consensus it is that wages are
positively correlated with either school’s expenditures, which are dominated by teacher
costs, or teacher salaries per se. We note this relation out of a concern that it may be
spurious in the sense that in the cross-section, wages for one group may be positively
correlated with the wages of others for reasons that supercede the causality of teacher
to student.3

2 For men, the calculation is 0.101/0.383 = 0.26, and for women it is 0.125/0.383 = 0.33.
3 There are large interstate differences in wages and costs-of-living. The current differentials appear to

have persisted throughout the range of the available data; wages are low in Mississippi, South Carolina and
Arkansas and they are high in Pennsylvania, New Jersey and New York. Most wage earning adults reside in
the state of their birth, so if – across states – we compare wages today with teacher salaries or educational
expenditures in earlier periods, we expect positive covariances. A few papers, notably, Card and Krueger
(1992a) and Heckman, Layne-Farrar and Todd (1996), adjust teachers salaries for area wide differences in
wages, but the large majority of the papers ignore this confounding influence.
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Part I. Problems

The summary of the literature in Part II includes studies that examine wage and individ-
ual characteristics taken from a wide variety of sources: the U.S. Decennial Censuses
(1960–1990), various releases of the original cohort files of the National Longitudinal
Surveys of Young Men and Young Women (NLS-YM and NLS-YW), the NBER–
Thorndike data, the Panel Survey of Income Dynamics (PSID), the National Longitudi-
nal Survey of Youth 1979 (NLSY79), High School and Beyond (HSB), the National
Longitudinal Study of the High School Class of 1972 (NLS72), Project Talent, the
Postcensal Survey of Professional and Technical Manpower (conducted in 1962), and a
Minnesota Twin Registry survey.

Several of these sources – NLS-YM, NLS-YW, NLSY79, HSB and NLS72 – provide
school characteristics from the high schools or districts attended by the respondents.
Available information that has been utilized includes district level expenditures per
pupil in average daily attendance (both adjusted and unadjusted for cost-of-living dif-
ferences), teachers per pupil, counselors per pupil, the starting pay of teachers with a
bachelor’s degree, school enrollment, library books per student, the percent of teachers
with a master’s degree, and the curriculum available.

The remainder of the earnings data sources are combined with school characteristic
data from alternative sources. Most have relied upon the information contained in the
Biennial Survey of Education4 and the Digest of Education Statistics5 matched to the
state of birth (most Census studies) or state of residence at age 12 (all PSID studies) or
the city where attended high school (some NBER–Thorndike studies6) to the earnings
data. The Biennial Survey reports statewide averages of expenditures, teacher salaries,
pupils enrolled and pupils in average daily attendance, term lengths, and other variables
in even-numbered school years from 1918 to 1958 for public elementary and secondary

4 U.S. Department of Health, Education, and Welfare, Office of Education: the Biennial Survey of Education
in the United States, Washington, DC, 1918–1958. In the earlier years, the Survey was published by the U.S.
Department of the Interior (1918–1936) and the Federal Security Agency (1938–1948) and, in the first several
years it was published by the Bureau of Education (part of the Department of the Interior).
5 U.S. Department of Health, Education, and Welfare, Education Division, National Center for Education

Statistics: the Digest of Education Statistics, Washington, DC, 1962–2002. Publications through 1974 were
titled the Digest of Educational Statistics and were published by the following organizations within the U.S.
Office of Education: Division of Educational Statistics (1962–1964), Bureau of Educational Research and
Development (1965), the National Center for Educational Statistics (1966–1973), and the National Center of
Education Statistics (1974).
6 We would include two studies by Wachtel (1975, 1976) and one by Link and Ratledge (1976) in this

category. These authors cite the Biennial Survey and appear to use city level data published for large city
school systems matched to the high school attended in the NBER–Thorndike survey.
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schools.7 Data is reported separately by race for white and black schools in 18 states8

with segregated school systems from 1918 until the Brown v. Board of Education deci-
sion in 1954. The Digest of Education Statistics continued where the Biennial Surveys
left off and has been published annually since 1962.9

While almost all of the studies we summarize focus exclusively on elementary and
high school characteristics, there are a handful that examine characteristics of the col-
lege attended such as expenditures per full-time equivalent student, faculty salaries, and
faculty per full-time equivalent student. This information has been gleaned from publi-
cations by the U.S. Office of Education, the Integrated Postsecondary Education Data
System (IPEDS), Barron’s Guides and CASPAR data. In addition, some have attempted
to use rankings of colleges such as those produced by Gourman (1967), Carter (1966),
Astin (1965) and Cass and Birnbaum (1964) as a proxy for college quality.10

Although it is clear that data is available for many inputs that might enter into the pro-
duction of education, most of the studies documented examine primarily expenditures
per pupil or teacher salaries, a major component of total expenditures. We find this pe-
culiar given that the production function for education is essentially a mystery and the
ways schools spend money is likely to be as important as the amount spent. Equally
important if the purpose of the analysis is to inform public policy, a recommendation
either to spend more or to spend less does not appear to be especially informative.

In the remainder of this part we address empirical and theoretical problems that re-
quire consideration before proceeding to estimating the wage–school quality relation.
Since, with few exceptions, the papers that we review proceed as though there is a sim-
ple direct relation, we begin by describing the relation to be expected in a market with
well-specified prices of labor attributes where problems of selective ability and migra-
tion, fallible assumptions, regional differences in costs-of-living, etc. can be ignored.

Wage variation

Figure 1 is illustrative. The comparison is between products of two schools where school
quality is higher in one than in the other. In each case the wage increases with the level
of schooling but the increase is faster for students of the higher-quality school where,

7 We would include two studies by Wachtel (1975, 1976) and one by Link and Ratledge (1976) in this
category. These authors cite the Biennial Survey and appear to use city level data published for city school
systems matched to the high school attended in the NBER–Thorndike survey.
8 They are Alabama, Arkansas, Delaware, District of Columbia, Florida, Georgia, Kentucky, Louisiana,

Maryland, Mississippi, Missouri, North Carolina, Oklahoma, South Carolina, Tennessee, Texas, Virginia and
West Virginia.
9 Except for combined editions that were issued in 1977–1978, 1983–1984 and 1985–1986.

10 Gourman (1967), The Gourman Report. Carter (1966), An Assessment of Quality in Graduate Education.
Astin (1965), Who Goes Where to College. Cass and Birnbaum (1964), Comparative Guide to American
Colleges.
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Figure 1. Illustrative wage–schooling profiles contrasting students from lower- and higher-quality schools.

by assumption, a year of schooling resulted in greater learning (more education). Note,
however, that as the wage profiles are projected to zero schooling, they converge because
at zero schooling there can be no school quality differential.

The point of the figure is that if the students from the two schools were matched on
levels of schooling, the wage difference between the two will increase with the level of
schooling.

Table 2 uses data from the 1980 and 1990 U.S. Censuses to examine dispersion in
weekly wages of men employed full time, by level of schooling. The purpose is to
compare what is to what we might hope to expect if school quality was the primary
source of wage differentials among individuals matched on age and schooling.

The calculations summarized in Table 2 are standard deviations of regression coeffi-
cients. There are separate regressions for each of the indicated schooling levels and age
intervals. The regressions include indicators for state-of-birth and state-of-residence and
a wage is predicted for each state-of-birth, as though the individuals considered in the
prediction also resided in that state. The table includes results of regressions where the
wage is expressed both in logarithmic and arithmetic terms.

Beginning with the 1980 Census, where schooling levels were reported in terms of
years (or grades) completed, we see that contrary to the simple expectation that wages
diverge as the level of schooling increases through the grade completion levels, 1–12,
the converse is true; the interstate wage differentials narrow.
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Table 2
Differences between states in age-adjusted weekly wages of representative individuals

Years of school
completed

Standard deviations of wages

Logarithmic Arithmetic

Ages
30–39

Ages
40–49

Ages
50–59

Ages
30–39

Ages
40–49

Ages
50–59

1980 Census
1 0.69 0.49 0.47 $189 $102 $108
2 0.39 0.39 0.37 83 113 91
3 0.46 0.34 0.28 83 80 62
4 0.41 0.30 0.26 83 70 70
5 0.38 0.22 0.19 58 62 40
6 0.18 0.14 0.14 45 33 34
7 0.15 0.13 0.12 39 38 31
8 0.09 0.10 0.10 22 27 27
9 0.10 0.12 0.11 27 34 32
10 0.10 0.11 0.11 29 35 32
11 0.11 0.11 0.09 31 35 28
12 0.08 0.09 0.08 28 30 28
13 0.09 0.10 0.10 30 36 38
14 0.08 0.11 0.10 29 41 37
15 0.08 0.11 0.11 29 43 42
16 0.07 0.09 0.08 28 41 40
17 0.07 0.11 0.13 29 52 61
18 0.09 0.10 0.13 38 49 59
19 0.11 0.15 0.16 42 72 73
20 0.10 0.10 0.12 43 51 56

1990 Census
1–4 years 0.29 0.40 0.25 $68 $140 $128
5–8 years 0.14 0.12 0.11 48 48 44
9 years 0.10 0.13 0.11 38 52 48
10 years 0.12 0.12 0.12 47 53 58
11 years 0.10 0.13 0.13 43 69 61
12 years, no degree 0.11 0.10 0.13 47 53 60
High school degreea 0.10 0.10 0.10 47 57 54

Some college 0.11 0.11 0.11 58 65 69
AA, vocational 0.12 0.12 0.14 65 73 78
AA, academic 0.10 0.11 0.14 53 70 87
Bachelor’s degree 0.11 0.12 0.12 70 88 97
Master’s degree 0.13 0.13 0.14 91 106 115
Professional degree 0.13 0.11 0.13 111 115 136
Doctorate degree 0.20 0.11 0.15 148 102 127

aOr equivalent.
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The “theory”, such as it is, is that the divergence will occur arithmetically with no
prediction for logarithmic divergence, but the arithmetic convergence that we see also
appears to hold for the logarithmic differentials as well.

The second panel of Table 2, for the 1990 Census, reveals similar patterns so it ap-
pears state differences in wages are affected by factors in addition to the possible effects
of differences in school quality.

Migration and schooling

Welch (1966, 1970) shows that among farm operator families, differences between
states in the relative wages of more highly educated farmers are sensitive to differ-
ences in average levels of schooling. On balance, in those states where college educated
farmers were abundant, the relative wage of college trained farmers is lower. Although
the evidence is for wages in 1960 and for farmers where an assumption of interstate mi-
gration to equate wages might be questionable, it, together with the data summarized in
Table 2, raises a question as to whether in modeling the wage–school quality relations
we want to think of the US as a single-national labor market or as a conglomeration of
related but somewhat independent markets.

To maintain a national labor market, labor must be mobile. Table 3, from the 1990
Census, provides interstate mobility summaries by schooling level. For practical pur-
poses the relation is monotone; the higher the level of schooling, the higher the prob-
ability that an individual will not reside in the state of his birth. Among white men

Table 3
State of birth and state of residence among white men ages 30–59, 1990 Census

Not living in
state of birth

Living in
state of birth

Schooling
1–4 years 27.3 72.7
5–8 years 27.3 72.7
9 years 28.4 71.6
10 years 29.2 70.8
11 years 29.8 70.2
12 years, no degree 32.3 67.7
High school graduate 30.2 69.8
College, no degree 41.2 58.8
AA, vocational 37.8 62.2
AA, academic 42.5 47.5
Bachelors 49.0 51.0
Masters 55.6 44.4
Professional 51.8 48.2
Doctorate 71.8 28.2
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30–59 years old, 72.7 percent of those who completed only 1–4 grades reside in the
state of their birth. In contrast, only 28.2 percent of the men with doctorate degrees live
in the state where they were born.

The interstate mobility of college graduates may be sufficient for us to assume that the
market for college graduates is national and that systematic differences in wages among
individuals with different training experiences, i.e., those attending different schools as
an example, refer to differences in their productivities. Even so, inferences in school
quality are drawn from calculations of the way that additional schooling enhances in-
come. For this purpose, factor–price equality at one end of the schooling spectrum is
not sufficient for the inference of a national market.

Wages and school quality

Suppose that aggregate output is a function of the stock of school-trained labor, which
we refer to as aggregate education E, and a numeraire input X.

(1)Y = f (E,X),

where education is the sum, over schooling levels s, of the education of those who
completed s grades and no more, i.e.,

(2)E =
∑

s

E(s) =
∑

s

N(s)e(Qs, s)

with N(s) being the number who completed s grades and e(Qs, s) measures their av-
erage school acquired job skills. This average e(Qs, s) depends both on school quality,
at s, and the level of schooling.

There is a technological issue regarding the nature of the relation, e(Qs, s). In much
of the literature there is an implicit assumption that it is multiplicative, i.e.,

(3a)e = Qsh(s).

In this form, if the quality of schools in one place is twice that of another then regard-
less of the level of schooling, so long as students from the two places are matched on
schooling, those from the superior school system will have twice as much “education”
as students from the inferior system. In this form, h(s) is the effective units of “school-
ing” for one at s, in Mincer’s (1974) famous specification, h(s) is a simple exponential,
i.e., e = Q exp(s).

The alternative specification used by Card and Krueger (1992a) is exponential in both
s and Q. It is

(3b)e = exp
{
s(a0 + a1Qs)

}
so that for fixed quality differentials between school systems, the logarithmic educa-
tional differential increases with the level of schooling.
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In what follows we use the simpler, (3a), specification. The analysis with (3b) is
left as an exercise for the reader. In this form, the marginal product of a representative
individual with schooling s is

(4)
∂Y

∂N(s)
= Qsh(s)f1

with wages expressed relative to the numeraire as

(4′)w(s) = Qsh(s)
f1

f2
.

In this form the ratio f1/f2 is the unit price of education so that the wage is the quantity
of education times its unit price.

Now assume that school quality is uniform over s and consider the effect of an in-
crease in quality.

(5)
∂w(s)

∂Q
= h(s)

f1

f2
+ Qh(s)

∂(f1/f2)

∂E

∂E

∂Q
.

Notice that the second term on the right-hand side of Equation (5) is the effect of in-
creasing school quality on the stock of education and, therefore, on its price. Since,
holding the distribution of school completion constant, an increase in school quality
will increase the stock of education, the effect must be to lower its price. Note also
that if the labor market was truly national, we could ignore the second term on the
right-hand side of Equation (5) since an increase in the quality of schools in the areas
typically studied in the literature would not have an appreciable effect on the aggregate
stock of education.

(6)
∂(f1/f2)

∂E
= (f2f11 − f1f12)f

−2
2

which, if f (·, ·) is linear homogeneous, becomes

(6′)∂(f1/f2)

∂E
= −f1

f2

1

E

1

σ
,

where σ is the elasticity of substitution between E and X in f , i.e., σ = f1f2/(yf12),
y = Ef1 + Xf2 and Ef11 + Xf12 = 0.

Because ∂(f1/f2)
∂Q

= ∂(f1/f2)
∂E

∂E
∂Q

it follows that

(6′′)∂(f1/f2)

∂Q
= f1

f2

(
− 1

σ

)
1

E

∂E

∂Q

and with uniform Q, E = Q
∑

s N(s)h(s). It is obvious that holding the distribution of
schooling constant that Q

E
∂E
∂Q

≡ 1.
Thus from Equations (5) and (6′′),

(7)
Q∂w(s)

∂Q
= w(s)

(
1 − 1

σ

)
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and

(7′)∂ ln w(s)

∂ ln Q
= σ − 1

σ
.

In the two-factor case the elasticity of substitution is (the negative of) the demand elas-
ticity and we are reminded that if demand is inelastic, σ < 1, holding other things
constant, an increase in quality of schooling will lower wages. More, if demand is of
unit elasticity, σ = 1, there is no relation between school quality and wages. We point
this out to amplify our main point thus far that since the data do not appear to be con-
sistent with exogenous labor factor prices, empirical investigations of the wage–school
quality relation ought to consider the endogeneity of wages.

Wages by birth and residence states

In an attempt to recognize the potential endogeneity of wages, Card and Krueger
(1992a) modeled them as dependent both on the state-of-birth (and the characteristics
of public elementary and secondary schools in that state) and the geographic division of
current residence. The 50 US states are arranged into nine Census divisions. With the
exception of the Pacific Division which includes Alaska, Hawaii along with California,
Oregon and Washington, the divisions consist of geographically adjacent states. The
division of residence is intended to represent the labor market so by comparing people
who were born in and presumably attended schools in different states who reside and
work in the same labor market, the problem of resolving the endogeneity of wages is
assumed to be resolved.

We are frankly attracted by the approach but, as is true of any empirical assumption,
the proof is not conjectural. To pursue the validity of the assumption that issues of
wage determination could be resolved by pairing birth and residence data, we selected
a sample of white men aged 30–59 who had reportedly graduated from high school and
did not report having completed any post-high school education. To be included in our
sample an individual must reside in one of the 10 states where the largest numbers of
interstate migrants reside and must have been born in one of the 10 states that supply
the largest numbers of interstate migrants.

The idea is to examine average wage rankings across birth states to see whether they
are invariant with respect to residence. Put simply, suppose the schools in New York are
superior to those in Texas. If so, we might reasonably expect that high school graduates
from New York would earn more than high school graduates from Texas as long as their
productivity is evaluated the same way, that is, in the same market.

The results of our comparisons are displayed in Table 4. The age-adjusted wage rates
in Table 4 are reported in logarithms. To simplify the comparison – the reported wages
are relative to a fixed weight index of the average wage of residents who were born
in one of the four states that provide the largest number of interstate migrants. The
reference states are New York, Pennsylvania, Illinois and Ohio. The reference wage
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Table 4
Log wage differential of high school graduates in selected states of residence between those born in indicated

states and a fixed weight average wage for those born in four reference states

Residence Birth state

CA IL MA MI MO NJ NY OH PA TX

Ages 30–39
CA 2.3 −2.0 7.9 0.6 −3.1 6.2 5.1 −3.7 −3.5 −4.4
FL −5.6 −4.2 1.1 1.0 −4.9 4.2 3.7 −3.4 −0.4 0.5
IL −0.8 −2.2 25.4 12.1 −13.2 −14.6 −2.7 2.2 3.7 −8.1
MI 13.7 −10.1 −30.6 −0.7 −8.2 6.4 −3.7 7.7 6.2 −16.3
NJ −16.3 4.2 0.5 −0.8 13.1 −2.9 4.3 −7.7 −3.4 −4.4
NY −0.9 6.1 −1.6 −0.2 28.2 14.1 5.7 −2.2 −10.2 −0.5
NC −14.6 −9.7 −8.9 3.7 0.2 6.2 5.0 −0.1 −1.0 −7.0
OH 6.3 −8.2 −7.9 5.6 −7.8 −0.7 −0.5 1.3 4.8 −8.3
PA −11.1 −10.2 1.5 21.2 −21.3 15.0 0.8 3.6 2.7 7.8
TX −13.8 −4.4 4.0 −7.9 −7.6 −2.4 2.5 −7.0 3.8 −8.5

Ages 40–49
CA 0.5 3.5 1.5 2.5 −5.2 0.3 0.5 −7.6 2.2 −7.4
FL −6.7 1.8 −2.7 1.1 8.2 −0.8 0.1 −9.6 5.2 0.1
IL −10.1 −9.9 3.4 −11.1 −5.4 10.2 1.0 1.4 3.7 −7.7
MI 19.5 −21.5 2.9 −4.3 −4.7 −3.9 1.3 5.6 7.5 13.8
NJ −26.6 −13.4 −6.5 −29.0 24.9 −1.8 11.4 −8.8 −1.9 15.8
NY 10.0 −22.8 25.8 31.9 12.0 6.2 10.5 −5.4 2.7 9.8
NC −20.8 22.8 −2.5 17.2 −42.8 0.2 −8.0 1.1 −3.4 28.5
OH 7.6 −3.7 19.1 3.0 12.0 0.0 −0.7 −0.3 3.4 3.2
PA −38.6 16.8 −1.3 8.1 13.8 2.4 −3.0 −3.4 −3.8 3.1
TX −17.4 2.6 −0.4 −6.5 −0.5 10.5 −2.9 −8.0 7.7 −13.4

Ages 50–59
CA −3.7 3.4 2.8 2.5 −7.0 0.5 3.6 −5.5 −3.4 −13.1
FL −5.8 −3.8 −5.6 −2.7 2.0 −1.6 −0.5 −4.0 5.7 −10.9
IL −0.4 −19.2 −66.2 −7.8 −12.6 25.1 11.1 1.0 −4.5 −19.1
MI −29.7 −11.6 −12.9 −7.5 −2.1 57.9 7.4 −2.4 −1.6 −1.9
NJ 26.4 −9.7 13.0 23.2 30.0 −3.9 10.8 −9.5 −2.9 15.2
NY 49.2 15.0 −3.2 −1.5 −20.8 8.9 0.4 −17.1 1.7 −10.2
NC 56.9 1.1 −6.9 −10.9 −12.9 5.7 3.8 4.7 −9.1 27.4
OH 31.0 11.1 −13.9 −7.4 −22.8 −2.8 2.7 −10.8 −3.3 15.6
PA 6.7 18.8 20.2 −23.3 25.0 −11.4 −3.9 1.0 −6.7 −45.5
TX −13.4 −4.6 −7.0 −18.8 1.7 −18.6 6.2 −16.3 5.0 −9.7

Notes. The 10 residence states are those with the largest number of residents who were born outside the state.
The 10 birth states are those originating the largest numbers of interstate migrants. Wages are age adjusted
via regression to the mid-point of the indicated age interval. New York, Pennsylvania, Illinois and Ohio are
the only four states that individually provide at least five percent of the US interstate migrant population. Log
wages for each residence/birth state pair are deflated using a fixed weight average of the age adjusted wages
of high school graduates living in the indicated residence states and born in the four reference states. Weights
are the proportion of interstate migrants, living in the selected residence states, ages 30–59 from each of the
four birth states.
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index is calculated separately for each of the 10 residence states shown. For example,
among the residents of California who were born in one of the four reference states, we
compute an average age-adjusted wage, first by averaging the wage within the birth state
and then averaging over the four reference states. Moving down the rows of Table 4, we
next calculate a reference wage for residents of Florida, then Illinois, and so forth. In
each case the birth-state averages for the four reference states are combined using the
same fixed weights.

The numbers in Table 4 are the logarithmic differences between the average age-
adjusted wage for indicated birth state and the corresponding average for the reference
states. Ideally, if the controls work, then aside from sampling error, if one reads down a
column of Table 4 to hold birth state constant, but across states of residence (the rows),
the numbers should remain constant.

We do not report sampling errors for these numbers because they are small rela-
tive to the variability we observe. The high school graduates born in California earn
13.7 percent more than the reference wage in Michigan, but 16.3 percent less than it
in New Jersey. Those born in Massachusetts are even more extreme. In Illinois they
earn a 25.4 percent premium but they suffer a 30.6 percent penalty in Michigan! These
comparisons are drawn from the aged 30–39 panel of Table 4. The more extreme cases
are in the panel for ages 50–59 where, for example, the California advantage in North
Carolina is 56.9 percent alongside a disadvantage of 29.7 percent in Michigan.

The purpose of Table 4 is to see whether we can comfortably infer school quality
by controlling for residence state. To see where this takes us, let’s compare the wages
of high school graduates who were born in California to those born in Illinois among
men 30–39. If they reside in California, Illinois, Michigan or Ohio then the Califor-
nia born earn more than those from Illinois so we can infer that California schools are
“better” than schools in Illinois. However, the inference from the California versus Illi-
nois birth comparisons for residents of Florida, New Jersey, New York, North Carolina,
Pennsylvania or Texas is the opposite; schools in Illinois are better than in California.

The California–Illinois comparison involves the first two birth states in the first of the
three panels of Table 4. Among the three panels are a total of 135 pair-wise comparisons.
The inconsistency noted for the California–Illinois comparison is typical.

The role of college in valuing elementary and secondary school inputs

Invariably, the empirical wage–school quality literature attempts to compare the incre-
mental value of an additional year of schooling to school characteristics. In the majority
of cases school characteristics refer to only public elementary and secondary schools
but the wage information includes those who have attended college. The fact of col-
lege attendance is troublesome because the continuation rate into college as well as
performance in college is undoubtedly affected by the quality of the preparation which
presumably interacts with student abilities and family backgrounds. Even so, it may
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seem strange to infer quality of elementary and secondary schools from wages of those
who have attended college.

To illustrate what is at issue, consider the following example:

Average weekly wages by school completion – an illustration

Attended elementary
and secondary in

Completed

8 grades High school College

Region A $225 $315 $474
Region B $225 $315 $410

Although we know that those represented in the first row of the illustration attended
elementary and secondary school in Region A, we know nothing about the college(s)
they subsequently attended. Similarly, we know nothing about the colleges of those
from Region B. Which region has the better elementary and secondary schools? Would
a sane person seriously venture a guess? On the one hand, students from Region A
gained more from attending college than those from Region B, so schools in Region A
must be better than those from Region B. On the other hand, high school completion
in Region B is valued equally with Region A, but college is less valuable. Clearly the
students from Region B are less able but the schools are better! We suspect that none
of us would be comfortable drawing either conclusion. Consider a simple regression of
wages on school completion of the form

(8)y = a + bs(�) + u

with y being the income or wage or its logarithm and s(�) being the school years associ-
ated with level �. In this case the calculated gradient, b̂, is a measure of the incremental
value of a year of schooling and, despite the illustration, is typically viewed in the liter-
ature as being positively related to the quality of the schools attended.

The regression calculation is b̂ = ∑
i,� yi�(si� − s̄)/

∑
i,�(si� − s̄)2 which simplifies

to b̂ = ∑
� N�y�(s� − s̄)/

∑
� N�(s� − s)2, where N� is the number of observations at

level � and y� is the mean of y at � and s̄ is the population mean of s.
Now consider the differences between the adjacent values of y�, normalized by the

school year differences between them:

(9)

⎧⎪⎨
⎪⎩

ỹ1 = y1−y0
s1−s0

,

ỹ2 = y2−y1
s2−s1

,

ỹN = yN−yN−1
sN−sN−1

.

Each value in this series measures the average incremental value of a year of schooling
over the completion interval that is indicated. Since b̂ measures an average increment
over the full span, s0 to sN , it must be an average of the components in Equation (9).
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Although we do not provide the derivation, readers are invited to verify that

(10)b̂ ≡
N∑

j=1

ωj ỹj ,

where ωj = (sj − sj−1)
∑N

i=j Ni(si − s̄)/Δ with Δ = ∑N
�=0 N�(s� − s̄)2. Moreover,

ωj > 0 and
∑N

j=1 ωj = 1 so that the average in (10) is a simple one. Notice that the
weights depend exclusively on the distribution of completion levels.

Table 5 provides the national average (age-adjusted) log wage differentials associ-
ated with an additional year of schooling from the 1980 Census. These differentials,
in Table 5a, are presented only for reference to show that wage growth is not uniform
across the various levels. For example, there is a clear “sheepskin” effect with comple-
tion of high school (the 12–11 grade differential) adding 10.7 percent to weekly wages
and with completion of college (the 16–15 differential) adding 19.9 percent. Since the
regression method of averaging depends on the schooling distribution, it follows that
if regressions were run on identical wage increments to those listed in Table 5a, the
calculated averages will vary with differences in distributions of completion levels.

Table 5b reports the aggregated weights associated with college attendance. In the top
panel there is a line separating the differentials that involve post-secondary attendance

Table 5a
National average (log) weekly wage differences, age adjusted for adjacent levels of schooling (1980 Census)

Grades Wage
difference

Grades Wage
difference

Grades Wage
difference

Grades Wage
difference

1–0 0.1567 6–5 0.0697 11–10 0.0432 16–15 0.1987
2–1 0.0368 7–6 0.0611 12–11 0.1005 17–16 0.0236

3–2 −0.0510 8–7 0.0747 13–12 0.0722 18–17 0.0613
4–3 0.0957 9–8 0.0698 14–13 0.0501 19–18 −0.0232
5–4 −0.0085 10–9 0.0488 15–14 0.0370 20–19 0.1253

Note. Linear regressions of wages on years of school completed produce a single gradient that is a weighted
average of differences such as these. The weights depend on the distributions of school years completed.

Table 5b
The fraction of the weights assigned to post-secondary gradients for selected state-of-birth,

state-of-residence pairs

Birth Residence

California New York Texas

California 0.793 0.856 0.715
New York 0.854 0.736 0.834
Texas 0.565 0.837 0.518
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from those that do not. The lower panel reports the aggregated regression weights [de-
fined in Equation (10)] that are associated with college-based wage differentials. Recall
from Table 2 that interstate migration is educationally selective. That, in part, accounts
for the amazingly high off diagonal fractions in the panel.

It should be noted that the three states in Table 5b are selected only for illustrative
purposes. They were not selected because the weights that are associated with college
attendance are high.

The difference between the state of birth and the state of school attendance

We end our recitation of problems with a simple comparison.
Table 6 lists the 50 US states and the District of Columbia. Beside each state there are

two numbers. The first is the fraction of students who were born in the indicated state
that are attending public school in that state. The denominator for this calculation is the
number of students born in the indicated state regardless of where they were attending
school in 1990. The second number refers to all students attending public school in the
indicated state so that the proportion shown is the percentage of those who were born in
the state. For clarity, DC is a good example.

For the District of Columbia, only 23.9 percent of the students born there attend
public schools in the district, but 67.9 percent of those attending public schools in the
district were born there.

The first of the two columns is relevant to the assumption in the Census-based studies
regarding the location of schools attended. While it seems valid for the majority, there
is a nontrivial margin of error.

Summary and conclusions

To summarize this part of our chapter:
(1) Interstate differences in wages are not consistent with a simple school quality–

wage relation; we cannot assume a simple national labor market with factor price
equalization throughout;

(2) interstate migration is selective vis-à-vis school completion;
(3) there need not be a direct relation between the quality of schooling and the wage

increments from added schooling; and
(4) using a single residence state or geographic division for school quality evalua-

tion appears insufficient to resolve the ambiguous link between school quality
and wages. Inferences regarding relative quality vary immensely depending on
the site of the evaluation. Quite possibly, the ability selectiveness of interstate
migration depends both on origin and destination.

Moreover,
(5) the large majority of empirical studies of school quality represent schools by us-

ing characteristics of elementary and secondary schools although a major part of
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Table 6
Public school attendance among those enrolled in kindergarten, elementary and secondary schools

(1990 Census)

State Percentage of those

Born in state
who are

attending public
schools in state

Residing in state
who are attending
public schools and
were born in state

State Born in state who
are attending

public schools
in state

Residing in state
who are attending
public schools and
were born in state

AL 76.8 75.5 MT 67.0 69.1
AK 57.1 56.8 NE 65.8 70.5
AZ 70.9 61.3 NV 61.4 46.6
AR 73.6 71.0 NH 64.6 55.3
CA 76.6 76.5 NJ 67.9 67.4
CO 64.8 63.9 NM 69.0 66.3
CT 71.0 69.4 NY 68.9 77.2
DE 57.9 58.3 NC 79.2 75.1
DC 23.9 67.9 ND 63.4 77.4
FL 70.9 57.0 OH 73.8 77.0
GA 77.0 71.1 OK 73.1 70.7
HI 56.9 66.4 OR 69.6 66.2
ID 66.1 66.4 PA 71.2 72.9
IL 69.0 74.8 RI 64.6 68.8
IN 74.6 76.3 SC 76.5 72.7
IA 71.0 76.8 SD 67.1 72.0
KS 68.1 66.4 TN 73.2 73.5
KY 72.4 75.4 TX 80.4 78.9
LA 70.0 75.9 UT 74.8 79.0
ME 80.5 71.8 VT 73.3 65.9
MD 69.3 59.1 VA 71.1 65.2
MA 70.3 75.6 WA 72.6 64.4
MI 77.6 79.1 WV 69.9 76.2
MN 76.4 75.9 WI 74.1 72.6
MS 71.4 73.6 WY 56.5 58.6
MO 67.9 69.6

the measured incremental value of schooling refers to wage gains from attending
college; and finally,

(6) the Census-based studies that assume schools are attended in birth states can
be wide of the mark. According to the 1990 Census, among school-aged chil-
dren attending elementary and secondary schools who were born in the District
of Columbia, only 23.9 percent attend public schools in the district. The corre-
sponding numbers for Wyoming, Hawaii and Alaska are 56.5 percent, 56.9 per-
cent and 57.1 percent, respectively. At the opposite extreme there is Georgia
(77.0 percent), Michigan (77.6 percent), North Carolina (79.2 percent) and Texas
(80.4 percent).
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Part II. A summary of studies examining the effect of school quality on earnings

The following abbreviations are adopted throughout this summary: teacher/pupil (T/P)
or pupil/teacher (P/T) ratio, school quality measures (Q), years of schooling or a trans-
form (S), family characteristics (F ), individual characteristics (X), and average daily
attendance (ADA).

A. Decennial Census data matched to the Biennial Survey of Education and the
Digest of Education Statistics

1. Welch (1966)

a. Data
Earnings source: 1960 Census from four sources: (1) State Reports, Series D, (2) the

1 in 1000 sample, (3) the matched sample for farm operator families of the 1960
Sample of the Survey of Agriculture and the Census of Population, and (4) the subject
report “Whites with Hispanic surnames”.

Earnings sample: Rural farm males, ages 25 or more with earned income in 1959, who
had not attended college, and who were not residing in Alaska, Hawaii or RI. Twelve
“states” are dropped in Stage 2 due to insufficient school system data. (“States” are
defined separately for the segregated Southern states.)

Quality source: Biennial Survey, 1955–1956.
Quality variables: Teacher/Pupil ratio (T/P ratio), teacher wages (no adjustment men-

tioned), enrollment, and expenditures per pupil ($/pupil; no adjustment mentioned)
for rural counties.

b. Model
(1) ŷij − ŷ0j = BiCj ,
(2) Ĉj = Qα2ANα1(Q

∑
BiNi)

α2−1Kα3 .
The variable ŷ0j is the predicted earnings of a noneducated worker living in state j

and ŷij is the predicted earnings of a worker with i years of schooling living in state j .
Cj is the return to one unit of schooling and Bi is the number of units of schooling
possessed.

In practice, estimation proceeds in two stages. In the first stage, (the log of) the return
to schooling is regressed on state (j ) and years of schooling (i) indicators. In stage two,
the estimates of (the log of) Cj are regressed on Q, K (nonlabor inputs), N (people) and
education (the term in parentheses, which includes college attendees; Bi is estimated in
Stage 1). Also included in Stage 2 is an indicator for nonwhite “states” and indicators
for the Pacific and Southern regions.

c. Stated findings
The T/P ratio and teacher wages are highly correlated with $/pupil reflecting a tradeoff
between the two.
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The effect of teachers’ wages is consistently positive across specifications.
The coefficient on T/P ratio is negatively signed and seems to capture school size as

rural schools with higher T/P ratios are typically smaller and have teachers with widely
diverse teaching loads.

The most important determinants of school quality are teacher salaries and the size
of the secondary school.

2. Rizzuto and Wachtel (1980)

a. Data
Earnings source: 1960 and 1970 Censuses.
Earnings sample: Excludes: those under age 14 or over age 65, females, those missing

state-of-birth, those with mother tongue other than English or Spanish, nonwhites
other than black, NILF, self-employed, and those not born in the 50 states or DC.

Quality source: Biennial Survey, 1909–1910, 1919–1920, . . . , 1959–1960.
Quality variables: $/pupil in elementary school (extrapolated from measures that in-

clude elementary and high school combined; adjusted for price levels using the index
for local and state government expenditures). Also examines P/T ratio, teachers’
wages (CPI adjusted), term length, and various components of expenditures.

b. Model
y = Xβ + δS + θQ + ε.

Estimated separately by census year and race.
y – (the log of) 1959 and 1969 annual earnings.
S – years of schooling.
X – experience, experience squared, ln(weeks worked), urban residence.
Q – ln($/pupil).

c. Stated findings
The returns to Q are positive and significant for whites and blacks in both census years;
they are generally higher for blacks, higher in 1960, and higher than the returns to S.

The marginal social rate of return to Q ranges between 5 percent and 18 percent
(depending on race, census year and schooling).

Expenditure measures perform better than the other quality measures.

3. Nechyba (1990)

a. Data
Earnings source: 1950–1980 Census summary tables. Data collected for whites and

blacks at the state-level for the 25–34, 35–44, 45–54 and 55–64 age cohorts.
Quality source: Biennial Survey as well as data extracted from published and unpub-

lished research.
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Quality variable: Expenditures on teacher salary per pupil (expressed as a ratio of black
to white expenditures).

b. Model
y = Xβ + δS + θQ + ε.

y – median annual earnings.
S – median education.
X – percent in urban residence, fraction of cotton picked manually in the last 5 and

10 years (Cotton5, Cotton10), and the number of discrimination charges filed
with the EEOC relative to the black labor force (AA).

Observations are at the state level. All variables except AA and COTTON are ratios of
the values for blacks relative to that for whites.

c. Stated findings
Q has a positive and significant effect on earnings.

Almost half of the closing gap in earnings ratios between whites and blacks is at-
tributable to changes in the relative school quality between blacks and whites.

4. Card and Krueger (1992a)

a. Data
Earnings source: 1980 Census.
Earnings sample: White males born in the 48 states or DC between 1920 and 1949 and

living in the 50 states or DC. Those with imputed values for age, race, sex, education,
weeks worked, or earnings are excluded as are those reporting no weeks worked.
Those with annual income less than $101 or with weekly wages less than $36 or
more than $2,500 are also excluded.

Quality source: Biennial Survey and Digest of Education (many years).
Quality variables: P/T ratio, term length, and teacher wage (normalized by state aver-

age wages and divided by the national average in the year). Other measures examined
include: percent male teachers, teacher experience, teacher education, private school
attendance, and the difference in the P/T ratio between Catholic and public schools.

b. Model
(1) y = X1β1 + SΔδ1 + SΓ δ2 + ε,
(2) δ1 = X2β2 + Qθ + υ.
Stage 1 regressions are run separately for each 10-year birth cohort. Stage 2 regres-

sions are weighted by the inverse variance of the dependent variable.
y – (the log of) 1979 weekly wages.
S – years of schooling truncated at the 2nd percentile for the cohort in the state

where born. Δ and Γ represent state-of-birth and region-of-residence indica-
tors.
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X1 – experience, experience squared, marital status, SMSA status, state-of-birth and
state-of-residence indicators.

X2 – cohort indicators and (in their preferred specification) state-of-birth indicators.
Extensions:
1. Adds median education, (log) per capita income of parents’ generation, percent of

high school graduates and percent of college graduates in the Stage 2 regressions.
2. A reduced-form model that includes Q and excludes S in Stage 1 (all cohorts

combined, without cohort indicators).

c. Stated findings
The coefficients on the quality measures are, in general, correctly signed and statistically
significant.

The inclusion of family background, labor supply factors (the education distribution
of the labor force), and additional quality measures do not change the conclusions from
the basic model.

The state-of-birth intercepts are negatively correlated with Q and S is positively cor-
related with Q. The positive correlation with S more than offsets the negative correlation
with the state-of-birth intercepts so that there is no evidence of a negative effect of
school quality in the lower tail of the earnings distribution.

Estimates of the impact of Q on Y from the reduced-form models are 30–40 percent
larger than in the two-stage models.

5. Card and Krueger (1992b)

a. Data
Earnings source: 1960–1980 Censuses.
Earnings sample: White and black males born in 18 Southern states (including DC),

living in the metro areas of nine Northern states. See Card and Krueger (1992a) for
exclusions based on imputations and wages.

Quality source: Biennial Survey, 1920–1954 and Southern Education Reporting Ser-
vices publications for the 1955–1966 data.

Quality variables: P/T ratio, term length, and teachers’ wages.

b. Model
(1) y = Xβ + SΔδ + ε,
(2) δ = X2β2 + θQ + υ.
Stage 1 is run separately by race, Census year and 10-year birth cohort. The Stage 2

regressions are weighted by the inverse variance of the dependent variable. Card and
Krueger (1992a) also estimate a reduced-form model that includes Q directly in Stage 1
and excludes S.

y – (the log of) weekly wages.
S – years of schooling, Δ represents state-of-birth indicators.

X1 – experience, experience squared, state-of-residence and state-of-birth indicators.
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X2 – race by cohort indicators, race by census year indicators, and state-of-birth in-
dicators.

c. Stated findings
The primary model includes only the P/T ratio, which has a positive and significant
effect on earnings.

When teacher salaries and term length are added, the coefficient on teacher salaries
is consistently positive and significant under various specifications, but the coefficients
on P/T ratio and term length change signs depending upon the specification.

School quality changes explain 50–80 percent of the change in the relative black/white
return to education between the 1910 and 1940 birth cohorts.

6. Heckman, Layne-Farrar and Todd (1996)

a. Data
Earnings source: 1970–1990 Censuses.
Earnings sample: Parallels the Card and Krueger (1992a) sample restrictions with ad-

justments made for each Census year given real dollar amounts and the variables
available.

Quality source: Biennial Survey, Digest of Education, and state reports.
Quality variables: P/T ratio, term length, and teachers’ wages (normalized by regional

average wage). Variables are adjusted given the timing of desegregation.

b. Model
(1) y = X1β1 + SΔδ1 + SΓ δ2 + ε,
(2) δ1 = X2β2 + Qθ + υ.
See Card and Krueger (1992a) for a description of the variables.
Extensions:
1. Examines the effect of Q on the state-of-birth intercepts.
2. Examines sheepskin effects by adding interactions between some college and col-

lege graduate by state-of-birth indicators and by region-of-residence indicators.
3. Adds region-of-residence by region-of-birth indicators in Stage 1.
4. Adds region-of-residence by Q interactions and migration distance in Stage 2.

c. Stated findings
Correlations within region of residence (ROR) between region of birth (ROB) average
wages and ROB averages of the quality measures are weak and inconsistent. However,
rankings of ROB average wages within ROR show some consistency across ROR, espe-
cially for those with four or more years of college. This supports the existence of early
environmental factors, but not school quality measures.

The correlation between state-of-birth (SOB) intercepts from Stage 1 and Q is neg-
ative. Examining only the effect of Q on S will overstate the total impact of Q on
earnings.
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Sheepskin effects are important, i.e. there are discrete jumps in the return to education
for those with some college and those with 4 or more years of college.

ROB by ROR indicators (in Stage 1) are significant and reduce the impact of Q

on earnings. This suggests that selective migration is an important issue. “Because of
this . . . interaction, . . . no unique quality effect on returns to education can be defined
independently of the market in which it is used”.

When ROB by ROR interactions and sheepskin effects are included in Stage 1, “the
only support for an effect of school quality on earnings is through the return to college
education”.

Allowing the effect of Q to vary by ROR and adding migration distance in the sec-
ond stage weakens (and sometimes reverses) the impact of Q and reveals that the effects
of Q vary across regions, with the exception of teacher salary, which is positive, signif-
icant, and not statistically different across regions.

Q is positively correlated with the percentage of college graduates, is weakly corre-
lated with the percent of high school graduates, and is negatively correlated with high
school dropout rates.

B. The National Longitudinal Survey of Young Men/Young Women
(NLS-YM/YW)11

1. Link and Ratledge (1975a)

a. Data
Earnings source: NLS-YM conducted in 1967.
Earnings sample: Males ages 15–25 out of school at least one year with positive earn-

ings.
Quality source: NLS-YM.
Quality variable: $/pupil in ADA in 1968 in the district where attended high school.

b. Model
y = Xβ + δS + θQ + Fπ + Aϕ + ε.

Model run separately for whites and blacks and then run with both groups combined
including a race indicator.

y – 1967 annual earnings.
S – years of schooling.
X – experience [minimum of (age-education-6) and (age-16)], hours worked, marital

status, occupational knowledge test.
F – Duncan index of father’s occupation and whether had access to newspapers,

magazines or a library card at age 14.
A – IQ.

11 Link, Ratledge and Lewis (1980) examine the NLS-YM and the PSID.
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c. Stated findings
The coefficient on Q is positive and significant in all models and the internal rate of
return associated with additional expenditures is higher for blacks than whites.

The coefficient on “black” in the total population regression is not significant.

2. Link and Ratledge (1975b)

a. Data
Earnings source: NLS-YM conducted in 1968.
Earnings sample: Males ages 16–26 out of school at least one year.
Quality source: NLS-YM.
Quality variable: $/pupil in ADA in 1968 in the district where attended high school.

b. Model
y = Xβ + δS + θQ + Fπ + Aϕ + ε.

Model estimated separately for whites and blacks.
y – (the log of) 1968 annual earnings.
S – years of schooling.
X – experience [minimum of (age-16) and (age-S-5)], experience squared, urban

residence (integers from 1 to 6), the log of hours worked last year.
F – residence at age 14 (integers from 1 to 6 representing urbanness).
A – IQ.
Q – ln($/pupil).

c. Stated findings
This study parallels Johnson and Stafford (1973) using district-level expenditure data
and reports similar findings.

The coefficient on Q is positive and significant for both whites and blacks and the
return-to-quality is higher for blacks than for whites.

The omission of A from the equation causes the return-to-education to be overstated
by 15 percent and the return-to-quality to be overstated by 10 percent.

3. Parnes and Kohen (1975)

a. Data
Earnings source: NLS-YM conducted in 1968.
Earnings sample: Males ages 14–24 in 1966 with at least 8 years of schooling, not

currently enrolled, and currently employed.
Quality source: NLS-YM.
Quality variables: An index constructed by the authors that includes the availability of

library facilities, P/T ratio, counselors/100 students, and starting teacher’s salary.
(Construction not described by authors.)



840 R. Speakman and F. Welch

b. Model
y = Xβ + δS + θQ + Fπ + Aϕ + ε.

Model estimated separately for blacks and whites.
y – 1968 hourly earnings.
X – experience, health, South, SMSA, an occupational knowledge test (with three

components).
S – years of schooling.
F – a constructed index based on father’s education, mother’s education, father’s oc-

cupation, education of oldest older sibling; and availability of reading materials
in the home.

A – IQ.

c. Stated findings
The coefficient on Q is positive but not significant for blacks and is negative and not
significant for whites. However, the occupational knowledge test, the primary focus of
their study, has a positive and significant effect on earnings.

This study also examines the determinants of the occupational knowledge test, in-
cluding Q (counselors per 100 pupils in the high school) which has a negative effect
(higher quality leads to lower test scores) in three of the four specifications and the
coefficient on Q is never statistically significant.

4. Link, Ratledge and Lewis (1976)

a. Data
Earnings source: NLS-YM conducted in 1969.
Earnings sample: Males ages 17–27 out of school at least one year.
Quality source: NLS-YM.
Quality variable: $/pupil in ADA in 1968 in the district where attended high school.

b. Model
y = Xβ + ηSQ + γ S ∗ Exp + ε.

Model estimated separately for blacks and whites.
y – (the log of) 1969 annual earnings.
S – years of schooling.
X – ln(weeks worked), experience [minimum of (age-education-5) and (age-16)],

and experience squared.
Q – ln($/pupil).

c. Stated findings
This study examines the “vintage effect” of Q (the changing relative quality of educa-
tion for blacks and whites over time) on black/white wage ratios.

The schooling by quality interaction is positive and statistically significant for both
blacks and whites (evidence of a vintage effect), where as the schooling by experience
interaction is not statistically significant (no evidence of a life cycle effect).
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5. Jud and Walker (1977)

a. Data
Earnings source: NLS-YM conducted in 1970.
Earnings sample: Males ages 18–28 out of school at least one year with positive earn-

ings.
Quality source: NLS-YM.
Quality variable: $/pupil in ADA in 1968 in the district where attended high school.

b. Model
(1) A = X1β1 + Qθ1 + F1π1 + ε1,
(2) S = X1β2 + Qθ2 + F1π2 + Aϕ2 + ε2,
(3) y = X2β3 + Sδ3 + Qθ3 + F2π3 + Aϕ3 + ε3.
y – 1970 annual earnings.
S – years of schooling.

X1 – race.
X2 – race, experience, experience squared, a vocational tech indicator, marital status,

ability to work indicator, hours/week, South, and SMSA.
F1 – Duncan’s index of father’s occupation, size of community at age 14 (1 =

farm, . . . , 6 = 100,000+), father’s education, mother’s education.
F2 – Duncan index of father’s occupation.
A – IQ.

c. Stated findings
The coefficient on Q is a statistically significant and positive determinant of ability, but
not of schooling or earnings directly; this suggests that the impact of Q is transmitted
through a sequential process.

6. Link, Ratledge and Lewis (1980)

a. Data
Earnings source 1: NLS-YM conducted in 1971 [updated from Link, Ratledge and

Lewis (1976)].
Earnings sample 1: Males ages 19–29 who worked at least 30 weeks, at least 30 hours

per week, had positive wages, and were not in school.
Earnings source 2: PSID 1968–1972. Designed to match Akin and Garfinkel (1980),

male household heads, ages 30–55 excluding self-employed and those with no earn-
ings. Several data handling errors committed by Akin and Garfunkel (AG) are cor-
rected.

Quality source: NLS-YM and the Biennial Survey for 1930, 1940, 1950, 1960.
Quality variables: $/pupil in 1968 in the district where attended high school

(NLS-YM). $/pupil (Biennial Survey) was matched to the PSID based on state of
residence at age 12 (linearly interpolated) to replicate AG.
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b. Model
(AG) y = Xβ1 + δ2S + γ1S ∗ Exp + θ1Q + η1SQ + ε1,

(LRL–A) y = Xβ2 + γ2S ∗ Exp + η2SQ + ε2,
(LRL–B) y = Xβ3 + δ3S + γ3S ∗ Exp + η3SQ + ε3.
Regressions are run separately for blacks and whites.
NLS-YM:

y – (the log of) 1971 hourly wage race.
X – experience [minimum of (age-S-5) and (age-16)], experience squared.
F – father’s education.
A – IQ.
Q – ln($/pupil).

PSID: See AG (1980).

c. Stated findings
This study examines the “vintage effect” of Q on earnings for blacks and whites in
response to AG and its findings run counter to those of AG (1980).

Using the NLS-YM, the returns to Q are positive and significant in all models (except
the AG equation for blacks where they may or may not be jointly significant) and the
elasticities range between 0.13 and 0.23 and are, in general, slightly higher for blacks.
The returns to schooling are comparable for young blacks and whites, but unfavorable
for older blacks relative to older whites.

Using the PSID, the returns to Q are also positive and significant in all models (jointly
in the AG model) and the elasticity estimates range from 0.14 to 0.32. Returns to school-
ing are favorable for younger blacks and unfavorable for older blacks relative to whites
of the same ages.

7. Tremblay (1986)

a. Data
Earnings source: NLS-YM conducted in 1976.
Earnings sample: Males ages 24–34 working full-time (35–40 hrs/week) and not en-

rolled in 1976. Wages are adjusted for regional (South, non-South, metro, nonmetro)
cost-of-living differences.

Quality source: NLS-YM? (Source not mentioned.)
Quality variables: $/pupil in primary and secondary school and $/pupil in 1970–1971

at the most recently attended college. ($/pupil amounts are adjusted for regional cost-
of-living differences and time using the CPI deflator.)

b. Model
y = Xβ + δS + θPS(QPS × SPS) + θc(QC × SC) + ε.

Regressions run separately for the South and the non-South.
y – (the log of the) hourly wage rate.
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S – years of schooling, SPS is years of primary and secondary education, SC is years
of college.

X – seniority at current job, age, race, marital status, union, SMSA, industry (11 val-
ues), occupation (10 values), and whether participated in an occupational train-
ing program.

A – IQ.
Q – ln($/pupil).

c. Stated findings
The coefficients on Q (both pre-college and college) are positive in both the South and
the non-South regressions, but are only significant in the South.

Estimated elasticities are higher in the South and for primary and secondary expen-
ditures than for college expenditures.

8. Altonji and Dunn (1996)

a. Data
Earnings source: NLS-YM and NLS-YW. Utilizes all surveys through 1981 for the YM

and through 1988 for the YW.
Earnings sample: Males ages 14–24 in 1966 and females ages 14–24 in 1967 who were

at least 24 years old at the time of the survey, not enrolled (and did not return to school
that year), with wages above $1.5/hour in 1982–1984 dollars and with valid school
quality data.

Quality source: NLS-YM and NLS-YW.
Quality variables: P/T ratio, starting wages of teachers with a B.S., $/pupil, and a

composite measure constructed by the NLS. Also examines enrollment, percent dis-
advantaged, and percent dropping out.

b. Model
y = Xβ + Sδ + SZγ + Qθ + SQη + Fπ + ε.

The model is also estimated including (A × S) and using differences in residence at
age 14 as an instrument for differences in Q. All variables except Q are interacted with
gender.

y – (the log of) hourly earnings.
S – years of schooling minus 12 (cubic).
X – year indicators, experience (quartic), female, South, SMSA.
Z – mother’s education, father’s education.
F – two specifications: (1) family indicators or (2) number of siblings, black, and

two parents in household at age 14.
A – IQ (model run with and without).

c. Stated findings
While the level effects (Q not interacted with S) are all correctly signed and significant
(except P/T ratio), the coefficients on the interactions of Q with S are generally (6 of
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8 estimates) perversely signed.
Adding an indicator for each family increases the coefficients on the quality variables.
Adding ability and an ability by schooling interaction has very little effect on the

quality estimates.
The coefficients on Q are identified by movers within family in the specification with

family indicators. IV estimates using city size as an instrument result in correctly signed
level and interaction estimates, except for the P/T ratio by S interaction.

“We find that teachers’ salaries, expenditures per pupil, and a composite index of
school quality indicators have a substantial positive effect on the wages of high school
graduates.”.

9. Betts (2001)

a. Data
Earnings source: NLS-YW, includes all surveys between 1966 and 1991 (ages 14–24

in 1967).
Earnings sample: Black and white women ages 18 or more and not in school.
Quality source: NLS-YW from the 1968 survey.
Quality variables: $/pupil, P/T ratio, starting wages of teachers with a B.S., and library

books per student. (Dollar amounts are adjusted by survey administrators for cost-of-
living differences between cities.)

b. Model
y = Xβ + Qδ + Fγ + ε.

Models run separately for blacks and whites. Also examines a model with age inter-
acted with Q.

y – (the log of) hourly wages.
X – age, age squared, marital status, number of children, year indicators, and an

inverse Mills ratio (from a probit model of labor force status).
F – whether educated in a large city (25k+), whether educated in the South, census

region where educated, father’s education, mother’s education, Duncan index of
family head, and number of siblings in 1968.

The model does not include years of schooling.

c. Stated findings
Elasticities are higher for black women than for white women. P/T ratios and
books/pupil are significant in both regressions, although correctly signed for blacks
and perversely signed for whites.

When outliers are omitted, all four measures are significant for blacks, with no mean-
ingful changes in the results for whites.

The effects of Q generally weaken with age.
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C. The National Bureau of Economic Research – Thorndike and Hagen data
(NBER–TH) matched to the Biennial Survey and various college data sources

1. Wales (1973)

a. Data
Earnings source: NBER–TH.
Earnings sample: No restrictions mentioned.
Quality source: The Gourman Report.
Quality variables: The Gourman ranking (averaged across departments) was divided

into quintiles and matched to the undergraduate and graduate institution attended.

b. Model
y = Xβ + ηSQ + Fπ + Aϕ + ε.

y – 1969 monthly earnings.
X – whether a college teacher, whether other teacher, religion indicators, age and

marital status.
S – indicators for some college, bachelor’s, some graduate training, master’s degree,

and Ph.d. interacted with quintiles of the undergraduate and graduate Gourman
index (two separate indexes). Only significant interactions are included.

F – indicators for quintiles of a composite hobbies index, family income, pre-1943
schooling, math ability, father’s education, and other characteristics.

A – indicators for quintiles of a “mathematical factor” taken from a factor analysis
of 17 ability tests.

c. Stated findings
This study examines the effect of college quality on earnings.

Quality is a positive and significant determinant of earnings at both the graduate and
undergraduate levels.

This may capture increases in marginal productivity, screening by firms, or omitted
ability variables.

The quality of undergraduate training is positively (but weakly) correlated with grad-
uate training.

2. Solmon (1975)

a. Data
Earnings source: NBER–TH.
Earnings sample: Respondents with at least some college.
Quality source: Various sources including Cass and Birnbaum’s Comparative Guide

of American Colleges, Astin’s Who Goes Where to College, The Gourman Report,
Carter’s An Assessment of Quality in Graduate Education, etc. Quality variables are
matched to the most recently attended college.
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Quality variables: Quality of instruction includes average faculty salary; expenditures
on instruction, research and library facilities per full-time equivalent student; T/P ra-
tio; income and expenditures per pupil; and the Gourman index (overall and acad-
emic). Quality for students includes SAT scores, Astin’s intellectualism index and
Astin’s selectivity index.

b. Model
y = Xβ + δS + θQ + Aϕ + ε.

y – (the log of) 1969 annual earnings.
S – years of schooling.
X – experience, experience squared.
A – IQ.
Extensions examine data by schooling levels, 1955 earnings, and include general

occupation categories.

c. Stated findings
This study examines the effects of college quality on earnings.

Each quality variable is significant when examined in isolation. When entered si-
multaneously, faculty salary and peer effects (SAT verbal score) appear to be the most
important components of college quality.

The impact of Q increases with experience.
Extra schooling has a greater impact for those from lower quality undergraduate in-

stitutions.
The return to graduate school quality is higher for those who attended higher quality

undergraduate institutions.
The coefficients on Q change only slightly when family background variables are

included.

3. Wachtel (1975)

a. Data
Earnings source: NBER–TH.
Earnings sample: Excludes those who are airplane pilots, are unmarried, are in poor

health, attended private or parochial schools, have earnings less than $4,000 or more
than $75,000 (in 1958$) in 1955 or less than $5,000 or more than $75,000 in 1969
and those for whom school expenditure data could not be matched.

Quality source: Biennial Survey, district-level elementary and high school expenditures
per pupil for 1936–1938. The Gourman Report, Office of Education data for college
expenditures, National Research Council (NRC) data for the high school attended.

Quality variables: Primarily examines $/pupil for pre-college education, but also ex-
amines P/T ratio, teachers’ wages, teachers’ wages relative to state median income,
enrollment per building, term length, and expenditures on texts and other instruc-
tional expenses. College quality measures include the Gourman index and $/student
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at the college attended. The NRC data (matched for a sub-sample and using data from
the actual high school attended) includes size of graduating class, percent of teacher’s
with a graduate degree, and percent of high school graduates with Ph.d.’s.

b. Model
(1) A = Qθ1 + F1π1 + ε1,
(2) S = X1β2 + Qθ2 + F1π2 + Aϕ2 + ε2,
(3) y = X2β3 + Sδ3 + Qθ3 + F2π3 + Aϕ3 + ε3.
y – (the log of) annual earnings in 1969 (also examines 1955 earnings).
S – years of schooling.

X1 – age.
X2 – experience and ln(hours worked per week).
F1 – number of siblings, mother’s education and father’s education.
F2 – father’s education.
A – a composite of various test scores (ability).

Extensions: including median income where grew up, examining the impact of Q by
city size and ability, including college quality (expenditures and Gourman index),
including 1955 earnings in the 1969 earnings equation, and a fuller model with occu-
pation, religion, and additional family variables.

c. Stated findings
This study examines the effects of both college and pre-college school quality on earn-
ings.

The effect of $/pupil is positive, but insignificant, in (2) and positive and significant
in (1) and (3). The rate-of-return to school spending is 12.6 percent.

All nonexpenditure quality variables are significant in the earnings equation, except
for the P/T ratio.

Q has a larger impact in large cities and for those with lower values of A.
Pre-college expenditures are positively correlated with college quality and both pre-

college quality and college quality have positive and significant effects on earnings.
Q has a smaller impact on earnings earlier in the career. Q and the rate of growth of

earnings are positively correlated.
The coefficients on all three variables in the NRC data (school-level information) are

positive and statistically significant.

4. Link and Ratledge (1976)

a. Data
Earnings source: NBER–TH.
Earnings sample: Excludes airline pilots, those in poor health, farm proprietors, if sin-

gle, graduates of nonpublic high schools, and those with earnings less than $75,000
or more than $5,000 in 1969.

Quality source: Biennial Survey, 1936–1938.
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Quality variable: $/pupil at the district and state levels.

b. Model
y = Xβ + δS + θQ + Aϕ + ε.

y – (the log of) 1969 annual earnings.
S – years of schooling.
X – experience.
A – IQ.

c. Stated findings
This study is done in response to Akin and Kniesner’s (1976) claim that it is unclear
whether district-level or state-level data on Q contains less measurement error.

Both state-level and district-level expenditures have positive and significant effects
on earnings.

The estimates using the district-level expenditures are higher with larger t-statistics
than those using state-level expenditures. This is consistent with larger measurement
error in the state-level data.

5. Wachtel (1976)

a. Data
Earnings source: NBER–TH.
Earnings sample: Excludes airplane pilots, those with no earnings or earnings less

than $75,000, those in poor health, those without schooling variables, and private
school attendees.

Quality source: Biennial Survey, 1936–1938 for pre-college measures and Office of Ed-
ucation data for post-secondary measures.

Quality variables: $/pupil (elementary and high school) in the district attended (1958$,
adjusted using the deflator for state and local government purchases) and $/pupil
in 1962–1963 at the college attended (1958$) for both undergraduate and graduate
training.

b. Model
y = Xβ + δS + θQ + Fπ + Aϕ + ε.

Estimates run by level of schooling (12, 13–15, 16, 16+) and for all levels combined.
y – (the log of) 1969 annual earnings. (Also examines 1955 annual earnings.)
S – years of schooling (where levels can vary) and indicators for 12+ and 16+ years

completed included in regressions with all levels combined.
X – experience, experience squared.
F – father’s education.
A – an ability test score.
Q – pre-college, college and graduate expenditures.
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c. Stated findings
This study examines the effects of pre-college, college and post-college school quality
on earnings.

Pre-college, college and graduate spending all have positive and significant effects on
earnings. The rates of return are 10–15 percent for pre-college expenditures, 10–19 per-
cent for college expenditures, and 14 percent for graduate school expenditures.

D. The Panel Survey of Income Dynamics (PSID) matched to the Biennial Survey
of Education

1. Morgan and Sirageldin (1968)

a. Data
Earnings source: PSID. Described as a national sample of 1,525 family heads inter-

viewed in 1965. (Source never explicitly referenced by authors.)
Earnings sample: Household heads with positive earnings in 1964 that attended school

between 1910 and 1963 and had information for where grew up. Self-employed work-
ers and those owning farms are excluded. This study includes both males and females
and whites and minorities.

Quality source: Biennial Survey (1929–1930, 1939–1940 and 1949–1950). They also
examine the Cass and Birnbaum college ranking for college quality. Not stated how
college measures are mapped to workers.

Quality variable: $/pupil in ADA averaged across the three decades above and deflated
for price changes (deflator not described by authors).

b. Model
(1) y = Xβ + δS + ε,
(2) ¯̂ε = α + θQ + υ.
The authors estimate Stage 1 and then regress the average state residuals on Q in

Stage 2.
y – 1964 hourly earnings.
X – age, race, sex, and whether grew up on a farm.
S – years of schooling.¯̂ε – the average residual for each state, computed from individual’s residuals in

Stage 1.

c. Stated findings
The coefficient on Q is positive and statistically significant with a rate-of-return of
over 15 percent.

Findings could be due to omitted family variables.
There is also a positive correlation between college quality and earnings.
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2. Johnson and Stafford (1973)

a. Data
Earnings source: PSID. (Described as Survey Research Center data, 1968 Survey.)
Earnings sample: Excludes African-Americans, females, retirees, farmers, self-

employed, those NILF, and those with no earnings in 1964.
Quality source: Biennial Survey, 1957–1958. Utilizes data for 1929–1930, 1939–1940

and 1949–1950.
Quality variables: $/pupil in ADA for elementary students (derived from the value for

elementary and high school combined), deflated using the price deflator for state and
local government expenditures.

b. Model
y = Xβ + δS + θQ + Fπ + ε.

y – (the log of) 1964 hourly earnings.
X – experience (age-educ-7), experience squared, whether urban residence.
S – years of schooling.
F – whether grew up in an urban area.
Q – ln($/pupil).

c. Stated findings
The coefficient on Q is positive and statistically significant with an elasticity of 0.198
and rates-of-return between 11 percent and 21 percent.

The return to years of schooling doesn’t change when Q is added to the model.
The returns to school quality are higher than the returns to schooling.
Quality is also positively correlated with the amount of schooling attained.

3. Akin and Garfinkel (1977)

a. Data
Earnings source: PSID conducted in 1972 (includes 1968–1972 data).
Earnings sample: Male household heads ages 30–55 in 1972 that are not self-employed

and that have earnings. Per capita income (PCY) by state is taken from the
1930–1960 Censuses. All monetary values (y, Q and PCY) are deflated over time
and by state.

Quality sources: Biennial Survey for 1930, 1940, 1950 and 1960.
Quality variable: $/pupil (by race where available). Off census years are linearly in-

terpolated and workers are assigned the value for the state where they lived when
age 12.

b. Model
(1) A = Qθ1 + F1π1 + ε1,
(2) V = X1β1 + Qθ2 + F1π2 + Aϕ2 + ε2,



Ch. 13: Using Wages to Infer School Quality 851

(3) S = X1β3 + Qθ3 + F2π3 + Aϕ3 + V γ3 + ε3,
(4) y = X2β4 + Sδ4 + Qθ4 + F3π4 + Aϕ4 + V γ4 + τ4S ∗ Exp + ε4.
All models are run separately for whites and blacks. Earnings models are run with

and without PCY. Also examines the impact of using different deflators on earnings and
adding the variables city size and area wage.

y – (the log of) the average hourly wage rate from 1968–1972 (also examines aver-
age annual earnings).

S – years of schooling.
X1 – age.
X2 – experience (age-S-6), experience squared.
F1 – father’s income, father’s education, whether middle income, whether upper in-

come, number of siblings, whether father owned or operated a farm.
F2 – F1 and whether grew up in a city.
F3 – F2 excluding number of siblings.
A – an achievement orientation index score.
V – a test of verbal ability.
Q – ln($/pupil).

c. Stated findings
$/pupil has a positive and significant effect in (2)–(4) and a positive, but insignificant
effect in (1).

Including PCY reduces the impact of Q, becoming insignificant in all equations,
except for the black earnings equation.

4. Akin and Garfinkel (1980)

a. Data
Earnings source: PSID conducted in 1972 (includes 1968–1972 data).
Earnings sample: Male household heads ages 30–55 that are not self-employed and

that have positive earnings. All monetary values (y,Q) are deflated over time and by
state.

Quality sources: Biennial Survey for 1930, 1940, 1950 and 1960.
Quality variable: $/pupil (by race where available). Off census years are linearly in-

terpolated and workers are assigned the value for the state where they lived when
age 12.

b. Model
(AG) y = Xβ1 + δ1S + γ1S ∗ Exp + θ1Q + η1SQ + Fπ1 + Aϕ1 + ε1,

(LRL) y = Xβ2 + γ2S ∗ Exp + η2SQ + Fπ2 + Aϕ2 + ε2.
Regressions are run separately for whites and blacks.
y – (the log of) the average hourly wage rate, 1968–1972.
S – years of schooling.
X – experience [minimum of (age-S-5) and (age-16)], experience squared.
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F – father’s income; grew up poor, middle class, or rich; father’s education; grew up
on farm.

A – IQ (from a sentence completion test); achievement motivational index.

c. Stated findings
This article examines the “vintage effect” of Q (the change in the quality of black
schools relative to white schools) on black/white wage ratios in response to Link, Ra-
tledge and Lewis (1976).

The coefficients on Q in (AG) and SQ in (LRL) are positive and significant in both
models; however, the SQ interaction coefficients are negative and insignificant in the
(AG) equation. The negative interaction term is not large enough to offset the positive
levels effect for all practical levels of schooling.

E. The National Longitudinal Survey of Youth 1997 (NLSY79)12

1. Betts (1995)

a. Data
Earnings source: NLSY79 conducted in 1990 (includes observations from 1979 through

1990).
Earnings sample: Includes white males ages 17 or more with positive earnings, who

attended public high school, living in the 50 states or DC, and that have nonmissing
values for wage, race and sex. The military sub-sample is excluded. (This study also
examines various subpopulations.)

Quality source: NLSY79. (Data is for the most recently attended HS if 17 or older in
1979, matched by school to those under 17 in 1979 where possible.)

Quality variables: T/P ratio, starting teachers’ wages for those with a B.S. (relative to
per capita earnings in the state), and percent of teachers with a graduate degree.

b. Model
y = Xβ + δS + Γ S + θQ + ηSQ + ε.

y – (the log of) weekly wages (also examined hourly and annual with similar results,
not reported).

S – years of schooling; Γ represents nine region-of-residence indicators.
X – experience (quartic), SMSA, marital status, region-of-residence and year indi-

cators.

12 Betts (1996) uses both the NLSY79 and the U.S. Census.
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c. Stated findings
When school indicators are included (with Q omitted), they are jointly significant;
schools matter.

However, the quality measures are not significant in the intercepts (not interacted with
other variables) or when interacted with years of schooling.

These results are robust within various sub-samples of the population, in reduced-
form estimates (without years of schooling), and when additional quality measures are
included.

When state-level measures (from the Biennial Survey) are included, the coefficient on
the T/P ratio is positive and significant and the coefficient on teachers’ wages is positive
and insignificant.

2. Betts (1996)

a. Data
Earnings source 1: 1970 and 1980 Census.
Earnings sample 1: Same as in Card and Krueger (1992a) except that the age restric-

tions vary across calculations. The 1970 Census restrictions parallel the 1980 Census
restrictions with real wage adjustments calculated using the CPI.

Earnings source 2: NLSY79.
Earnings sample 2: Same as Betts (1995).
Quality source: Biennial Survey, Digest of Education and the NLSY79.
Quality variables: T/P ratio, teachers’ wages relative to teachers’ wages in the census

region, and percent of teachers with a graduate degree (from the NLSY79). T/P ratio
(attendance based), T/P ratio (enrollment based), term length, and relative teacher’s
salary (from the Biennial Survey and the Digest of Education).

b. Model
(1) y = X1β1 + ε,
(2) λ = X2β2 + θQ + ηQS + SΓ δ + υ.
Stage 1 is run for white males ages 40–55 using the 1980 Census. Stage 2 is run

using the NLSY79 sample with the coefficients on the occupation indicators (λ’s) from
Stage 1 matched to the NLSY79 respondents given their occupation. The second stage
regression weights observations by the square root of the sampling variance of the oc-
cupation coefficients.

y – (the log of) 1979 weekly wages.
S – years of schooling. Γ represents region of residence indicators.

X1 – age, age squared, marital status, SMSA, 503 occupational indicators.
X2 – experience (quartic), marital status, SMSA, and census region.
Q – T/P ratio, relative teacher salary, percent of teachers with a graduate degree.

Extensions:
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1. Estimates Stage 1 for each occupation including age, marital status, and SMSA
in X1. The age coefficients are then substituted for the occupational indicators in
Stage 2.

2. Stage 2 is estimated substituting the Duncan socioeconomic index for each re-
spondent’s occupation (λ) in Stage 2.

Betts also re-estimates the Card–Krueger model using their main specification and the
1980 Census data with the age range extended to 20–59 so as to overlap the ages of re-
spondents in the NLSY79. In Stage 2 of their procedure, Betts includes age (in five-year
cohort bands, 20–24, 25–29, . . . ) by Q interactions and tests whether the coefficients
are significantly different for younger workers. Extensions to this model examine the
1970 Census alongside the 1980 Census and tests for differences in the return to educa-
tion within cohorts between these two years.

c. Stated findings
Most of the studies that fail to find that school spending has a significant impact on
earnings examine younger workers; those that find that school spending has a signifi-
cant impact on earnings examine samples that include older workers. If the impact of
school spending only manifests itself later in the work career, this would explain the
discrepancy in findings.

School inputs are not statistically significant predictors of mid-career earnings esti-
mated by occupational differentials; they are not statistically significant predictors of
the age-earnings profile within workers’ chosen occupations; and they are not strongly
related to a workers’ occupational status (Duncan index).

Using Census data and the Card–Krueger model, the effects of school quality are not
weaker for younger workers.

“. . . age dependence [of the impact of school inputs] is not the main explanation for
the divergent results in the literature on the link between school resources and earnings”.

3. Griffin and Ganderton (1996)

a. Data
Earnings source: NLSY79 conducted in 1990.
Earnings sample: Excluded if hours per week less than 20; no earnings; hourly wages

less than $2; not white, black or Hispanic; or missing Q, F or A.
Quality source: NLSY79.
Quality variable: A composite is constructed which includes the number of library

books, T/P ratio, counselor/pupil ratio, dropout and attendance rates, and the char-
acteristics and salaries of teachers. (Construction not described by the authors.)

b. Model
y = Xβ + δS + θQ + πF + ϕA + ε.

Model estimated separately for each race and for all races combined.
y – (the log of) hourly wages.
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S – years of schooling.
X – experience, experience squared, marital status, urban and regional indicators.
F – father’s and mother’s education, whether single parent family, number of sib-

lings, reading composite (newspapers, magazines, library card).
A – AFQT score adjusted for age and then for differences in Q and F .

c. Stated findings
Q does not have a significant, direct effect on earnings. However, in other regressions
they show that “school quality is an important determinant of ability, and ability is an
important determinant of earnings”. Therefore, Q matters through its impact on A.

4. Strayer (2002)

a. Data
Earnings source: NLSY79. (Includes data from 1979 to 1994.)
Earnings sample: Excludes the military sub-sample, high school dropouts, and those

enrolled in school.
Quality source: NLSY79 for high school characteristics and uses IPEDS for college

characteristics (only used to identify two and four year colleges).
Quality variables: percent of teachers with a graduate degree, P/T ratio, availability of

technical programs, and availability of agricultural programs.

b. Model
(MNL) p = f (X,Q,F,A),
(OLS) y = Xβ + δS + θQ + ε.

(MNL) estimates the probability of attending no college, a 2-year college, or a 4-year
college using a multinomial logit and (OLS) estimates separate wage equations using
OLS for those with no college, those with 2 years of college and those with 4 years of
college.

MNL:
X – sex, race, marital status, 2-year college tuition, 4-year college tuition, year indi-

cators.
F – family income, mother’s education, father’s education, number of siblings, and

whether foreign born.
A – AFQT percentile score.
Q – quality variables plus attendance rate and dropout rate of high school.
OLS:
y – (the log of) hourly wages.
S – highest grade completed.
X – race, sex, marital status, region (4 values), SMSA, PT/FT, union, experi-

ence (quartic), year and industry indicators, and the selection parameters from
(MNL).

Q – quality variables plus the P/T ratio squared.
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c. Stated findings
Q has a positive and significant effect on the probability of college attendance and on
the type of college attended. College choice affects post-school earnings.

The direct effect of Q on earnings is positive but insignificant.
“The results suggest that high school quality influences earnings by affecting college

choice behavior, while the direct effect of school quality on earnings is less evident”.

F. High School and Beyond (HSB)13

1. Grogger (1996a)

a. Data
Earnings source: HSB. Earnings in 1986 (seniors), 1988 (sophomores) and 1991 (soph-

omores).
Earnings sample: The senior sample is restricted to full-time workers with positive

earnings in 1986 and hourly wages between $1 and $100 per hour. The sophomore
sample is restricted to those with monthly earnings between $500 and $6,000 and
with at least nine months of employment. Those with values of $/pupil that seem too
low (less than $200/pupil) are also excluded.

Quality source: HSB and NCES.
Quality variable: $/pupil in 1980 and 1982 in the district attended (HSB). State-level

$/pupil in 1979–1980 (NCES).

b. Model
y = Xβ + Qθ + Fπ + ε.

Regressions run separately for seniors and sophomores and for each year for sopho-
mores.

y – (the log of) hourly wages (seniors) and (the log of) monthly wages (sopho-
mores).

X – race, census division where school located, school type (urban, suburban, or
rural), whether school had an alternative-curriculum, whether school is predom-
inantly Hispanic.

F – lived with father, number of siblings, father’s education, family income.
Q – ln($/pupil).
Years of schooling and experience are excluded from the model.

13 Grogger (1996b) uses HSB as well as the National Longitudinal Survey of the High School Class of 1972
(NLS72).
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c. Stated findings
Regressions including district-level expenditures are, in general, positive but insignifi-
cant. Estimates using state-level expenditures are generally higher, but still not signifi-
cant.

IV estimates (using the other year’s district-level $/pupil and, separately, state-level
$/pupil) are higher than the OLS estimates and are significant in some of the compar-
isons. This indicates that measurement error may weaken estimates that use district-
level expenditures.

State-of-birth indicators in regressions that include district-level estimates are jointly
significant. Omitted state effects are important and may bias state-level and state-
instrumented estimates.

“School spending matters, but it matters too little”.

2. Grogger (1996b)

a. Data
Earnings source: HSB (senior cohort) and NLS72. Uses 1986 wages for HSB and 1979

wages for NLS72.
Earnings sample: In the original survey and the follow-up, full-time, not enrolled,

and with hourly wages between $1 and $100 (in 1986$). There are no high school
dropouts in these samples.

Quality source: NLS72 and HSB (data collected from school administrators’ offices).
Quality variables: P/T ratio, term length, whether 30 percent of teachers have a gradu-

ate degree, school size and percent black.

b. Model
y = Xβ + δS + θQ + πF + ϕA + ε.

Regressions run separately for NLS72 and HSB samples.
y – (the log of) hourly earnings.
S – indicators for high school degree, college degree and graduate degree.
X – experience, experience squared, race, region and urban.
F – family income.
A – test scores and grades.

c. Stated findings
The coefficients on P/T ratio and term length are insignificant whereas teacher educa-
tion (NLS72 only), school size and percent black are significant. The effects of school
size are small.

School indicators are jointly significant and greatly increase the explanatory power of
the model (with Q omitted). Including school indicators reduces the black/white wage
differential by 17% in the 1979 data, but increase it by 38% in the 1986 data.

Schools matter, but school characteristics do not explain these effects.
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3. Rivkin (2000)

a. Data
Earnings source: HSB (sophomore cohort).
Earnings sample: Includes black men and women from public schools in large, urban

districts with at least five nonblack students. Excludes those with no earnings.
Quality source: HSB.
Quality variables: P/T ratio and a value added measure constructed from an auxiliary

regression of a 12th grade test score on the 10th grade test score, individual and
family characteristics and school indicators. The school indicators are the value added
measure.

b. Model
y = Xβ + θQ + Fπ + Aϕ + ε.

Model estimated with and without A.
y – (the log of) 1991 monthly earnings.
X – gender, public in-state tuition and unemployment rate in the year of graduation.
F – parental education, family income, and whether school located in the South.
A – a composite of reading and math scores in the 10th grade.
Q – percent of students who are Hispanic, percent of students who are white, P/T ra-

tio, value added measure.

c. Stated findings
The P/T ratio and the school average value added measures are positive and significant
in models both with A and without A included.

In regressions that examine determinants of schooling level completed, the coefficient
on the value added measure was positive and significant and the coefficient on the P/T
ratio was positive but insignificant.

Q had a smaller impact in districts where desegregation was involuntary.

G. Miscellaneous data sources (two or fewer studies using a particular source):
The Postcensal Survey of Professionals (1962), 1968 Urban Problems Survey,
Project Talent, and Minnesota Twin Registry Data

1. Link (1973)

a. Data
Earnings source: Postcensal Survey of Professional and Technical Manpower con-

ducted in 1962 (of persons included in the 1960 Census).
Earnings sample: Currently employed, male chemical engineers with some college

training. Professors are excluded.
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Quality source: Engineers’ Council for Professional Development and Astin’s selectiv-
ity index.

Quality variables: Whether the chemical engineering program or the engineering de-
partment is accredited and Astin’s selectivity index.

b. Model
y = Xβ + δS + θQ + Fπ + Aϕ + ε.

y – 1961 annual earnings (excludes consulting earnings).
X – age, marital status, employer type (government, private, self-employed), region,

whether received formal training, years in present field, and whether published.
S – indicators for 12–15 years, 16 years with no degree, bachelor’s degree, some

graduate study (omitted category), master’s degree, and Ph.d.
F – type of residence when a youth, father’s occupation, and size of high school

graduating class (results not reported).
A – Astin’s intellectualism index.

c. Stated findings
This study examines the effects of college quality on earnings.

The coefficient on Q is positive and statistically significant when A is excluded from
the model.

However, when Astin’s intellectualism index (“a proxy for student ability and moti-
vation”) and Q are simultaneously included in the model, A is positive and significant
whereas the coefficient on Q is positive and insignificant. Higher earnings are primarily
due to ability differences and not school quality differences.

2. Link (1975)

a. Data
Earnings source: Postcensal Survey of Professional and Technical Manpower con-

ducted in 1962 (of persons included in the 1960 Census).
Earnings sample: Male electrical engineers with some graduate schooling, excluding

professors.
Quality source: Allan M. Carter’s index (of faculty rankings) of the quality of graduate

education in the U.S. categorized into five groups (distinguished and strong, good,
adequate, marginal with no Ph.d. program, and not rated).

b. Model
y = Xβ + δS + θQ + Fπ + Aϕ + ε.

y – 1961 annual earnings.
X – marital status, employer type (private, government, self), employment status

(with job, but not at work), region of residence (4 values), whether published,
whether any formal training, years in field, years with firm, age, whether pub-
lished.
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S – indicators for master’s degree and Ph.d.
F – father’s occupation and residence as a youth.
A – Astin’s intellectualism index (3 categories).

c. Stated findings
This study examines the effects of college quality on earnings.

The two highest quintile categories of Q are individually statistically significant and
all quintiles of ϕ are jointly significant.

The effects of higher quality diminish with age.
The typical estimates of the return-to-schooling are overstated by 25–33 percent when

Q is omitted.

3. Morgenstern (1973)

a. Data
Earnings source: 1968 Urban Problems Survey conducted by the SRC. Survey con-

ducted in 15 largely northern cities and two suburbs.
Earnings sample: Excludes self-employed, NILF, and nonrespondents.
Quality source: Source not mentioned, but data is matched by state and decade, sug-

gesting the Biennial Survey.
Quality variables: $/pupil (deflated by the national average for the year). In unreported

results, also examines P/T ratio and teacher salaries.

b. Model
(1) y = Xβ1 + δS + θ1Q + F1π1 + ε1 (direct effect),
(2) S = Xβ2 + θ2Q + F2π2 + ε2 (indirect effect),
(3) y = Xβ2 + θ3Q + F2π3 + ε3 (reduced form).
Regressions are run separately for blacks and whites.
y – hourly wage rates.
X – indicators for gender, experience, and whether living in the South.
S – indicators for 0–7, 8–11, 13–15 and 16+ years of schooling.

F1 – whether father had low education.
F2 – F1 and Duncan index of father’s occupation.

c. Stated findings
In Stage 1, the coefficient on Q is significant for blacks (10 percent rate of return), but
not for whites.

In Stage 2, the coefficient on Q is positively correlated and significant for whites and
blacks and the impact is larger for blacks.

In Stage 3, the coefficient on Q is positive and significant and has a larger impact on
whites’ earnings.

“. . . this study . . . finds that, especially for blacks, the quality of education is econom-
ically important”.
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4. Ribich and Murphy (1975)

a. Data
Earnings source: Project Talent (interview of 9th grade males in 1959 with a follow-up

in 1968).
Earnings sample: Males attending public schools that are not on active military duty

and that answered the education and occupation questions. If still in school, they
answered the degree plan and course of study questions. Includes several extensions
on sub-populations.

Quality source: Project Talent.
Quality variable: $/pupil in the system (elementary and high school) where educated

in the 9th grade.

b. Model
(1) A = Xβ1 + θ1Q + Fπ1 + ε1,
(2) S = Xβ2 + θ2Q + Fπ2 + Aϕ2 + ε2,
(3) y = Xβ3 + δ3S + θ3Q + Fπ3 + Aϕ3 + ε3.
y – final adjusted lifetime earnings (predicted from 1967 annual earnings).
X – race, South.
S – years of schooling (completed or expected, depending on enrollment status).
F – socioeconomic index (contained in the data) and average socioeconomic index

of 9th graders in the same school.
A – TAFQT (similar to AFQT).

c. Stated findings
Although the coefficient on Q is insignificant in (1) and (3), it is positive and significant
in (2). Therefore, “the chief effect of spending differences on lifetime income is found
to work through this school continuation link”.

The rate-of-return to increased educational spending (Q), however, is negative.

5. Behrman, Rosenzweig and Taubman (1996)

a. Data
Earnings source: Minnesota Twin Registry survey conducted in 1994.
Earnings sample: MZ and DZ female twins with earnings data (the authors use the last

available, real wage). Data includes the names of colleges attended by the respon-
dents.

Quality source: CASPAR and Barron’s Guides to 2- and 4-year colleges.
Quality variables: $/student, full-time equivalent enrolled students, students/faculty,

whether grants Ph.d.’s, whether public or private, and mean salaries of full profes-
sors. Specifications also include an indicator for absent faculty salary along with all
other college characteristics (results not reported by the authors).
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b. Model
y = Xβ + Sδ + Qθ + ε.

Model estimated for (1) DZ twins, (2) within DZ twin pairs, (3) within MZ twin pairs,
and (4) a BRT model using DZ and MZ twins. (Not clear what the BRT model is, but it
has 179 variables.)

y – (the log of) full-time earnings.
S – years of schooling.
X – full-time experience.

c. Stated findings
Examines the effect of college quality on earnings.

Attendance at higher quality colleges leads to higher earnings. “The statistically-
preferred estimates suggest that Ph.d.-granting, private universities with well-paid se-
nior faculty and smaller enrollments produce students who have significantly higher
earnings later in life.”.

Those with higher individual and family endowments attend higher quality colleges.
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Abstract

Although there is intense policy interest in improving educational outcomes around the
world, there is much greater uncertainty about how to accomplish this. The primary gov-
ernmental decisions often relate to the resources that are devoted to schooling, but the
research indicates little consistent relationship between resources to schools and student
achievement. Much of the research considers how resources affect student achievement
as measured by standardized test scores. These scores are strongly related to individ-
ual incomes and to national economic performance, making them a good proxy for
longer run economic impacts. But, the evidence – whether from aggregate school out-
comes, econometric investigations, or a variety of experimental or quasiexperimental
approaches – suggests that pure resource policies that do not change incentives are un-
likely to be effective. Importantly, the results appear similar across both developed and
developing countries.

Keywords

school resources, class size, achievement, experimental evidence, economic growth,
incomes
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Introduction

Perhaps no issue in the economics of education is as contentious as debates about the
role and impact of school resources. Governments, legislatures, and at times courts rou-
tinely decide on the amount of money and resources to go to schools. Parents in part
assess the quality of schools by the resources available. Taxpayers consider how re-
sources relate to school performance and to other uses of those funds. As such, research
into the effectiveness of various school resources and the efficiency of educational pro-
duction are relevant to the policy debates, and many research results enter swiftly into
the discussions. Yet, available research raises questions about the effectiveness of cur-
rent spending.

This chapter considers the underlying approach to understanding the impact of re-
sources and provides an overview of the current state of knowledge. Because of the
interest in the topic and the recent dramatic expansions in the data available about
schools, the field is rapidly expanding. Thus, the empirical results are soon dated, even
if the general approach and conclusions remain viable.

The discussion is broad in its coverage – identifying research around the globe. But
it is also narrow in its focus – emphasizing resource effects while leave details such
as the impacts of teacher quality to other chapters. The chapter also attempts to link
research and policy implications, since the attention given to the area is largely driven
by its closeness to actual policy making.

1. Overview and motivation

A wide variety of policy discussions about schools revolve around the quality of schools.
Most schooling around the world is publicly provided, and governments routinely and
regularly make decisions about the support of schools. In that, they are frequently mo-
tivated by goals of student performance, but they cannot directly affect the level of
outcomes. This leads to a concentration on items that can be directly controlled or af-
fected by policy. Perhaps the most common focus is the level of resources provided to
schools, although this clearly is just one part of the overall policy picture. Governmental
policy can and does have considerable impact through the regulations on schools and
the incentives that are set up by the funding, monitoring, and regulation of schools [see,
for example, the international evidence in Wößmann (2001, 2003a, 2003b)].

Indeed, one major thrust of policy over recent years has been the concentration more
directly on outcomes through the specification of objectives (or standards) for schools
and through the assessment of student accomplishment of these objectives through
a range of accountability systems.1 The policies of individual US states, for example,
were reinforced by federal policy to hold schools responsible for achievement results.

1 See, for example, Hanushek and Raymond (2005) for the US or Burgess et al. (2005) for England.
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Nonetheless, even when the focus is on student outcomes, the debates invariably return
to questions about whether the resources provided to the schools are sufficient.

The discussion of resource usage in schools is closely related to questions about the
efficiency of schools. It is quite natural to think of the level of resource usage as an index
of school quality. By analogy to a profit maximizing firm, if schools are effectively
maximizing outcomes and are producing efficiently, then the resources into schools will
be an index of the outcomes. Moreover, more inputs to the firm can be expected to raise
the level of outputs. The key element in this analogy is that the market competition
forces the for-profit firm to efficient production.

The situation with government provision of schools and without direct competition
changes the perspective dramatically. The presumption of efficient provision is sus-
pect when government produces the services. And, if the resource use is inefficient, the
relationship between added resources and outcomes is unclear. This simple observa-
tion motivates a direct investigation of the relationship between outcomes and inputs to
schools.

Much of the policy discussion throughout the world concentrates on schooling inputs,
a seemingly natural focus. And, with the longstanding importance that has been attached
to schooling, considerable change has occurred in the levels of common inputs. Class
sizes have fallen, qualifications of teachers have risen, and expenditures have increased.
Unfortunately, little evidence exists to suggest that any significant changes in student
outcomes have accompanied this growth in resources devoted to schools. Because many
find the limited relationship between school inputs and student outcomes surprising and
hard to believe, this chapter delves into the evidence available on this score in some
detail.

2. Measurement of outcomes

Economists have devoted considerable attention to understanding how human capital
affects a variety of economic outcomes. The underlying notion is that individuals make
investment decisions in themselves through schooling and other routes. The accumu-
lated skills that are relevant for the labor market from these investments over time
represent an important component of the human capital of an individual. The invest-
ments made to improve skills then return future economic benefits in much the same
way that a firm’s investment in a set of machines (physical capital) returns future pro-
duction and income. In the case of public education, parents and public officials act as
trustees for their children in setting many aspects of the investment paths.

In looking at human capital and its implications for future outcomes, economists
are frequently agnostic about where these skills come from or how they are produced.
Although we return to that below, it is commonly presumed that formal schooling is one
of several important contributors to the skills of an individual and to human capital. It
is not the only factor. Parents, individual abilities, and friends undoubtedly contribute.
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Schools nonetheless have a special place because they are most directly affected by
public policies. For this reason, we frequently emphasize the role of schools.

The human capital perspective immediately makes it evident that the real issues are
ones of long-run outcomes. Future incomes of individuals are related to their past in-
vestments. It is not their income while in school or their income in their first job. Instead,
it is their income over the course of their working life.

The distribution of income in the economy similarly involves both the mixture of
people in the economy and the pattern of their incomes over their lifetime. Specifically,
most measures of how income and well-being vary in the population do not take into
account the fact that some of the low-income people have low incomes only because
they are just beginning a career. Their lifetime income is likely to be much larger as
they age, gain experience, and move up in their firms and career. What is important
is that any noticeable effects of the current quality of schooling on the distribution of
skills and income will only be realized years in the future, when those currently in
school become a significant part of the labor force. In other words, most workers in the
economy were educated years and even decades in the past – and they are the ones that
have the most impact on current levels of productivity and growth, if for no reason other
than that they represent the larger share of active workers.

Much of the early and continuing development of empirical work on human capital
concentrates on the role of school attainment, that is, the quantity of schooling. The rev-
olution in the United States during the twentieth century was universal schooling. This
has spread around the world, encompassing both developed and developing countries.
Quantity of schooling is easily measured, and data on years attained, both over time and
across individuals, are readily available.

Today, however, policy concerns in most corners of the world revolve much more
around issues of quality than issues of quantity.

Most economists tend to emphasize labor market outcomes when thinking about
differences in individual skills (as with the basic human capital models). For most
schooling discussions, however, direct analysis of labor market outcomes is not prac-
tical, because these outcomes are only observed years after the schooling takes place.
This fact makes it difficult to relate schooling experiences or other background factors
to outcomes.

The widely adopted alternative considers, at least conceptually, a two step analyti-
cal procedure. The first step involves considering how schools and other influences on
students relate to proxy measures of individual skills, of which measures of cognitive
skills are the most readily available and most common object of analysis. The second
step, rarely done within the same analysis, considers how the proxy relates to labor mar-
ket outcomes. In fact, the second step has been infrequently considered at all and has
largely been just assumed.

This initial discussion fills in the relationship between standardized tests of cognitive
skills and later outcomes. While this step is also difficult, because it generally requires
fairly long panel observations, there is now a reasonable amount of evidence that has
accumulated.
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Two other observations help in the interpretation of these results. First, many general
discussions of schools consider a range of outcomes that include cognitive skills but
also a variety of other factors such as creativity, teamwork, political knowledge, and the
like.2 Concentration on cognitive skills is not meant to deny other potential outcomes,
although the limited analysis of other things makes it difficult to say much about them.
Second, while part of the subsequent discussion refers to differences in test scores as
reflecting school quality, it is also clear that test score variations can come from a variety
of nonschool factors including families, peers and neighborhoods. The reasoning in
using the narrower language about school quality is simply that we generally believe
(and have evidence) that school quality differences are directly related to test score
differences.

2.1. Impacts of quality on individual incomes – developed countries

One of the challenges in understanding the impact of quality differences in human capi-
tal has been simply knowing how to measure quality. Much of the discussion of quality –
in part related to new efforts to provide better accountability – has identified cognitive
skills as the important dimension. And, while there is ongoing debate about the testing
and measurement of these skills, most parents and policy makers alike accept the no-
tion that cognitive skills are a key dimension of schooling outcomes. The question is
whether this proxy for school quality – students’ performance on standardized tests – is
correlated with individuals’ performance in the labor market and the economy’s ability
to grow. Until recently, little comprehensive data have been available to show any re-
lationship between differences in cognitive skills and any related economic outcomes.
Such data are now becoming available.

Beginning with Mincer (1970, 1974), economists have employed readily available
census data to estimate what is now simply referred to as a “Mincer equation”:

(1)ln(yi) = a0 + ρSi + a1Exp + a2Exp2 + Xiβ + εi,

where yi is earnings, Si is years of schooling, Expi is labor market (or potential) expe-
rience, Xi is a vector of other individual attributes and εi is an error term. The object of
attention, ρ, is interpreted as the rate of return to a year of schooling, and this has been
estimated for a very large number of countries around the world [see Psacharopoulos
(1994)].3

2 Indeed, much of the discussion of human capital and schooling makes a distinction between private and
social returns to schooling. The social returns often include a broad set of factors that might have externalities
such as the impact on crime, the functioning of democracy, and so forth. See Hanushek (2002).
3 There has been some controversy over exactly how to estimate the rate of return to school attainment.

The main issue has revolved around whether or not a causal interpretation can be given to ρ. The argument
has been that higher-ability students are more likely to continue in schooling. Therefore, part of the higher
earnings observed for those with additional schooling really reflects pay for added ability and not for the ad-
ditional schooling. Early discussion of ability bias can be found in Griliches (1974). Economists have pursued
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A variety of researchers, however, have investigated how quality enters, and they
document that the earnings advantages to higher achievement on standardized tests are
quite substantial. These results are derived from different specific approaches, but the
basic underlying analysis involves estimating a standard “Mincer” earnings function
and adding a measure of individual cognitive skills,

(2)ln(yi) = a0 + ρSi + γ Ti + a1Exp + a2Exp2 + Xiβ + εi,

where Ti is the individual’s measured cognitive skill and γ is the return to quality.
There is mounting evidence that quality measured by test scores is directly related to

individual earnings, productivity, and economic growth. A variety of researchers doc-
uments that the earnings advantages to higher achievement on standardized tests are
quite substantial.4 While these analyses emphasize different aspects of individual earn-
ings, they typically find that measured achievement has a clear impact on earnings after
allowing for differences in the quantity of schooling, the experiences of workers, and
other factors that might also influence earnings. In other words, higher quality as mea-
sured by tests similar to those currently being used in accountability systems around the
country is closely related to individual productivity and earnings.

Three recent US studies provide direct and quite consistent estimates of the impact of
test performance on earnings [Mulligan (1999), Murnane et al. (2000), Lazear (2003)].
These studies employ different nationally representative data sets that follow students
after they leave schooling and enter the labor force. When scores are standardized, they
suggest that one standard deviation increase in mathematics performance at the end of
high schools translates into 12 percent higher annual earnings.

Murnane et al. (2000) provide evidence from the High School and Beyond and the
National Longitudinal Survey of the High School Class of 1972. Their estimates sug-
gest some variation with males obtaining a 15 percent increase and females a 10 percent
increase per standard deviation of test performance. Lazear (2003), relying on a some-
what younger sample from NELS88, provides a single estimate of 12 percent. These
estimates are also very close to those in Mulligan (1999), who finds 11 percent for the
normalized AFQT score in the NLSY data. By way of comparison, estimates of the
value of an additional year of school attainment are typically 7–10 percent.

a variety of analytical approaches for dealing with this. The approaches have included looking for circum-
stances where the amount of schooling is affected by things other than the student’s valuation of continuing
and considering the income differences among twins [see Card (1999)]. The various adjustments for ability
differences typically make small differences on the estimates of the value of schooling, and Heckman and
Vytlacil (2001) argue that it is not possible to separate the effects of ability and schooling.
4 These results are derived from different specific approaches, but the basic underlying analysis involves

estimating a standard “Mincer” earnings function and adding a measure of individual cognitive skills. This
approach relates the logarithm of earnings to years of schooling, experience, and other factors that might
yield individual earnings differences. The clearest analyses are found in the following references [which are
analyzed in Hanushek (2002)]. See Bishop (1989, 1991), O’Neill (1990), Grogger and Eide (1993), Blackburn
and Neumark (1993, 1995), Murnane, Willett and Levy (1995), Neal and Johnson (1996), Mulligan (1999),
Murnane et al. (2000, 2001), Altonji and Pierret (2001) and Lazear (2003).
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There are reasons to believe that these estimates provide a lower bound on the impact
of higher achievement. First, these estimates are obtained fairly early in the work career
(age from mid-twenties to early-thirties), and other analysis suggests that the impact
of test performance becomes larger with experience.5 Second, the labor market experi-
ences that are observed begin the mid-1980s and extend into the mid-1990s, but other
evidence suggests that the value of skills and of schooling has grown throughout and
past that period. Third, future general improvements in productivity are likely to lead to
larger returns to skill.6

A limited number of additional studies are available for developed countries outside
of the United States. McIntosh and Vignoles (2001) study wages in the United Kingdom
and find strong returns to both numeracy and literacy.7 Finnie and Meng (2002) and
Green and Riddell (2003) investigate returns to cognitive skills in Canada. Both suggest
that literacy has a significant return, but Finnie and Meng (2002) find an insignificant
return to numeracy. This latter finding stands at odds with most other analyses that have
emphasized numeracy or math skills.

Another part of the return to school quality comes through continuation in school.8

There is substantial US evidence that students who do better in school, either through
grades or scores on standardized achievement tests, tend to go farther in school.9

5 Altonji and Pierret (2001) find that the impact of achievement grows with experience, because the employer
has a chance to observe the performance of workers.
6 The earnings analyses typically compare workers of different ages at one point in time to obtain an estimate

of how earnings will change for any individual. If, however, productivity improvements occur in the economy,
these will tend to raise the earnings of individuals over time. Thus, the impact of improvements in student
skills are likely to rise over the work life instead of being constant as portrayed here, at least if the technologies
expand similar to the past with biases toward skilled labor.
7 Because they look at discrete levels of skills, it is difficult to compare the quantitative magnitudes directly

to the US work.
8 Much of the work by economists on differences in worker skills has actually been directed at the issue

of determining the average labor market returns to additional schooling. The argument has been that higher-
ability students are more likely to continue in schooling. Therefore, part of the higher earnings observed
for those with additional schooling really reflects pay for added ability and not for the additional schooling.
Economists have pursued a variety of analytical approaches for dealing with this, including adjusting for
measured cognitive test scores, but this work generally ignores issues of variation in school quality. The
approaches have included looking for circumstances where the amount of schooling is affected by things
other than the student’s valuation of continuing and considering the income differences among twins [see Card
(1999)]. The various adjustments for ability differences typically make small differences on the estimates of
the value of schooling, and Heckman and Vytlacil (2001) argue that it is not possible to separate the effects of
ability and schooling. The only explicit consideration of school quality typically investigates expenditure and
resource differences across schools, but these are known to be poor measures of school quality differences
[Hanushek (2002)].
9 See, for example, Dugan (1976), Manski and Wise (1983). Rivkin (1995) finds that variations in test

scores capture a considerable proportion of the systematic variation in high school completion and in college
continuation, so that test score differences can fully explain black–white differences in schooling. Bishop
(1991) and Hanushek, Rivkin and Taylor (1996), in considering the factors that influence school attainment,
find that individual achievement scores are highly correlated with continued school attendance. Neal and
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Murnane et al. (2000) separate the direct returns to measured skill from the indirect
returns of more schooling and suggest that perhaps one-third to one-half of the full re-
turn to higher achievement comes from further schooling. Note also that the effect of
quality improvements on school attainment incorporates concerns about drop out rates.
Specifically, higher student achievement keeps students in school longer, which will
lead among other things to higher graduation rates at all levels of schooling.10

The impact of test performance on individual earnings provides a simple summary
of the primary economic rewards to an individual. This estimate combines the impacts
on hourly wages and on employment/hours worked. It does not include any differences
in fringe benefits or nonmonetary aspects of jobs. Nor does it make any allowance for
aggregate changes in the labor market that might occur over time.

2.2. Impacts of quality on individual incomes – developing countries

Questions remain about whether the clear impacts of quality in the US and other de-
veloped countries generalize further, particularly developing countries. The literature
on returns to cognitive skills in developing countries is restricted to a relatively limited
number of countries: Ghana, Kenya, Morocco, Pakistan, South Africa and Tanzania.
Moreover, a number of studies actually employ the same basic data, albeit with differ-
ent analytical approaches, but come up with somewhat different results.

Table 1 provides a simple summary to the quantitative estimates available for de-
veloping countries. The summary of the evidence permits a tentative conclusion that
the returns to quality may be even larger in developing countries than in developed
countries. This of course would be consistent with the range of estimates for returns to
quantity of schooling [e.g., Psacharopoulos (1994)], which are frequently interpreted as
indicating diminishing marginal returns to schooling.

There are some reasons for caution in interpreting the precise magnitude of estimates.
First, the estimates appear to be quite sensitive to the estimation methodology itself.
Both within individual studies and across studies using the same basic data, the results
are quite sensitive to the techniques employed in uncovering the fundamental parameter

Johnson (1996) in part use the impact of achievement differences of blacks and whites on school attainment
to explain racial differences in incomes. Their point estimates of the impact of cognitive skills (AFQT) on
earnings and school attendance appear to be roughly comparable to that found in Murnane et al. (2000).
Behrman et al. (1998) find strong achievement effects on both continuation into college and quality of college;
moreover, the effects are larger when proper account is taken of the various determinants of achievement.
Hanushek and Pace (1995) find that college completion is significantly related to higher test scores at the end
of high school.
10 This work has not, however, investigated completely how achievement affects the ultimate outcomes of
additional schooling. For example, if over time lower-achieving students tend increasingly to attend further
schooling, these schools may be forced to offer more remedial courses, and the variation of what students
know and can do at the end of school may expand commensurately.
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Table 1
Summary of estimated returns to a standard deviation increase in cognitive skills

Country Study Estimated effecta Notes

Ghana Glewwe (1996) 0.21∗∗–0.3∗∗ (government)
0.14–0.17 (private)

Alternative estimation approaches yield some differences; math effects
shown generally more important than reading effects, and all hold even with
Raven’s test for ability

Ghana Jolliffe (1998) 0.05–0.07∗ Household income related to average math score with relatively small vari-
ation by estimation approach; effect from off-farm income with on-farm
income unrelated to skills

Ghana Vijverberg (1999) ? Income estimates for math and reading with nonfarm self-employment;
highly variable estimates (including both positive and negative effects) but
effects not generally statistically significant

Kenya Boissiere, Knight and Sabot
(1985), Knight and Sabot (1998)

0.19∗∗–0.22∗∗ Total sample estimates: small variation by primary and secondary school
leavers

Morocco Angrist and Lavy (1997) ? Cannot convert to standardized scores because use indexes of performance;
French writing skills appear most important for earnings, but results depend
on estimation approach

Pakistan Alderman et al. (1996) 0.12–0.28∗ Variation by alternative approaches and by controls for ability and health;
larger and more significant without ability and health controls

Pakistan Behrman, Ross and Sabot (2006) 0.25 Estimates of structural model with combined scores for cognitive skill; index
significant at 0.01 level

South Africa Moll (1998) 0.34∗∗–0.48∗∗ Depending on estimation method, varying impact of computation; compre-
hension (not shown) generally insignificant

Tanzania Boissiere, Knight and Sabot
(1985), Knight and Sabot (1998)

0.07–0.13* Total sample estimates: smaller for primary than secondary school leavers

∗Significant at 0.05 level.
∗∗Significant at 0.01 level.
aEstimates indicate proportional increase in wages from a one standard deviation increase in measured test scores.
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for cognitive skills.11 Second, the evidence on variations within developing countries
is not entirely clear. For example, Jolliffe (1998) finds little impact of skills on farm
income, while Behrman, Ross and Sabot (2006) suggest an equivalence across sectors
at least on theoretical grounds.

Nonetheless, the overall summary is that the available estimates of the impact of cog-
nitive skills on outcomes suggest strong economic returns within developing countries.
The substantial magnitude of the typical estimates indicates that quality concerns are
very real for developing countries and that this aspect of schools simply cannot be ig-
nored – a topic that comes up below.

2.3. Impacts of quality on economic growth

The relationship between measured labor force quality and economic growth is perhaps
even more important than the impact of human capital and school quality on individ-
ual productivity and incomes. Economic growth determines how much improvement
will occur in the overall standard of living of society. Moreover, the education of each
individual has the possibility of making others better off (in addition to the individual
benefits just discussed). Specifically, a more educated society may lead to higher rates
of invention; may make everybody more productive through the ability of firms to in-
troduce new and better production methods; and may lead to more rapid introduction of
new technologies. These externalities provide extra reason for being concerned about
the quality of schooling.

The current economic position of the United States, for example, is largely the result
of its strong and steady growth over the twentieth century. Economists have developed
a variety of models and ideas to explain differences in growth rates across countries –
invariably featuring the importance of human capital.12

The empirical work supporting growth analyses has emphasized school attainment
differences across countries. Again, this is natural because, while compiling comparable
data on many things for different countries is difficult, assessing quantity of schooling
is more straightforward. The typical study finds that quantity of schooling is highly
related to economic growth rates. But, quantity of schooling is a very crude measure of
the knowledge and cognitive skills of people – particularly in an international context.

Hanushek and Kimko (2000) go beyond simple quantity of schooling and delve into
quality of schooling.13 Kimko and I incorporate the information about international
differences in mathematics and science knowledge that has been developed through
testing over the past four decades. And we find a remarkable impact of differences in
school quality on economic growth.

11 The sensitivity to estimation approach is not always the case; see, for example, Jolliffe (1998). A critique
and interpretation of the alternative approaches within a number of these studies can be found in Glewwe
(2002).
12 Barro and Sala-i-Martin (2003) review recent analyses and the range of factors that are included.
13 Barro and Lee (2001) provide an analysis of qualitative differences that also includes literacy.
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The international comparisons of quality come from piecing together results of a se-
ries of tests administered over the past four decades. In 1963 and 1964, the International
Association for the Evaluation of Education al Achievement (IEA) administered the first
of a series of mathematics tests to a voluntary group of countries. These initial tests suf-
fered from a number of problems, but they did prove the feasibility of such testing and
set in motion a process to expand and improve on the undertaking.14

Subsequent testing, sponsored by the IEA and others, has included both math and
science and has expanded on the group of countries that have been tested. In each, the
general model has been to develop a common assessment instrument for different age
groups of students and to work at obtaining a representative group of students taking
the tests. An easy summary of the participating countries and their test performance is
found in Figure 1. This figure tracks performance aggregated across the age groups and
subject area of the various tests and scaled to a common test mean of 50.15 (The United
States and the United Kingdom are the only countries to participate in all of the testing.)

There is some movement across time of country performance on the tests, but for
the one country that can be checked – the United States – the pattern is consistent with
other data. The National Assessment of Educational Progress (NAEP) in the United
States is designed to follow performance of US students for different subjects and ages.
NAEP performance over this period, shown in Figure 2, also exhibits a sizable dip in
the seventies, a period of growth in the eighties, and a leveling off in the nineties.

Kimko’s and my analysis of economic growth is very straightforward. We develop
a consistent measure of labor force quality based on information about international
differences in mathematics and science knowledge. We combine all of the available
earlier test scores into a single composite measure of quality and consider statistical
models that explain differences in growth rates across nations during the period 1960
to 1990.16 The basic statistical models relate annual growth rates of GDP per capita
(gc) to our measure of labor force quality (Tc), the initial level of income (Y 0), the
quantity of schooling (Sc), and a vector of other control variables (Zc) which includes

14 The problems included issues of developing an equivalent test across countries with different school struc-
ture, curricula and language; issues of selectivity of the tested populations; and issues of selectivity of the
nations that participated. The first tests did not document or even address these issues in any depth.
15 The details of the tests and aggregation can be found in Hanushek and Kimko (2000) and Hanushek and
Kim (1995). Figure 1 excludes the earliest administration and runs through the Third International Mathemat-
ics and Science Study (TIMSS) administered in 1995. Other international tests have been given and are not
included in the figure. First, reading and literacy tests have been given in 1991 and very recently. The difficulty
of unbiased testing of reading across languages plus the much greater attention attached to math and science
both in the literature on individual earnings and in the theoretical growth literature led to the decision not to
include these test results in the empirical analysis. Second, the most recent follow-up to the 1995 TIMSS in
math and science (given in 1999) plus the 2003 TIMSS and the PISA tests for 2000 and 2003 are excluded
from the figure simply for presentational reasons.
16 We exclude the recent TIMSS tests from 1995 through 2003 and the OECD’s PISA tests because they were
taken outside of the analytical period on economic growth. We combine the test measures over the 1965–1991
period into a single measure for each country. The underlying objective is to obtain a measure of quality for
the labor force in the period during which growth is measured.
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Figure 1. Performance on international mathematics and science examinations.
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in different specifications the population growth rates, political measures, openness of
the economies, and the like:

(3)gc = α0 + ηTc + α1Y
0
c + α2Sc + Zcφ + νc.

Most important, the impact of the quality of the labor force as measured by math
and science scores (η) is extremely important. One standard deviation difference on test
performance is related to 1 percent difference in annual growth rates of gross domes-
tic product (GDP) per capita.17 This quality effect, while possibly sounding small, is
actually very large and significant. Because the added growth compounds, it leads to
powerful effects on national income and on societal well-being.

One common concern in analysis such as this is that schooling might not be the ac-
tual cause of growth but, in fact, may just reflect other attributes of the economy that
are beneficial to growth. For example, as seen in Figure 1, the East Asian countries con-
sistently score very highly on the international tests, and they also had extraordinarily
high growth over the 1960–1990 period. It may be that other aspects of these East Asian
economies have driven their growth and that the statistical analysis of labor force qual-
ity simply is picking out these countries. But in fact, even if the East Asian countries
are excluded from the analysis, a strong – albeit slightly smaller – relationship is still
observed with test performance. This test of sensitivity of the results seems to reflect a
basic importance of school quality, a factor that contributes also to the observed growth
of East Asian countries.

Another concern might be that other factors that affect growth, such as efficient mar-
ket organizations, are also associated with efficient and productive schools – so that,
again, the test measures are really a proxy for other attributes of the country. In order
to investigate this, we concentrate on immigrants to the United States who received
their education in their home countries. We find that immigrants who were schooled in
countries that have higher scores on the international math and science examinations
earn more in the United States. This analysis makes allowance for any differences in
school attainment, labor market experience, or being native English-language speak-
ers. In other words, skill differences as measured by the international tests are clearly
rewarded in the United States labor market, reinforcing the validity of the tests as a
measure of individual skills and productivity.18

In sum, although cognitive test scores may not measure all of the various outcomes
expected from schools, they do provide important information on quality as related
to the labor market returns. Further, no other measure provides such a consistent and
validated assessment of the quality of educational outcomes.

17 The details of this work can be found in Hanushek and Kimko (2000) and Hanushek (2003b). Importantly,
adding other factors potentially related to growth, including aspects of international trade, private and public
investment, and political instability, leaves the effects of labor force quality unchanged.
18 Finally, the observed relationships could simply reflect reverse causality, that is, that countries that are
growing rapidly have the resources necessary to improve their schools and that better student performance is
the result of growth, not the cause of growth. This in fact is closely related to the analysis below about the
impact of resources on achievement, and thus the discussion is left until later.
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3. Aggregate United States performance

Given that student assessments provide a measure of school outcomes, it is possible
to begin the investigation of how school resources (and other factors) relate to student
performance. It is instructive to begin with the simplest overall evidence that comes
from aggregate scores and then to move to more detailed analytical studies.

The simplest and perhaps clearest demonstration of the resource story is found in
the aggregate United States data over the past few decades. The United States, operat-
ing under a system that is largely decentralized to the fifty separate states, has pursued
the conventionally advocated resource policies vigorously. Table 2 tracks the patterns of
pupil–teacher ratios, teacher education and teacher experience. Between 1960 and 2000,
pupil–teacher ratios fell by almost 40%. The proportion of teachers with a master’s de-
gree or more over doubled so that a majority of all US teachers today have at least a
master’s degree. Finally, median teacher experience – which is more driven by demo-
graphic cycles than active policy – increased significantly, almost doubling since its
trough in 1970.

American teachers are heavily unionized, and the most common structure of teacher
contracts identifies teacher education levels and teacher experience as the driving force
behind salaries. Thus, as teacher inputs rise and as the numbers of students per teachers
decline, expenditure per pupil rises. As seen in the bottom row of Table 2, real expen-
ditures per pupil more than tripled over this period.19 In fact, this period is not special
in US schools. Over the entire 100 years of 1890–1990, real spending per pupil rose by
at a remarkably steady pace of 3.5% per year [Hanushek and Rivkin (1997)]. Over this
longer period, real per student expenditure in 1990 dollars goes from $164 in 1890 to
$772 in 1940 to $4,622 in 1990 – roughly quintupling in each fifty-year period.20

Table 2
Public school resources in the United States, 1960–2000

1960 1970 1980 1990 2000

Pupil–teacher ratio 25.8 22.3 18.7 17.2 16.0
Percent of teachers with master’s degree or more 23.5 27.5 49.6 53.1 56.2a

Median years teacher experience 11 8 12 15 15a

Current expenditure/ADA (2000/2001) $2,235 $3,782 $5,124 $6,867 $7,591

Source: US Department of Education (2002).
aData pertain to 1995. The statistical data of the National Education Association on characteristics of teachers
was discontinued.

19 The calculation of real expenditures deflates by the Consumer Price Index. Use of a wage deflator (see the
discussion of prices below) does not significantly change this picture.
20 These calculations differ from those in Table 1 both in using a different deflator (GDP deflator in 1990
dollars) and in calculating spending per pupil on a membership rather than an attendance basis.
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Figure 2. Trends in NAEP performance by subject, 17-year-olds.

The question remains, what was obtained for these spending increases? As mentioned
above, since the early 1970s, a random sample of students in the US has been given tests
at differing ages in various subjects under the auspices of the National Assessment of
Educational Progress, or NAEP. These tests have been designed to provide a consistent
measure of performance over time. Figure 2 gives performance data for the relevant
period as the previously described input data.21 In this figure the pattern of average
performance by 17-year-olds is traced for reading, mathematics and science. The per-
formance of students in math is slightly higher (less than 0.1 standard deviations) in
2004 than thirty years earlier when spending was dramatically lower. The performance
in reading in 2004 is exactly where it was in 1971. The performance of students in sci-
ence is significantly lower in 1999 (the latest observation) than it was in 1970. Writing
performance (not shown) was first tested in 1984 and declined steadily until 1996 when
testing was discontinued.22

The only other test that provides a national picture of US performance over a long
period of time is the Scholastic Aptitude Test, or SAT. This college admissions test has
the advantage of providing data going back to the 1960s but the disadvantage of being a

21 The cumulative nature of the educational process implies that scores will reflect both current and past
spending. A 17-year-old in 1970, for example, would have entered school in the late 1950s, implying that the
resource growth in Table 2 that goes back to 1960 is relevant for comparison with the NAEP performance
data.
22 With writing, test reliability is an issue, and this led to suspension of the writing testing in NAEP.
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voluntary test taken by a selective subset of the population.23 Scores on this test actually
plunged from the mid-1960s until the end of the 1970s, suggesting that the NAEP scores
that begin in the 1970s may understate the magnitude of the performance problem.24

In simplest terms, input policies have been vigorously pursued over a long period of
time, but there is no evidence that the added resources have improved student perfor-
mance, at least for the most recent three decades when it has been possible to compare
quantitative outcomes directly. This evidence suggests that the efficacy of further input-
based policies depends crucially on improved use of resources compared to past history.

Three arguments are made, however, for why the simple comparison of expenditures
and student performance might be misleading: (1) the characteristics of students may
have changed such that they are more difficult (and expensive) to educate now than in
the past; (2) other expansions of the requirements on schools have driven up costs but
would not be expected to influence observed student performance; and (3) changing
relative prices have increased schooling costs.

3.1. Changes in students

One simple explanation for why added resources yield no apparent performance im-
provement is that students are more poorly prepared or motivated for school over time,
requiring added resources just to stay even. For example, there have been clear increases
in the proportion of children living in single-parent families and, relatedly, in child
poverty rates – both of which are hypothesized to lead to lower student achievement.
Between 1970 and 1990, children living in poverty families rose from 15% to 20%,
while children living with both parents declined from 85% to 73%. The percent of chil-
dren not speaking English at home also rose from 9% in 1980 to 17% in 2000. But,
there have also been other trends that appear to be positive forces on student achieve-
ment. Family sizes have fallen, and parental education levels have improved. Among all
families with children, the percentage with three or more children fell from 36% to 20%.
Moreover, over the same period, adults aged 25–29 with a high school or greater level
of schooling went from 74% to 86% (up from 61% in 1960). Finally, enrollment in
kindergarten and pre-school increased dramatically over the period.

It is difficult to know how to net out these opposing trends with any accuracy. Exten-
sive research, beginning with the Coleman Report [Coleman et al. (1966)] and contin-
uing through today [Hanushek (1997a)], has demonstrated that differences in families
are very important for student achievement. Most of these studies have not focused

23 NAEP samples are not tainted by selection. The school completion rate and the rate of attendance of private
schools have been essentially constant over the period of the NAEP tests and testing involves a random sample
of public school children.
24 Analyses of the changes in SAT scores suggest that a portion of the decline in scores comes from increases
in the rate of test taking but that the decline also has a real component of lesser average performance over
time [Wirtz (1977), Congressional Budget Office (1986)].
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their primary attention on families, however, and thus have not delved very far into the
measurement and structure of any family influences.25

Changes in family inputs have occurred over time, making it possible that a portion
of the increased school resources has gone to offset adverse factors. The evidence is
nonetheless quite inconclusive about even the direction of any trend effects, let alone the
magnitude. The only available quantitative estimates [Grissmer et al. (1994a)] indicate
that changing family effects are unable to offset the large observed changes in pupil–
teacher ratios and school resources and may have even worked in the opposite direction,
making the performance of schools appear better than it was, but there are reasons to be
skeptical about these results.26

3.2. Exogenous cost increases

The most discussed cost concern involves “special education”, programs to deal with
students who have various disabilities. The issue is that these programs are expensive
but the recipients tend not to take standardized tests. Thus, even if special education
programs are effective [Hanushek, Kain and Rivkin (2002)], the increased expenditures
on special education will not show up in measured student performance.

Concerns about the education of children with both physical and mental disabilities
were translated into federal law with the enactment of the Education for All Handi-
capped Children Act in 1975. This Act prescribed a series of diagnostics, counseling
activities, and educational services to be provided for handicapped students. To im-
plement this and subsequent laws and regulations, school systems expanded staff and
programs, developing entirely new administrative structures in many cases to handle

25 Grissmer et al. (1994b) attempts to sort out the various factors in a crude way. That analysis uses econo-
metric techniques to estimate how various family factors influence children’s achievement at a point in time.
It then applies these cross-sectionally estimated regression coefficients as weights to the trended family back-
ground factors identified above. Their overall findings are that black students performed better over time than
would be expected from the trends in black family factors. They attribute this better performance to improve-
ments in schools. On the other hand, white students, who make up the vast majority, performed worse over
time than would expected, leading presumably to the opposite conclusion that schools for the majority of
students actually got worse over time.
26 Skepticism comes from methodological problems. First, they do not observe or measure differences in
schools but instead simply attribute unexplained residual differences in the predicted and observed trends to
school factors. In reality any factor that affects achievement, that is unmeasured, and that has changed over
their analysis period would be mixed with any school effects. Second, in estimating the cross-sectional models
that provide the weights for the trending family factors, no direct measures of school inputs are included.
In the standard analysis of misspecified econometric models, this omission will lead to biased estimates of
the influence of family factors if school factors are correlated with the included family factors in the cross-
sectional data that underlie their estimation. For example, better educated parents might systematically tend
to place their children in better schools. In this simple example, a portion of the effects of schools will be
incorrectly attributed to the education of parents, and this will lead to inappropriate weights for the trended
family inputs. Third, one must believe either that the factors identified are the true causal influences or that
they are stable proxies of the true factors, but there is doubt about this [cf. Mayer (1997)].
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“special education”. The general thrust of the educational services has been to provide
regular classroom instruction where possible (“mainstreaming”) along with specialized
instruction to deal with specific needs. The result has been growth of students classified
as the special education population even as the total student population fell. Between
1977 and 2004, the percentage of students classified as disabled increases from 8.3%
to 13.8%. Moreover, the number of special education teachers increases much more
rapidly than the number of children classified as disabled.

The magnitude of special education spending and its growth, however, are insuffi-
cient to reconcile the cost and performance dilemma. Using the best available estimate
of the cost differential for special education – 2.3 times the cost of regular education
[Chaikind, Danielson and Brauen (1993)], the growth in special education students be-
tween 1980 and 1990 can explain less than 20% of the expenditure growth [Hanushek
and Rivkin (1997)]. In other words, while special education programs have undoubt-
edly influenced overall expenditures, they remain a relatively small portion of the total
spending on schools.

Direct estimates of other exogenous programs and changes resulting from other aca-
demic aspects of schools such as language instruction for immigrants or nonacademic
programs such as sports, art, or music are not readily available. Nonetheless, no evi-
dence suggests that these can explain the magnitude of spending growth.

3.3. Changing prices

A series of well-known arguments emphasize the cost implications of differential tech-
nological change and productivity growth [Scitovsky and Scitovsky (1959), Baumol
and Bowen (1965), Baumol (1967)]. The focus of this work is the cost disadvantage
of a sector that experiences little apparent technological change while other sectors un-
dergo regular productivity improvements. Because the rise in real wages – increases
above general inflation – are roughly proportional to the average growth rate of labor
productivity in all sectors, the technologically stagnant sector faces increased real labor
costs. In other words, industries with rapid improvements in their ability to produce
outputs can afford to pay more for workers and will bid up the wages of workers. It is
often assumed that the nature of production prevents the stagnant sector from hiring
fewer of the increasingly costly labor inputs, thus leading to increases in the price of
output. The lack of substitutability of machines for workers can arise either because
of some necessity (e.g., the need for four musicians in a horn quartet) or because the
quantity of labor input is directly related to perceived quality (e.g., class sizes and the
demand for teachers in schools).27 These simple predictions of increasing costs in low

27 Measurement issues abound. For example, while musical groups may be constrained to a relatively fixed
mix of musicians, some believe the advent of recordings, radio, television, and now the Internet have led
to a very large expansion of output for the same number of musicians. If defined solely in terms of concert
performances, there may be little substitutability, but this does not hold if defined in terms of total music
output.
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productivity growth sectors, often termed simply “Baumol’s disease”, dominate expla-
nations for cost growth in government services, the arts, many nonprofit activities, and
other industries in which labor services are the most significant input factor. Part of this
price increase in schools might simply reflect Baumol’s disease. Schools rely heavily on
college-trained workers, and the relative pay of college workers has risen dramatically
since the mid-1970s [Murphy and Welch (1992), Hanushek et al. (1994)].

This argument cannot, however, change the conclusions on inputs and school out-
comes. First, it is important to note that these arguments do not apply to the changes
in real resources in Table 2 but only to the cost aggregation in the final line. Second,
in terms of real spending, the arguments would imply that the cost deflator understates
the change in input costs. But, if costs are deflated on a wage basis for recent periods
(1967–1991), the results are quite ambiguous because schools were actually drawing
from a lower point in the wage distribution over time [see Hanushek and Rivkin (1997)
and Hanushek (1997b)]. Finally, as shown in Table 2, schools have actually substituted
more of the expensive input (teachers) rather than less over time.

4. Aggregate international data

Most other countries of the world have not tracked student performance over any
length of time, making analyses comparable to the United States discussion impossi-
ble. Nonetheless, international testing over the past four decades permits an overview
of spending across countries. As discussed above, a series of international tests – given
from 1963 through 2003 – provide some indication of national performance. (Only the
US and UK participated in all tests.) The test performance across time, updated from
Hanushek and Kimko (2000), were summarized in Figure 1.

The important feature of these is that cross-country performance bears little relation-
ship to the patterns of expenditure across the countries. Figure 3 shows the comparison
of scores on the PISA tests in 2003 and the spending of nations in purchasing power par-
ity terms.28 Countries are ranked in terms of the average score on the PISA tests, and
the height of the bars indicates spending. Except for the developing countries, which
both spend noticeably less than the others and perform noticeably poorer, there is lit-
tle association between spending and performance. For all countries spending at least
$1,500 per student, the correlation of spending and performance is 0.18. (At the low end
of performance, there are also questions about the validity of the assessments. Scores
in the developing countries are very far from the mean of the distribution for developed
countries, the set for which the tests were developed.)

28 The Programme for International Student Assessment (PISA) is conducted by the OECD and tests 15-year-
olds in mathematics, science and reading. It has been conducted in 2000 and 2003. The scores in the figure
are the average across the three subjects. The spending calculations come from Organisation for Economic
Co-operation and Development (2003).
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Figure 3. Expenditure per student at all levels (countries ranked by combined PISA 2003 scores).

International comparisons, of course, amplify the problems of possible contamina-
tion of the influence of factors other than schools that was considered previously in
the case of the United States. As a preliminary attempt to deal with some of these
issues, Hanushek and Kimko (2000) estimate models that relate spending, family back-
grounds, and other characteristics of countries to student performance for the tests prior
to 1995.29 This estimation consistently indicates a statistically significant negative ef-
fect of added resources on performance after controlling for other influences.30

Gundlach, Wossmann and Gmelin (2001) consider changes in scores of a set of de-
veloped nations between 1970 and 1995 and their relationship to spending changes.
They conclude that productivity of schools has fallen dramatically across these coun-
tries. Wößmann (2001, 2003b) also performs a related analysis that relies on just the
1995 performance information from the Third International Mathematics and Science
Study (TIMSS). His analysis suggests that traditional resource measures bear little con-
sistent relationship to differences in scores among the 39 nations participating in TIMSS
for 13-year-olds.

Analysis of aggregate performance data is subject to a variety of problems. Any rela-
tionship between resources and student achievement – whether within a single country
or across different countries – might be distorted by other influences on performance.
Nonetheless, the variations in resources are huge, suggesting that any effect should be
apparent in even crude comparisons. No significant effect of spending comes through in
the aggregate, even when consideration of family background differences is introduced.

29 The estimation includes average schooling of parents, population growth rates, school participation rates,
and separate intercepts for each of the different tests. Several measures of school resources including spending
as a proportion of GNP, current expenditures per student, and class size in elementary and secondary schools
were also included.
30 This can also be thought of as an additional causality test in the growth models, because growing countries
that spend more on schools to not see higher achievement – the concern with reverse causality.
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5. Econometric approach

The aggregate story is supported by an extensive body of direct evidence coming from
detailed econometric analyses of student achievement. This evidence has been moti-
vated by a monumental governmental study of US achievement that was conducted in
the mid-1960s. The “Coleman Report” [Coleman et al. (1966)] presented evidence that
was widely interpreted as saying that schools did not matter. The most important factor
in achievement was the family, followed by peers in school. This study led to a great
amount of research – research that has supported part of the conclusions of the Coleman
study but, more importantly, has clarified the interpretation.

This initial study led to much follow on work of both an empirical and a concep-
tual variety. This genre is often labeled “education production function” analysis and
has pursued a wide variety of specialized analyses. Various conceptual discussions and
reviews currently exist, and the focus here is understanding the results and their inter-
pretation.31

The framework of analysis of educational performance considers a general produc-
tion function such as:

(4)Oit = f
(
F

(t)
i , P

(t)
i , S

(t)
i , Ai

) + υit ,

where Oit – performance of student i at time t , F (t)
i – family inputs cumulative to time t ,

P
(t)
i – cumulative peer inputs, S

(t)
i – cumulative school inputs, Ai – innate ability, and

a stochastic term υit .
This general structure has motivated an extensive series of empirical studies. The

typical empirical study collects information about student performance and about the
various educational inputs and then attempts to estimate the characteristics of the pro-
duction function using econometric techniques.

Two aspects of this formulation are important to point out. First, a variety of influ-
ences outside of schools enter into the production of achievement. Second, the produc-
tion process for achievement is cumulative, building on a series of inputs over time. Both
of these are important in the specification and interpretation of educational production
functions.

The relevance of many factors outside schools highlights the necessity of going be-
yond simple comparisons of student performance across schools. Most of the attention
in analytical studies has focused on the measurement of school attributes. This focus
seems natural from a policy point of view. It also reflects the common use of ad-
ministrative data in estimating production functions, because administrative data are
frequently short of many measures of family background. Nonetheless, this lack of
attention to other inputs is unfortunate. First, increasing attention has been given to

31 Conceptual discussions can be found in Hanushek (1979) and Todd and Wolpin (2003). Prior reviews of
different strands of work along with more detailed considerations of the range of studies can be found in
Hanushek (1986, 2003a) and Betts (1996).
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potential policies related to families – such as preschool and daycare programs, after
school programs, parent education and the like. Second, because families frequently ex-
ert preferences for the schools that their children will attend, incomplete measurement
of external influences on performance raise intense issues of selection bias and preclude
simple statements about causal influences of schools. Such an observation of course
does not seem very profound, but, as discussed below, many empirical studies give little
attention to nonschool influences in addressing the impact of school factors. Moreover,
public policy debates surprisingly frequently rely on simple accounting of performance
across schools. For example, much of the current movement toward increased school
accountability often relies on just aggregate student scores for a school.32 Just the level
of student performance is not a reliable indicator of the quality of schools students are
attending.

The cumulative nature of achievement, where the learning in any time period builds
on prior learning, implies that any analysis must take into account the time path of in-
puts. This places heavy demands on measurement and data collection, because historical
information is frequently difficult to obtain.

The cumulative nature of the production process has been a prime motivation for
considering a value-added formulation. At least in a linear version of Equation (4), it is
possible to look at the growth in contemporaneous performance over some period of
time, instead of the level of performance, and relate that to the flow of specific inputs.
The general value-added formulation can be written as

(5)Oit − Oit∗ = f ∗(F (t−t∗)
i , P

(t−t∗)
i , S

(t−t∗)
i

) + υit − υit∗ ,

where outcome changes over the period (t − t∗) are related to inputs over the same
period. Note that this formulation dramatically lessens the data requirements and elim-
inates anything that appears as a fixed effect in the level of achievement [Equation (5)].

This formulation presumes that innate abilities are constant and thus fall out of
achievement growth. With more information on variations over time, it is also possible
to allow for ability differences in growth [Rivkin, Hanushek and Kain (2005)]. Alter-
native formulations have prior achievement, Oit∗ , on the right-hand side, allowing for
coefficient different than one [Hanushek (1979)]. This latter approach has the advan-
tages of allowing for different scales of measurement in achievement during different
years and introducing the possibility that growth in performance differs by starting
point. It has the disadvantages of introducing measurement error on the right-hand side
and of complicating the error structure, particularly in models relying on more than a
single year of an individual’s achievement growth.

32 With the increasing popularity of publishing average performance of students in different schools, the in-
terpretation of scores becomes more important. In fact, without consideration of the various inputs that go
beyond just schools, alternative accountability systems can have perverse effects [cf. Hanushek and Raymond
(2001)]. The integration of the underlying theoretical and empirical analysis of the determination of achieve-
ment with accountability and incentive systems is an important but underdeveloped area of investigation.
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When this formulation is generalized by moving lagged achievement to the right-
hand side, the coefficient on lagged achievement indicates the persistence of any prior
input effects. The estimation becomes problematic if one is including fixed effects for
individual students, since this implies biases from the endogeneity of prior achievement.
In this case, it is necessary to use an instrumental variables approach. The statistical
problems in estimation using the difference form of Equation (5) depend directly on
how far the coefficient on lagged achievement is from one.

In any event, a key element in the consideration of estimation results is the likelihood
that they are biased because of the estimation approach, model specification, or available
samples of observations. These issues, along with a variety of approaches for dealing
with them, are discussed below.

6. United States econometric evidence

With the exception of the Coleman Report, the subsequent analysis seldom has relied on
data collected specifically for the study of the educational process. Instead, it has tended
to be opportunistic, employing available data to gain insights into school operations.
The focus of much of this work has been the effect of varying resources on student
achievement. This focus flows from the underlying perspective of production functions;
from its obvious relevance for policy; and from the prevalence of relevant resource data
in the administrative records that are frequently used.

The summary of production in United States schools here begins with all of the sepa-
rate estimates of the effects of resources on student performance, and then concentrates
on a more refined set of estimates.33 The underlying work includes all published analy-
ses prior to 1995 that include one of the resource measures described below, that have
some measure of family inputs in addition to schools, and that provides the sign and
statistical significance of the resource relationship with a measurable student outcome.
The 89 individual publications that appeared before 1995 and that form the basis for
this analysis contain 376 separate production function estimates. While a large number
of analyses were produced as a more or less immediate reaction to the Coleman Report,
half of the available estimates have been published since 1985. Of course, a number of
subsequent analyses have also appeared since 1995. While not formally assessed, it is

33 Individual publications included in the following summary typically contain more than one set of esti-
mates, distinguished by different measures of student performance, by different grade levels, and frequently
by entirely different sampling designs. If, however, a publication includes estimates of alternative specifica-
tions employing the same sample and performance measures, only one of the alternative estimates is included.
As a general rule, the tabulated results reflect the estimates that are emphasized by the authors of the under-
lying papers. In some cases, this rule did not lead to a clear choice, at which time the tabulation emphasized
statistically significant results among the alternatives preferred by the original author. An alternative approach,
followed by Betts (1996), aggregates all of the separate estimates of a common parameter that are presented
in each individual paper. Still another approach, followed by Krueger (2002, 2003), aggregates all estimates
in a given publication into a single estimate, regardless of the underlying parameter that is being estimated.
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clear that including them would not significantly change any of the results reported here,
given their mixed results and the large number of prior estimates. No attempt has been
made to catalog the newer general analyses, because they have not yielded markedly
different results. Individual studies of note will, however, be separately discussed.

Understanding the character of the underlying analyses is important for the subse-
quent interpretation. Three-quarters of the estimates rely on student performance (Oit )
measured by standardized tests, while the remainder uses a variety of different measures
including such things as continuation in school, dropout behavior, and subsequent labor
market earnings. Not surprisingly, test score performance measures are more frequently
employed for studying education in primary schools, while a vast majority of the analy-
ses of other outcomes relate to secondary schools. The level of aggregation of the school
input measures is also an issue considered in detail below. One-quarter of the estimates
consider performance in individual classrooms, while 10% focus on school inputs only
at the level of the state. Moreover, fully one-quarter of the estimates employing nontest
measures rely solely on interstate variations in school inputs.34

Table 3 presents the overall summary of basic results about the key resources that
form the basis for most overall policy discussions.35 The standard hypothesis driving

Table 3
Percentage distribution of estimated effect of key resources on student performance, based on 376 studies

Resources Number of
estimates

Statistically significant Statistically
insignificantPositive Negative

Real classroom resources
Teacher–pupil ratio 276 14% 14% 72%
Teacher education 170 9 5 86
Teacher experience 206 29 5 66

Financial aggregates
Teacher salary 118 20 7 73
Expenditure per pupil 163 27 7 66

Other
Facilities 91 9 5 86
Administration 75 12 5 83

Source: Hanushek (1997a), revised.

34 A more complete description of the universe of studies that are reviewed can be found in Hanushek
(1997a).
35 A more complete description of the studies can be found in Hanushek (1997a), which updates the analysis
in Hanushek (1986). The tabulations here correct some miscoding of effects in these original publications.
They also omit the estimates from Card and Krueger (1992b). In reviewing all of the studies and estimates,
it was discovered that the results of that paper were based on models that did not include any measures of
family background differences and thus could not be interpreted as identifying any resource parameter. As a
minimal quality criterion, tabulated estimates must come from statistical models that include some measure
of family background, since omission will almost certainly lead to biased resource estimates.
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policy initiatives is that each of these resources should have a positive effect on student
performance.36 In terms of real classroom resources, only 9% of the estimates consider-
ing the level of teachers’ education and 14% of the estimates investigating teacher–pupil
ratios find positive and statistically significant effects on student performance.37 These
relatively small numbers of statistically significant positive results are balanced by an-
other set finding statistically significant negative results – reaching 14% in the case
of teacher–pupil ratios.38 A higher proportion of estimated effects of teacher expe-
rience are positive and statistically significant: 29%. Importantly, however, 71% still
indicate either worsening performance with experience or less confidence in any posi-
tive effect. And, because more experienced teachers can frequently choose their school
and/or students, a portion of the positive effects could actually reflect reverse causation
[Greenberg and McCall (1974), Murnane (1981), Hanushek, Kain and Rivkin (2004b)
and Hanushek et al. (2005)]. In sum, the vast number of estimated real resource effects
gives little confidence that just adding more of any of the specific resources to schools
will lead to a boost in student achievement. Moreover, this statement does not even get
into whether or not any effects are ‘large’. Given the small confidence in just getting
noticeable improvements, it seems somewhat unimportant to investigate the size of any
estimated effects.

The financial aggregates provide a similar picture. There is very weak support for the
notion that simply providing higher teacher salaries or greater overall spending will lead
to improved student performance. Per pupil expenditure has received the most atten-
tion, but only 27% of the estimated coefficients are positive and statistically significant.
In fact, 7% even suggest some confidence in the fact that spending more would harm
student achievement. In reality, as discussed below, analyses involving per pupil expen-
diture tend to be the lowest quality, and there is substantial reason to believe that even
these results overstate the true effect of added expenditure.

The studies that include measures of facilities or administration fail to show much of
significance. These factors are generally, however, quite poorly measured – thus com-
plicating the interpretation.

Finally, this review does not concentrate on specific measures of teachers, since that
is covered in the chapter on teacher quality in this volume. It is true that measures of
teacher test scores and their impact on student performance are more consistently related

36 It is possible that the level and shape of the salary schedule with respect to experience are set to attract
and retain an optimal supply of teachers and that the year-to-year changes in salaries do not reflect short run
productivity differences. This possibility would introduce some ambiguity about expectations of estimates of
experience and salary effects.
37 The individual studies tend to measure each of these inputs in different ways. With teacher–pupil ratio,
for example, some measure actual class size, while the majority measure teacher–pupil ratio. In all cases,
estimated signs are reversed if the measure involves pupil–teacher ratios or class size instead of teacher–pupil
ratio.
38 While a large portion of the studies merely note that the estimated coefficient is statistically insignificant
without giving the direction of the estimated effect, those statistically insignificant studies reporting the sign
of estimated coefficients are split fairly evenly between positive and negative.
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to student outcomes than the factors identified previously.39 But, they are generally not
paid for directly or indirectly and thus are not directly related to resources. Thus, the
general character of the evidence and implications of these analyses are left for the
chapter on teacher quality.

6.1. Study quality

The tabulated analyses of educational performance clearly differ in quality and their
potential for yielding biased results. Two elements of quality, both related to model
specification and estimation, are particularly important. First, education policy in the
United States is made chiefly by the separate 50 states, and the resulting variations in
spending, regulations, graduation requirements, testing, labor laws, and teacher certifi-
cation and hiring policies are large. These important differences – which are also the
locus of most current policy debates – imply that any estimates of student performance
across states must include descriptions of the policy environment of schools or else they
will be subject to standard omitted variables bias. The misspecification bias of models
that ignore variations in state education policy (and other potential state differences) will
be exacerbated by aggregation of the estimation sample. Second, as noted, education is a
cumulative process, but a majority of analyses are purely cross-sectional with only con-
temporaneous measures of inputs. In other words, when looking at performance at the
end of secondary schooling, many analyses include just measures of the current teach-
ers and school resources and ignore the dozen or more prior years of inputs. Obviously,
current school inputs will tend to be a very imperfect measure of the resources that went
into producing ending achievement. This mismeasurement is strongest for any children
who changed schools over their career (a sizable majority in the United States) but also
holds for students who do not move because of the heterogeneity of teachers within in-
dividual schools [see Hanushek, Kain and Rivkin (2004a), Rivkin, Hanushek and Kain
(2005)].40 Even if contemporaneous measures were reasonable proxies for the stream
of cumulative inputs, uncertainty about the interpretation and policy implications would
remain. But there is little reason to believe that they are good proxies.

While judgments about study quality often have a subjective element, it is possible
to make straightforward distinctions based on violations of these two problems. We
begin with the issue of measuring the policy environment. States differ dramatically in
their policies, and ignoring any policies that have a direct impact will bias the statistical
results if important policies tend to be correlated with the resource usage across states.
While the direction of any bias depends on the magnitude and sign of correlation, under

39 Of the 41 studies with measures of teacher test scores, 41 percent are positive and statistically significant,
while 10 percent are negative and statistically significant.
40 A third argument on quality is made in Krueger (2002). He argues that summaries of econometric results
should be weighted by publication counts, i.e., a published study that provides separate estimates on resource
effects in grades 3, 6 and 9 should received the same weight as a study that provides a single estimate for
grade 3. He provides no theoretical or empirical justification for this weighting, and it is not employed here.
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quite general circumstances, the severity will increase with the level of aggregation of
the school inputs. That is, any bias will tend to be more severe if estimation is conducted
at the state level rather than if conducted at the classroom level [Hanushek, Rivkin and
Taylor (1996)].41

Table 4 provides insight into the pattern and importance of the specific omitted vari-
ables bias resulting from lack of information about key educational policy differences.
This table considers two input measures: teacher–pupil ratio and expenditure per pupil.
These inputs, on top of being important for policy, are included in a sufficient number
of analyses at various levels of aggregation that they can point to the potential mis-
specification biases. As discussed previously, the overall percentage of all estimates of
teacher–pupil ratios that are statistically significant and positive is evenly balanced by
those that are statistically significant and negative. But this is not true for estimates
relying upon samples drawn entirely within a single state, where the overall policy en-
vironment is constant and thus where any bias from omitting overall state policies is

Table 4
Percentage distribution of estimated effect of teacher–pupil ratio and expenditure per pupil by state sampling

scheme and aggregation

Level of aggregation
of resources

Number of
estimates

Statistically significant Statistically
insignificantPositive Negative

A. Teacher–pupil ratio
Total 276 14% 14% 72%
Single state samplesa 157 11 18 71
Multiple state samplesb 119 18 8 74

Disaggregated within statesc 109 14 8 78
State level aggregationd 10 60 0 40

B. Expenditure per pupil
Total 163 27% 7% 66%
Single state samplesa 89 20 11 69
Multiple state samplesb 74 35 1 64

Disaggregated within statesc 46 17 0 83
State level aggregationd 28 64 4 32

Source: Hanushek (1997a), revised.
aEstimates from samples drawn within single states.
bEstimates from samples drawn across multiple states.
cResource measures at level of classroom, school, district, or county, allowing for variation within each state.
dResource measures aggregated to state level with no variation within each state.

41 The discussion of aggregation is part of a broader debate trying to reconcile the findings of Card and
Krueger (1992a) with those presented here. For a fuller discussion, see Burtless (1996). Of particular relevance
is Heckman, Layne-Farrar and Todd (1996a, 1996b), which raises other issues with the Card and Krueger
estimation. Specifically, their key identifying assumption of no selective migration is violated. Similarly,
assumptions about homogeneity of effects across schooling categories are found not to hold.
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minimized or eliminated. For single state estimates, the statistically significant effects
are disproportionately negative. Yet, as the samples are drawn across states, the relative
proportion positive and statistically significant rises. For those aggregated to the state
level where the expected bias is largest, almost two-thirds of the estimates are positive
and statistically significant. The pattern of results also holds for estimates of the ef-
fects of expenditure differences (which are more likely to come from highly aggregate
analyses involving multiple states).42

This pattern of results is consistent with expectations from considering specification
biases when favorable state policies tend to be positively correlated with resource usage.
The initial assessment of effects indicated little reason to be confident about overall
resource policies. This refinement on quality indicates that a number of the significant
effects may further be artifacts of the sampling and methodology.

The second problem, improper consideration of the cumulative nature of the ed-
ucational process, is a different variant of model specification. Relating the level of
performance at any point in time just to the current resources is likely to be very mis-
leading. The standard approach for dealing with this is the estimation of value-added
models where attention is restricted to the growth of achievement over a limited period
of time (where the flow of resources is also observed). By concentrating on achieve-
ment gains over, say, a single grade, it is possible to control for initial achievement
differences, which will be determined by earlier resources and other educational inputs.
In other words, fixed but unmeasured factors are eliminated.

Table 5 displays the results of estimates that consider value-added models for indi-
vidual students. The top panel shows all such results, while the bottom panel follows
the earlier discussion by concentrating just on estimates within an individual state. With
the most refined investigation of quality, the number of analyses gets quite small and
selective. In these, however, there is no support for systematic improvements through
increasing teacher–pupil ratios and hiring teachers with more graduate education. The
effects of teacher experience are largely unaffected from those for the universe of esti-
mates.

The highest quality estimates indicate that the prior overall results about the effects
of school inputs were not simply an artifact of study quality. If anything, the total set
of high quality estimates paints a stronger picture. Therefore, a more careful set of
econometric analyses confirms the basic picture presented in the aggregate data.

42 Expenditure studies virtually never include include direct analysis at performance across different class-
rooms or schools, since expenditure data are typically available only at the district level. Thus, they begin at a
more aggregated level than many studies of real resources. An alternative explanation of the stronger estimates
with aggregation is that the disaggregated studies are subject to considerable errors-in-measurement of the re-
source variables. The analysis in Hanushek, Rivkin and Taylor (1996), however, suggests that measurement
error is not the driving force behind the pattern of results.
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Table 5
Percentage distribution of estimated influences on student performance, based on value-added models of

individual student performance

Resources Number of
estimates

Statistically significant Statistically
insignificantPositive Negative

A. All studies
Teacher–pupil ratio 78 12% 8% 80%
Teacher education 40 0 10 90
Teacher experience 61 36 2 62
B. Studies within a single state
Teacher–pupil ratio 23 4% 13% 83%
Teacher education 33 0 9 91
Teacher experience 36 39 3 58

Source: Hanushek (1997a), revised.

6.2. Overall econometric specification

A key issue in considering the results of the educational production function analyses
is whether they provide the necessary guidance for policy purposes. Specifically, while
they show a pattern of association, is it reasonable to infer that they identify causal
relationships?

The issue is particularly important when put into the context of educational policy.
Resource allocations are determined by a complicated series of political and behav-
ioral choices by schools and parents. The character of these choices could influence the
estimates of the effectiveness of resources. Consider, for example, the result of system-
atically assigning school resources in a compensatory manner. If low achieving kids
are given extra resources – say smaller classes, special remedial instruction, improved
technology, and the like – there is an obvious identification problem. Issues of this kind
suggest both care in interpretation of results and the possible necessity of alternative
approaches.

Before continuing, however, it is important to be more precise about the nature and
potential importance of these considerations. Funding responsibility for schools in the
United States tends on average to be roughly equally divided between states and locali-
ties with the federal government contributing only about 7% of overall spending. Huge
variation in funding levels and formulae nonetheless exists across states. In most state
funding of schools in the United States, the distribution of expenditure does not depend
on the actual performance of individual students, but instead (inversely) on the wealth
and income of the community. In models of achievement that include the relevant fam-
ily background terms (such as education, income, or wealth), this distribution of state
resources would simply increase the correlations among the exogenous variables but
would not suggest any obvious simultaneity problems for the achievement models. In
fact, while the compensatory nature of funding often motivates some concerns, even
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this correlation of background and resources is not clear. Much of the funding debate
in the United States has revolved around a concern that wealthier communities and par-
ents can afford to spend more for schools, and in fact almost all state financing formula
are designed to offset this tendency at least partially. Thus, the actual correlations of
resources and family backgrounds often are not very high.43

At the individual student level, correlations with aggregate district resources through
either formula allocations or community decisions are not a major cause of concern.
The individual classroom allocations may, however, be a concern. For example, within
a school, low achievers may be placed in smaller classes, suggesting the possibility of
simultaneity bias. Any such problems should be largely ameliorated by value-added
models, which consider the student’s prior achievement directly. The only concern then
becomes allocations made on the basis of unmeasured achievement influences that are
unrelated to prior achievement.

Particularly in the area of class size analysis, a variety of approaches do go further
in attempting to identify causal effects, and the results are quite varied. Hoxby (2000)
used detrended variations in the size of birth cohorts to identify exogenous changes in
class size in small Connecticut towns. Changes in cohort sizes, coupled with the lumpi-
ness of classes in small school districts, can provide variations in class size that are
unrelated to other factors.44 Other estimates have also explicitly considered exogenous
factors affecting class size within the context of instrumental variables estimators for
the effects of class size [Akerhielm (1995), Boozer and Rouse (2001)]. Unfortunately,
identification of truly exogenous determinants of class size, or resource allocations more
generally, is sufficiently rare that other compromises in the data and modeling are fre-
quently required. These coincidental compromises jeopardize the ability to obtain clean
estimates of resource effects and may limit the generalizability of any findings. Rivkin,
Hanushek and Kain (2005), employing an approach similar in spirit to that used by
Hoxby, make use of exogenous variations in class sizes within Texas schools across
multiple cohorts of varying sizes.45 They find some small class size effects, but the
effects vary significantly across grades and specifications.

43 The distribution of state funds varies across the states, but one fairly common pattern is that major portions
of state funds are distributed inversely to the property wealth of the community. Because community wealth
includes the value of commercial and industrial property within a community, the correlation of community
wealth with the incomes of local residents tends to be low and sometimes even negative.
44 While pertaining directly to the international evidence below, in a related approach Angrist and Lavy
(1999) note that Maimonides’ Rule requires that Israeli classes cannot exceed forty students, so that, again,
the lumpiness of classrooms may lead to large changes in class size when the numbers of students in a school
approaches multiples of forty (and the preferred class size is greater than forty). They formulate a regression
discontinuity approach to identify the effects of class size, but many of their estimates also use class size
variation other than that generated by the discontinuities. Similarly, Case and Deaton (1999) concentrate on
the impact of white decision making on black schools in South Africa (where endogeneity from compensatory
policies is arguably less important). They conclude that smaller classes have an impact on student outcomes
in that setting.
45 The nature of this analysis is discussed further in the chapter on teacher quality.
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These alternative approaches yield inconsistent results both in terms of class size ef-
fects and in terms of the effects of alternative methodologies. The results in each of these
analyses tend to be quite sensitive to estimation procedures and to model specification.
Further, they are inconsistent in terms of statistical significance, grade pattern, and mag-
nitude of any effects. As a group, the results are more likely to be statistically significant
with the expected sign than those presented previously for all estimates, but the typical
estimate (for statistically significant estimates) tends to be very small in magnitude.

The inconsistency of the limited existing set of analyses should not, however, detract
from the importance of the issue. Continued close attention to the nature of the statistical
models and the estimation approach is warranted, and the area of attention is a fruitful
one for future research efforts.

7. International econometric evidence

The evidence for countries other than the United States is potentially important for
a variety of reasons. Other countries have varying institutional structures, so different
findings could help to identify the importance of organization and overall incentives.
Moreover, other countries frequently have much different levels of resources and ex-
hibit larger variance in resource usage, offering the prospect of understanding better the
importance of pure resource differences. For example, one explanation of the lack of
relationship between resources and performance in the United States is its schools there
are generally operating in an area of severe diminishing marginal productivity, placing
most observations on the “flat of the curve”. Thus, by observing schools at very different
levels of resources, it would be possible to distinguish between technological aspects of
the production relationship and other possible interpretations of the evidence such as
imprecise incentives for students and teachers.

While the international evidence has been more limited, this situation is likely to be
reversed profitably in the future. A key problem has been less available performance
data for different countries, but this lack of information is being corrected as many
other countries introduce regular student assessment. As student outcome data become
more plentiful – allowing investigation of value added by teachers in schools in different
environments, international evidence can be expected to grow in importance.

7.1. Developing countries

Existing analyses in less developed countries have shown a similar inconsistency of
estimated resource effects as that found in the United States. While these estimates typ-
ically come from special purpose analyses and are frequently not published in refereed
journals, they do provide insights into resource use at very different levels of support.
Table 6 provides evidence on resource effects from estimates completed by 1990.46 Two

46 This compilation of results from Hanushek (1995) incorporates information from Fuller (1985), Harbison
and Hanushek (1992), and a variety of studies during the 1980s.
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Table 6
Percentage distribution of estimated expenditure parameter coefficients from 96 educational production func-

tion estimates: developing countries

Input Number of
estimates

Statistically significant Statistically
insignificantPositive Negative

Teacher–pupil ratio 30 27% 27% 46%
Teacher education 63 56 3 41
Teacher experience 46 35 4 61
Teacher salary 13 31 15 54
Expenditure/Pupil 12 50 0 50
Facilities 34 65 9 26

Source: Hanushek (1995).

facets of these data compared to the previous United States data stand out: (1) in gen-
eral, a minority of the available estimates suggests much confidence that the identified
resources positively influence student performance; and (2) there is generally somewhat
stronger support for these resource policies than that existing in United States analy-
ses. Thus, the data hint that the importance of resources may vary with the level of
resources, a natural presumption. Nonetheless, the evidence is not conclusive that pure
resource policies can be expected to have a significant effect on student outcomes.

The major concern with the work on developing countries is study quality. Virtually
no research in developing countries has had longitudinal data on individuals.47 Further,
the data collected are often limited considerably by the survey and sampling proce-
dures. These issues imply real concerns about any causal interpretation of the estimated
relationships.

7.2. Developed countries

The evidence on developed countries outside of the United States is more difficult to
compile. The review by Vignoles et al. (2000) points to a small number of analyses
outside of the US and shows some variation them similar to that already reported among
estimates elsewhere. And, new articles continue to appear [e.g., Dustmann, Rajah and
van Soest (2003)].

One set of consistent estimates for the TIMSS data is presented in Hanushek and
Luque (2003). They employ the data on variations in scores across schools within indi-
vidual countries. The 17 countries with complete data for 9-year-olds and the 33 coun-
tries with complete data for 13-year-olds are weighted toward more developed countries
but do include poor countries. As shown in Table 7, they find little evidence that any

47 An exception is the work on Brazil in Harbison and Hanushek (1992), where a subsample of students was
followed over time.
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Table 7
Distribution of estimated production function parameters across countries and age groups, by sign and statistical significance (10% level).

Dependent variable: classroom average TIMSS mathematics score

Age 9 population Age 13 population

Negative Positive Number of
countries

Negative Positive Number of
countriesSignificant Not

significant
Not

significant
Significant Significant Not

significant
Not

significant
Significant

Class size 3 11 2 0 17 2 8 6 17 33
Teacher with at
least a bachelor’s
degree

0 3 12 0 15 2 11 12 2 32

Teacher with
special training

0 7 4 1 12 0 12 11 2 25

Teacher
experience

0 7 6 4 17 3 9 17 4 33

Note: Bold indicates the number of statistically significant results with the expected sign of the effect. Because these estimates rely on actual class size, the
expected sign is negative (and not reversed as for teacher–pupil ratios in the prior tables).
Source: Hanushek and Luque (2003).
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of the standard resource measures for schools are related to differences in mathematics
scores within countries, although a majority of the class size results for the youngest
age group do have the expected negative sign. Note, however, that these estimates are
all cross-sectional in nature and subject to a variety of concerns about specification.

An extension of the estimation considers the possibility of compensatory allocation
of students to varying class sizes. Specifically, estimation for rural schools with a single
classroom – where compensatory placement is not feasible – yields little change in the
overall results.48 The lack of significant resource effects when corrected for selection
does differ from the findings of Angrist and Lavy (1999) and of Case and Deaton (1999),
which find more significant resource effects in Israel and South Africa. It is nevertheless
inconsistent with the overall findings of Wößmann and West (2006), who use within
school variations to identify the impacts of class size.

Moreover, there is no evidence in this consistent work that there are different effects
of resources by income level of the country or by level of the resources. Thus, contrary
to the conclusions of Heyneman and Loxley (1983), schools do not appear relatively
more important for poorer countries.

Wößmann (2001, 2003b) looks at cross national differences in TIMSS math and
science scores and concludes that the institutional structure matters importantly for
achievement. By pooling the individual student test scores across countries and esti-
mating models that include both school and national characteristics, he finds suggestive
evidence that the amount of competition from private schools and the amount of decen-
tralization of decision making to individuals schools have significant beneficial impacts,
while union strength is detrimental and standard differences in resources across coun-
tries are not clearly related to student performance. The limited number of national
observations for institutions nevertheless leaves some uncertainty about the estimates
and calls for replication in other samples that permit, say, variations within individual
countries in the key institutional features.

8. Project STAR and experimental data49

A different form of evidence – that from random assignment experiment – has re-
cently been widely circulated in the debates about class size reduction. In assessing
resource effects, concern about selection frequently remains, even in the instrumental
approaches. Following the example of medicine, one large scale experimental investiga-
tion in the State of Tennessee in the mid-1980s (Project STAR) pursued the effectiveness
of class size reductions. Random-assignment experiments in principle have considerable
appeal. The underlying idea is that we can obtain valid evidence about the impact of a

48 An additional check analyzes whether smaller classes in a given grade seem to be allocated on compen-
satory or elitist grounds and finds countries split on this. The impact of such considerations on the estimated
effects is nonetheless minimal.
49 For a more extensive discussion of Project STAR, see Hanushek (1999a, 1999b).
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given well-defined treatment by randomly assigning subjects to treatment and control
groups, eliminating the possible contaminating effects of other factors and permitting
conceptually cleaner analysis of the outcomes of interest across these groups. With ob-
servations derived from natural variations in individual selection, one must be able to
distinguish between the treatment and other differences that might directly affect the ob-
served outcomes and that might be related to whether or not they receive the treatment.
Randomization seeks to eliminate any relationship between selection into a treatment
program and other factors that might affect outcomes. [See, however, the caution pro-
vided in Todd and Wolpin (2003).]

Project STAR was designed to begin with kindergarten students and to follow them
for four years. Three treatments were initially included: small classes (13–17 students);
regular classes (22–25 students); and regular classes (22–25 students) with a teacher’s
aide. Schools were solicited for participation, with the stipulation that any school par-
ticipating must be large enough to have at least one class in each treatment group.
The initial sample included 6,324 kindergarten students, split between 1,900 in small
classes and 4,424 in regular classes. (After the first year, the two separate regular class
treatments were effectively combined, because there were no perceived differences in
student performance. The result about the ineffectiveness of classroom aides has re-
ceived virtually no attention.) The initial sample included 79 schools, although this
subsequently fell to 75. The initial 326 teachers grew slightly to reflect the increased
sample size in subsequent grades, although of course most teachers are new to the ex-
periment at each new grade.

The results of the Project STAR experiment have been widely publicized. The sim-
plest summary is that: (1) students in small classes perform better than those in regular
classes or regular classes with aides starting in kindergarten; (2) the kindergarten per-
formance advantage of small classes widens a small amount in first grade but then either
remains quantitatively the same (reading) or narrows (math) by third grade; and (3) tak-
ing each grade separately, the difference in performance between small and regular
classes is statistically significant.

This summary reflects the typical reporting, focusing on the differences in perfor-
mance at each grade and concluding that small classes are better than large [e.g., Finn
and Achilles (1990), Mosteller (1995)]. But, it ignores the fact that under the com-
mon conceptual discussions one would expect the differences in performance to become
wider through the grades because they continue to get more resources (smaller classes)
and that should keep adding an advantage. This issue was first raised by Prais (1996),
who framed the discussion in terms of the value-added. As Krueger (1999) demon-
strates, the small class advantage is almost exclusively obtained in the first year of being
in a small class – suggesting that the advantages of small classes are not generalizable
to any other grades.

Importantly, this pattern of effects is at odds with the normal rhetoric about smaller
classes permitting more individualized instruction, allowing improved class room inter-
actions, cutting down on disruptions, and the like. If these were the important changes,
small classes should confer continuing benefits in any grades where they are employed.
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Instead, the results appear more consistent with socialization or introduction into the
behavior of the classroom – one time effects that imply more general class size reduc-
tion policies across different grades will not be effective – or with simple problems in
the randomization and implementation of the experiment.

The actual gains in performance from the experimental reduction in class size were
relatively small (less than 0.2 standard deviations of test performance), especially when
the gains are compared to the magnitude of the class size reduction (around 8 students
per class). Thus, even if Project STAR is taken at face value, it has relatively limited
policy implications.

The importance of the methodology does deserve emphasis. Because of questions
about effectiveness and causality in the analysis of schools, further use of random as-
signment experimentation would have high value. As Todd and Wolpin (2003) point out,
random assignment experiments do not answer all of the policy questions. Nonetheless,
it would seem natural to develop a range of experiments that could begin to provide
information about what kinds of generalizations can be made.

Project STAR also teaches the difficulty in conducting true random assignment ex-
periments. First, many people resist experiments, largely on ethical grounds. While
seemingly less important than similar issues in medical research where experimenta-
tion is well established, this issue remains important. Second, it is difficult to ensure
that the implementation of experiments matches the conceptual ideal.50 Interestingly,
experimentation appears to be more common in developing countries than in developed
countries [e.g., see Kremer (2003)].

50 While the experimental approach has great appeal, the actual implementation in the case of Project STAR
introduces considerable uncertainty into these estimates [Hanushek (1999b)]. The uncertainty arises most
importantly from questions about the quality of the randomization over time. In each year of the experiment,
there was sizable attrition from the prior year’s treatment groups, and these students were replaced with new
students. Of the initial experimental group starting in kindergarten, 48% remained in the experiment for the
entire four years. No information, such as pretest scores before entry to the experiment, is available to assess
the quality of student randomization for the initial experimental sample or for the subsequent additions to it.
Throughout the four years of the experiment there was substantial and nonrandom treatment group crossover
(about 10% of the small class treatment group in grades 1–3). There is also substantial, nonrandom test
taking over the years of the experiment, exceeding 10% on some tests. Most important, the results depend
fundamentally on the assignment of teachers. While the teachers were to be randomly assigned to treatment
groups, there is little description of how this was done. Nor is it easy to provide any reliable analysis of the
teacher assignment, because only a few descriptors of teachers are found in the data and because there is
little reason to believe that they adequately measure differences in teacher quality. The net result of each of
these effects is difficult to ascertain, but there is prima facie evidence that the total impact is to overstate
the impact of reduced class size [Hanushek (1999b)]. Hoxby (2000) further points out that because teachers
and administrators knew they were participating in an experiment that could have significant implications for
future resources, their behavior in the experiment could be affected.
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9. Interpreting the resource evidence

A wide range of analyses indicate that overall resource policies have not led to dis-
cernible improvements in student performance. It is important to understand what is
and is not implied by this conclusion. First, it does not mean that money and resources
never matter. There clearly are situations where small classes or added resources have
an impact. It is just that no good description of when and where these situations occur
is available, so that broad resource policies such as those legislated from central gov-
ernments may hit some good uses but also hit bad uses that generally lead to offsetting
outcomes. Second, this statement does not mean that money and resources cannot mat-
ter. Instead, as described below, altered sets of incentives could dramatically improve
the use of resources.

The evidence on resources is remarkably consistent across countries, both developed
and developing. Had there been distinctly different results for some subsets of coun-
tries, issues of what kinds of generalizations were possible would naturally arise. Such
conflicts do not appear particularly important, although there are some obvious qual-
ifications. When considering countries that do not have a fully functioning education
system even at the primary level, there clearly is some minimal level of resources for
the definition of a school.51 Nonetheless, even in the poorest areas of the world, it is
difficult to identify a minimum threshold of resources where there are clear impacts
on student outcomes. More refined policies that go beyond simply adding resources
with no concomitant sets of policies and incentives still have high payoffs in areas with
undeveloped school systems.

There is a tendency by researchers and policy makers to take a single study and to
generalize broadly from it. By finding an analysis that suggests a significant relationship
between a specific resource and student performance, they conclude that, while other
resource usage might not be productive, the usage that is identified would be. If this is so,
it leads to a number of important questions. Why is that schools have failed to employ
such a policy? Is it just that they don’t have the information that the researcher has? That
of course seems unlikely since schools in fact constantly experiment with a variety of
approaches and resource patterns. Alternatively, it seems more likely that schools have
limited incentives to seek out and to employ programs that consistently relate to student
achievement. It also appears, as discussed below, that much of the research employed in
active policy debates has not adequately identified the causal structure and thus cannot
be generalized in useful ways.

It is just this tendency to overgeneralize from limited evidence that lies behind the
search for multiple sources of evidence on the effectiveness of different resource usage.
That broader body of evidence provides little support for the input policies that continue
to be the most common approach to decision making.

51 As an example, in their study of the rural Northeast of Brazil, Harbison and Hanushek (1992) find that
some of the “schools” lack an permanent physical structure, lack textbooks, and have teachers with a fourth
grade education. In this situation, modest resources can in fact have readily discernible effects.
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10. Implications for research

The recent rapid expansion of research into the economics of education in general and
the determination of school performance in particular is clearly warranted by the value
of the undertaking. Education remains one of the largest expenditures on government
budgets around the world. Thus, information that could improve the efficiency of re-
source usage could have enormous impacts.

The review of existing data and studies demonstrates quite conclusively that the con-
clusions about the general inefficiency of resource usage are unlikely to be overturned
by new data, by new methodologies, or the like. On the other hand, much remains to be
learned about when and where resources are most productively used.

There appears to be enormous value in analyzing the implications and outcomes of
alternative incentive structures. The observed inefficiency represented by the inconsis-
tent relationship between resources and outcomes almost certainly reflects the nature
of current incentives within education. But recognizing the importance of incentives,
particularly ones related to student outcomes, is quite different from knowing exactly
what to do to improve the situation.

A wide variety of altered incentives currently are being instituted in schools, ranging
from varying use of choice to bonus pay schemes for teachers to overall school account-
ability plans with different rewards and sanctions. Consideration of the consequences
of these plans offers an opportunity to investigate who schools, teachers, and students
respond to varying incentives.

Focusing on such alternative analyses also highlights one of the key elements for
future work. It is common within educational policy discussions to hear that “plan X
worked where it was first tried but it could not be brought to scale”. This shorthand
discussion refers to the frequent observation that promising looking ideas cannot be
transported to other places with the same success. The best way to think of this is that
much of the research that moves into policy has not adequately identified the under-
lying causal structure. Considerable progress has recently been made in understanding
alternative approaches to investigating causal relations, and pushing this work forward
in terms of schooling outcomes is an obvious high-priority item.
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Abstract

Students face four decision margins: (a) How many years to spend in school, (b) What
to study, (c) How much effort to devote to learning per year and (d) Whether to disrupt
or assist the learning of classmates. The thousands of studies that have applied human
capital theory to the first two questions are reviewed elsewhere in this volume and the
Handbook series. This chapter reviews an emerging economic literature on the effects
of and determinants of student effort and cooperativeness and how putting student moti-
vation and behavior at center of one’s theoretical framework changes one’s view of how
schools operate and how they might be made more effective. In this new framework stu-
dents have a dual role. They are both (a) investors/consumers who choose which goals
(outputs) to focus on and how much effort to put into each goal and (b) workers getting
instruction and guidance from their first-line supervisors, the teachers. A simple model
is presented in which the behavior of students, teachers and administrators depends on
the incentives facing them and the actions of the other actors in the system. The incen-
tives, in turn, depend upon the cost and reliability of the information (signals) that is
generated about the various inputs and outputs of the system. Our review of empirical
research support many of the predictions of the model.

Student effort, engagement and discipline vary a lot within schools, across schools
and across nations and have significant effects on learning. Higher extrinsic rewards for
learning are associated the taking of more rigorous courses, teachers setting higher stan-
dards and more time devoted to homework. Taking more rigorous courses and studying
harder increase student achievement. Post-World War II trends in study effort and course
rigor, for example, are positively correlated with achievement trends.

Even though, greater rigor and higher standards improve learning, parents and stu-
dents prefer easy teachers. They pressure tough teachers to lower standards and sign
up for courses taught by easy graders. Curriculum-based external exit examinations
(CBEEES) improve the signaling of academic achievement to colleges and the labor
market and this increases extrinsic rewards for learning. Cross-section studies suggest
that CBEEES result in greater focus on academics, more tutoring of lagging students,
and higher levels of achievement. Minimum competency examinations (MCE) do not
have significant effects on learning or dropout rates but they do appear to have positive
effects on the reputation of high school graduates. As a result, students from MCE states
earn significantly more than students from states without MCEs and the effect lasts at
least eight years.

Students who attend schools with studious well-behaved classmates learn more.
Disruptive students generate negative production externalities and cooperative hard-
working students create positive production externalities. Peer effects are also generated
by the norms of student peer cultures that encourage disruptive students and harass
nerds. In addition learning is poorly signaled to employers and colleges. Thus, market
signals and the norms of student peer culture do not internalize the externalities that
are pervasive in school settings and as a result students typically devote less effort to
studying than the taxpayers who fund schools would wish.
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The theory of human capital provides a unified explanation of why students invest in ed-
ucation, how much and what type of education and training they choose and how these
investments determine an individual’s future productivity and earnings. This very fruit-
ful theory has been the stimulus for thousands of studies assessing student incentives to
stay in school, the returns to years of schooling, to field of study, to type of school at-
tended, school quality and to employer training, the sources of variation in these returns
and who chooses to get different amounts and types of schooling and training [Freeman
(1986), Card (1999), other papers written for this Handbook volume].

Human capital theory, however, has seldom been applied to studying the educational
process itself or the internal workings of schools. Economists have instead employed a
production function paradigm. Conventionally, test scores measuring academic achieve-
ment are the outputs, school administrators are the managers, teachers the labor input
and students are goods in process. But a research program that treats students as the
object of the actions of teachers and administrators has inherent limitations. Learning
requires active participation of the learner. Students or parents choose the difficulty
level – honors, regular college prep or remedial – of courses. If typical classes have
twenty-five students, the students are spending at least 25 times as many hours trying
to learn (or possibly choosing not to try) as teachers are spending teaching. They de-
cide whether to skip school, how much effort to devote to each course and whether to
help or obstruct the learning of others in the class. On any given day in 1900 twenty-
eight percent of enrolled students were absent from school. By 1997–1998 absenteeism
had dropped to 7 percent, but in some states it reaches 15 percent [NCES (2001), Ta-
bles 38, 41, 43]. Studies of time use in classrooms have found that American students
actively engage in a learning activity for only about half the time they are scheduled
to be in school. A study of schools in Chicago found that public schools with high-
achieving students averaged about 75 percent of class time for actual instruction. For
schools with low-achieving students, the average was 51 percent of class time [Frederick
(1977)]. Overall, Frederick, Walberg and Rasher (1979) estimated 46 percent of the po-
tential learning time is lost due to absence, lateness, inattention, classroom disruptions
or teachers being off task.

Time devoted to homework also varies a great deal. In 1998, 21 percent of high school
seniors reported doing 10 or more hours of homework per week, while another 23 per-
cent reported not being assigned homework or not doing the homework assigned [NCES
(2002), p. 41]. Studies have found that learning has a strong relationship with time on
task [Wiley (1976)], time devoted to homework [Cooper (1989), Betts (1996)] and the
share of homework that is completed. Differentials in time committed to learning are
likely to be an important reason for variations in achievement across students, across
schools and across nations.

Just as important as the time devoted to learning is the student’s engagement in the
process. John Goodlad (1983) study of American high schools described: “a general
picture of considerable passivity among students. . . (p. 113)”. Asked “How often does
your mind wander” during class, 23 percent of a large sample of American middle
school and high school students said “usually” or “always”, while 33 percent said “sel-
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dom” or “never” [Educational Excellence Alliance (2002)].1 Sixty-two percent of 10th
graders agreed with the statement, “I don’t like to do any more school work than I have
to” [Longitudinal Survey of American Youth, LSAY (1988), Q. AA37N].

A second problem with the education production function literature is its failure to
deal with the fact that academic achievement (as assessed by math, science and reading
tests) is just one of the many goals that schools are expected to serve. Many studies use
math test scores as the sole measure of output even though elementary students spend
less than a quarter of their time doing math and high school students spend only 14 per-
cent of their time in math classes. Nonacademic courses account for 35 percent of credits
earned in American high schools. For 2000 graduates, personal use courses accounted
for 11.1 percent of total credits, art and music for 7.8 percent and vocational education
for 16.2 percent of total credits earned [NCES (2003a), Table 139]. In multivariate mod-
els predicting earnings, credits taken in occupational specialties have significantly more
positive effects on wages and earnings (both immediately and eight years after gradu-
ation) than academic credits [conditional on school attendance and years of schooling,
Bishop and Mane (2004)]. Nonacademic goals – vocational training, developing artistic
talent, discouraging drug use, learning teamwork, providing opportunities for physi-
cal exercise, developing respect and tolerance for others and community entertainment
(e.g., band, cheer leading and interscholastic sports), etc. – are very important in the
eyes of students and the community.

These two observations suggest that students play a dual role in schools. They are
(1) investors/consumers who choose which goals (outputs) to focus on and how much
effort to put into each goal and (2) workers getting instruction and guidance from their
first-line supervisors, the teachers. Teachers also have a great deal of discretion over
how much emphasis they place on various aspects of their subject and how they han-
dle discipline and character development. Students must cooperate with the teacher and
each other if educational goals are to be achieved. In practice this means that classroom
goals are often negotiated between teacher and students [Sizer (1984), Powell, Farrar
and Cohen (1985)]. The behavior of each of the system’s actors (teachers, administra-
tors, school board, parents, students and the leaders of student crowds) depends on the
incentives facing them. The incentives, in turn, depend upon the cost and reliability of
the information (signals) that are generated about the various outputs and inputs of the
system.

This chapter focuses on the incentives faced by students, the effects of incentives
on student behavior and the character and quality of the information about performance
that generates these incentives. Similar issues arise in modeling the behavior of teachers
and school administrators. I point out the similarities as the analysis develops, but the

1 The Educational Excellence Alliance is a consortium of schools and school districts that have administered
the ED-Excel survey of student peer culture and received reports comparing their students’ responses to the
responses at other comparable schools. A total of about 325 schools and 110,000 students have participated
in the study [Bishop et al. (2003)].
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focus is on student incentives, student norms and student behavior. This review has five
sections.

The first section of the chapter presents evidence that student effort accounts for an
important share of the variance across individuals and nations in student achievement.
The second section of the chapter outlines a simple model of how students decide how
much effort to put into their studies and how their decisions interact with public support
for greater spending on education. It also reviews evidence on the effects of extrinsic
rewards for learning on student effort, school quality and achievement. The third section
of the chapter reviews the empirical literature on the effects of improved signaling of
student achievement at the end of high school on the rewards for learning, on student
effort, teacher’s standards and student achievement. The fourth section of the chapter re-
views studies of the effects of raising the standards for getting good grades, promotion
to the next grade or a diploma. The final section of the chapter examines how externali-
ties generated by peer effects and grading on a curve influence student peer culture and
norms about study effort. I then discuss two economic models of student peer groups
and pressures – Akerlof and Kranton’s ‘identity’ model and a model in which norms are
signaled by the behavior of a crowd’s leaders and enforced by threats of harassment and
social exclusion.

1. Student effort influences learning

Not surprisingly students who do not pay attention in class and/or frequently skip school
are poorer readers and less competent mathematicians than students who attend regu-
larly and pay attention. In the Programme for International Student Assessment (PISA)
study [OECD (2003a)], the 3.1 percent of American 15-year-olds who had skipped five
or more classes in the past two weeks scored slightly more than a standard deviation
lower [approximately four grade-level equivalents (GLE)] on the PISA reading liter-
acy assessment than the 55 percent of students who said they were attending regularly.
Data for 25 other countries on class skipping and the reading deficit of those who skip
5 or more classes is presented in columns (4) and (5) of Table 1.2 The reading deficit
of students who skip a lot of classes is 79 points on average (about three-quarters of a
standard deviation) in the other nations that participated in PISA-2000.

PISA also found that student achievement was correlated with the disciplinary cli-
mate of the student’s classroom. Column 6 of the table presents the mean value of

2 PISA assesses the cumulative educational experiences of all students at age 15 regardless of the grade levels
or type of institution they are attending. The students complete a 20–30 minute background questionnaire and
a 90-minute assessment consisting of a mix of multiple choice, short answer, and extended response questions.
It’s most recent report [OECD (2003a)] presents data on 222,948 students from 43 nations accounting for one-
third of the world’s population. Great care is taken to insure that the schools and students who are assessed
are representative of the all 15-year-old students in the nation.
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PISA’s standardized index of a positive disciplinary climate.3 Column (7) presents the
difference between the reading scores of students who reported few disruptions in their
classes (top quartile of the index) and the scores of students who reported many dis-
ruptions (bottom quartile of the index). The reading differential between students in
classrooms with low and high levels of disruption varies a good deal across countries.
It is over 90 points for Hungary and Japan and under 10 points in Brazil, Finland and
Mexico. For the United States the differential is 31 points (about 1.2 grade-level equiv-
alents).

While these positive associations are consistent with the hypothesis that student ef-
fort and discipline improve achievement, the bivariate relationships presented in Table 1
exaggerate the magnitude of any causal relationship. PISA has looked at the effect of
disciplinary climate on achievement while controlling for many potentially confounding
variables: student background, school SES, student–teacher ratios, teacher qualifica-
tions and student use of school resources (library, computers, Internet and science labs).
They found that the “students are disciplined” index was a highly significant (t statistics
above 5.7) predictor of reading, mathematics and science achievement. Numerous other
studies also find that indicators of student effort such as absenteeism, paying attention,
completing homework assignments and hours doing homework have significant effects
on learning in multivariate models controlling for prior achievement and family back-
ground [e.g., Cooper (1989), Betts (1996), Bishop et al. (2003)]. Their importance in
any given study will depend on how well effort and discipline are measured, whether
complementary inputs such as quality instruction are being provided and the sensitivity
of the achievement indicator to student effort levels.

Do variations in student effort and discipline across countries account for some of
the large differences in average achievement levels? Lets look at the data in Table 1
columns (1)–(4) and (6) on how student effort and engagement varies across nations.
Column 1 reports the proportion of 15–19-year-olds enrolled in school. On this indica-
tor the United States lags behind most of Western Europe, the Czech Republic, Korea
and Hungary. Column (2) presents a proxy for student engagement – the percent of
students who say they “often feel bored” in school. Sixty-one percent of American stu-
dents say they are often bored. The OECD average is 48 percent. Lack of engagement
seems to be a pretty universal problem. Column (3) reports the percentage of schools in
a nation that have absenteeism rates exceeding 5 percent. Here there are big differences
across nations. Absenteeism is above five percent for 60 percent of American schools,
76 percent of Australian schools and 80 percent of New Zealand schools but only 5 per-
cent of Japanese and Korean schools. Class skipping was also much lower in Japan and
Korea and student discipline was better as well [see columns (4) and (6)]. Possibly this

3 Students were asked the frequency in their language arts class of: “the teacher has to wait a long time for
the students to <quieten down>; students cannot work well; students don’t listen to what the teacher says;
students don’t start working for a long time after the lesson begins; there is noise and disorder; and, at the
start of class, more than five minutes are spent doing nothing”. The response alternatives were ‘never’, ‘some
lessons’, ‘most lessons’ and ‘every lesson’.
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Table 1
Effort, discipline and achievement of secondary school students

Share
15–19 in
school in

2001

I often feel
bored

Percent
schools with
absenteeism

Percent who
skipped 1 or
more class

Reading deficit
of students

who skipped

Disciplinary
climate

Reading
difference

between top
and bottom

quartile

TIMSS
end of HS

TIMSS
end of HS

PISA age
15

(native-born
students)

(percent) (% agree) (above 5 %) (in last 2
weeks)

(5 or more
classes)

(student
rept.)

(on disc.
climate)

(math) (science) Reading Math

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Australia 81.1 60 76 43 46 −0.09 47 522 527 532 536
Austria 76.9 49 46 37 61 0.19 41 518 520 515 523
Belgium 91.0 46 35 28 108 −0.12 10 – – 522 536
Brazil 74.6 30 – 53 52 −0.34 −18 – – 398 337
Canada 75.0 58 59 47 60 −0.14 25 519 532 538 536
Chile 67.8 – – 47 79 −0.32 35 – – 411 384
Czech Rep. 87.8 47 81 53 76 0.14 55 466 487 501 504
Denmark 82.9 41 41 49 37 −0.20 27 547 509 504 520
Finland 85.3 60 – 43 42 −0.16 9 – – 548 537
France 86.6 32 28 34 100 −0.05 16 523 487 512 523
Germany 89.4 49 37 26 67 0.10 48 495 497 507 510
Hungary 79.0 29 45 33 64 0.23 93 483 471 482 489
Iceland 79.2 30 12 37 46 −0.08 23 534 549 509 516
Italy 72.2 54 – 56 99 −0.24 79 476 475 489 459
Japan – 32 5 10 na 0.49 92 – – 525 559
Korea 79.3 46 5 20 35 0.20 47 – – 525 547
Mexico 41.0 28 – 32 70 0.17 4 – – 427 391
NZ 73.0 60 80 44 92 −0.15 24 522 529 538 543
Norway 85.3 58 31 35 78 −0.36 18 528 544 510 503
Portugal 73.3 24 44 16 72 −0.05 39 – – 472 456
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Table 1
(Continued)

Share
15–19 in
school in

2001

I often feel
bored

Percent
schools with
absenteeism

Percent who
skipped 1 or
more class

Reading deficit
of students

who skipped

Disciplinary
climate

Reading
difference

between top
and bottom

quartile

TIMSS
end of HS

TIMSS
end of HS

PISA age
15

(native-born
students)

(percent) (% agree) (above 5 %) (in last 2
weeks)

(5 or more
classes)

(student
rept.)

(on disc.
climate)

(math) (science) Reading Math

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Russia 70.8 27 – 34 34 0.45 40 471 481 463 480
Spain 80.1 66 26 33 71 −0.17 30 – – 494 478
Sweden 86.4 58 45 38 33 −0.19 35 552 559 523 517
Switzerland 83.3 38 13 32 56 0.30 28 540 523 514 548
UK 74.7 54 78 35 71 0.02 45 – – 528 534

United States 77.6 61 60 38 112 0.03 31 461 480 511 500

OECD Avg. 77.7 48 44 33 79 0.00 39 – – 503 500

Sources:
Enrollment rate [column (1)] – Education at a Glance [OECD (2003b), p. 258];
Bored in class [column (2)] – Education at a Glance [OECD (2002), p. 330];
School means of absenteeism [column (3)] – Education at a Glance [OECD (2000), p. 241];
Class skipping and reading deficit [columns (4) and (5)] – Literacy Skills for the World of Tomorrow: Further Results from PISA 2000 [OECD (2003a), p. 290];
Student reported disciplinary climate and it’s association with reading achievement [columns (6) and (7)] – Literacy Skills for the World of Tomorrow: Further
Results from PISA 2000 [OECD (2003a), p. 372];
TIMSS Scores at end of secondary school for all students [columns (8) and (9)] – Pursuing Excellence, Gonzales (2000), p. 92;
PISA reading and math for 15-year-old students who were born in the country to at least one parent from the country [columns (10) and (11)] – Literacy Skills
for the World of Tomorrow: Further Results from PISA 2000 [OECD (2003a), p. 351].



918 J. Bishop

is the explanation for the remarkably high achievement levels of students in East Asia:
students are more disciplined in class and study harder.

To test this hypothesis, an effort/discipline scale combining the PISA student disci-
pline index [column (6)] and the school skipping data in column (4) was created and
then included in models predicting PISA literacy scales for native-born students. The
achievement of native-born students is analyzed in order to eliminate variation in rates
of immigration as a confounding variable. The base line model has two variables: GDP
per capita (to capture national wealth, the socio-economic background of parents and
the efficiency of the nation’s institutions) and a dummy variable for East Asia intended
to capture cultural differences between East and West that produce the remarkable work
ethic of Asian students. This dummy variable has always been a significant predictor
of mathematics and science achievement in my previous work. Table 2 presents the re-
sults. The effort/discipline index is a significant predictor of national mean achievement
levels in mathematics and science. A one-standard deviation (measured in the sample
of 42 nations) improvement in both components of the index predicts a 14 point (about
0.50 GLE) higher level of science achievement and a 20 point (a 0.80 GLE) higher
level in mathematics. When the effort/discipline index is added to the model, the Asian
dummy becomes insignificant. Apparently differentials in student effort and discipline
do account for some of the differences between nations in academic achievement and
contribute to the outstanding achievement levels of East Asian nations.

Table 2
Student effort and academic achievement (Program for International Student Assessment 2000 data)

Native of the country Effort index Log
GDP/Pop

1995

East Asia Adj R2

RMSE
Number of

observations

Mathematics – 15-year-olds 20.8∗∗∗ 87.6∗∗∗ 26.8 0.746 41
(7.5) (8.2) (19.0) 33.9

86.3∗∗∗ 52.8∗∗∗ 0.702 41
(8.9) (17.9) 36.7

Science – 15-year-olds 14.0∗∗ 70.6∗∗∗ 26.9 0.720 41
(6.4) (7.0) (16.2) 29.0

69.8∗∗∗ 44.3∗∗∗ 0.721 41
(7.3) (14.8) 29.7

Combined reading literacy – 15-year-olds 4.5 76.8∗∗∗ 20.8 0.794 41
(5.6) (6.1) (14.2) 25.3

76.5∗∗∗ 26.5∗∗ 0.796 41
(6.1) (12.1) 25.2

Source: OECD (2003a).
∗∗Significant at the 5% level on a two tail test.
∗∗∗Significant at the 1% level on a two tail test.
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We now turn to a discussion of policy options for inducing students to try harder. We
begin with a simple model that elucidates some of the key issues.

2. A model of student learning

2.1. The model of student effort

The student’s decision about effort in school can be simply represented by three equa-
tions: a learning function, a rewards for learning function and a costs of student effort
function.

The learning function

Learning is a change that takes place in a person. It occurs when an individual who
is ready and able to learn, is offered an opportunity to learn and makes the effort to
learn. All three elements are essential. Learning readiness and ability – indexed by Ai –
depends on prior learning, intelligence and family background. Ai is exogenous (i.e.
determined outside the model). The part of the learning equation controlled by individ-
ual students is effort (Ei).

While, in principle, every literate individual with access to a library has the opportu-
nity to learn, schools and teachers have, in practice, a great deal of influence on what
youngsters learn and at what pace. Educators determine what courses are required, the
topics covered, teaching methods, homework and paper assignments and classroom
expectations. In the model opportunity to learn is operationalized as IXm or school
quality. Xm is per pupil expenditure on school inputs and policies that foster academic
achievement for the school ‘m’. I is an exogenous efficiency parameter for these school
inputs/policies. While facilitating academic learning is the primary purpose of Amer-
ican schools, other goals compete for school resources and administrative attention.
Consequently, Xm is not the same thing as per pupil expenditure.

The fourth input in the individual’s learning function is the effort and cooperativeness
of the other students at the school. Empirical studies of peer effects and social interac-
tions have generated persuasive evidence that individuals are influenced by the norms
and behavior of co-workers and close associates. Education value-added production
function studies consistently find that the socio-economic status of the other students
in a school influences learning gains. Until recently it was not clear, however, whether
this finding reflected a causal relationship or was instead a selection effect caused by
parents with strong preferences for education choosing to move to high SES communi-
ties. Recent studies based on data free from such bias show that causal peer effects do
exist. Randomly assigned college roommates have been shown to influence each other’s
academic performance [Zimmerman (1999), Sacerdote (2000)]. An elegant study by
Hoxby (2000) has shown that boys and girls learn more when girls account for a larger
share of the students in a grade. Angrist and Lang’s (2002) study of Brookline schools
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found that increasing the number of Boston Metco students in a classroom did not affect
the learning of white students but had significant negative effects on learning of black
3rd graders who were Brookline residents. Hanushek, Kain and Rivkin’s (2002) analy-
sis of Texas data found that high ability black students learned more in years in which
their grade had a higher proportion of nonblack students. Using experimental data from
Project Star, Boozer and Cacciola (2001) have demonstrated that the students who were
taught in small classes during their first years in school had positive spillover effects on
their classmates in regular third and fourth grade classrooms once the experiment was
completed. Using panel evidence from administrative data, Betts and Zau (2002) found
that “changes in the average achievement at the school have independent large effects
on student learning”. These effects were substantially larger than the effects of class
size and teacher credentials, education and experience.

These studies are strong evidence that peer effects are real. But before peer spillover
effects can be manipulated to further learning, we must understand exactly how they
are generated. The SES, skin color and gender of classmates probably do not directly
influence learning. Rather the observed spillover effects are probably generated by the
norms and behavior of classmates. Some students help their classmates learn, others
disrupt their learning. Some honor academic engagement, others make fun of kids who
are friendly with teachers. The norms and behavior patterns of young women are more
supportive of academic learning than the norms and behavior patterns of young men.
This is probably the reason for Hoxby’s gender composition findings.

There are two distinct ways that peers influence a student’s learning. First, their be-
havior influences how much classroom time is devoted to maintaining discipline and to
other distractions, how much is learned from classroom discussions and projects that
students work on together, how rapidly teachers move through the curriculum and how
many students require one-on-one assistance. These influences are production externali-
ties and are represented in our model by including average effort levels of other students
as one of the inputs in the individual’s learning production function. Lazear has demon-
strated that when students are heterogeneous with respect to disruptive behavior, it is
optimal for more disruptive students to be placed in smaller classes [Lazear (2001)].

The second mechanism by which peers influence learning outcomes is the effect of
their norms and teasing and harassment behavior on the individual’s own effort level.
A discussion of these influences is postponed to Section 5.

To keep the model simple, years attending K-12 schools are assumed to be predeter-
mined. The learning that occurs during that period is described by the simple equation

Human capital at the end of secondary school = L = AEα
(
Em

)ρ(
IXm

)β
,

(1)α + ρ + β < 1,

where
E – effort of the individual student – an index of the time and psychic energy that

the ith pupil devotes to learning (years spent in K-12 school are taken as pre-
determined);
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Em – mean effort of all other students at school m – an index of the time and psychic
energy that the other pupils at school m annually devote to learning;

Xm – expenditure on school inputs and policies that foster academic achievement at
school m. This is not equivalent to spending per pupil because school budgets
contain items serving other purposes – e.g., sports, art, music, occupational
skills, etc.;

I – an exogenous efficiency parameter for school inputs that foster academic
achievement;

α – elasticity of the ith student’s human capital (L) with respect to her effort;
ρ – elasticity of the ith student’s human capital (L) with respect to the effort of

all other students in the school; ρ is also referred to as the effort externality
multiplier;

β – elasticity of the ith student’s human capital (L) with respect to (IXm).
Note that the ‘i’ superscript has been suppressed throughout. While the choice of a
Cobb–Douglas function is more specific than is necessary to reach the conclusions of
the model, the main intuition and results of the model can readily be followed in this
specific functional form.4 It implies that:

(a) School quality and student effort interact positively. An improvement in teacher
quality enhances the effect of greater student effort and vice versa.

(b) Effort by one student interacts positively with the effort of classmates (e.g., one
student can disrupt the learning of an entire class).

(c) A 20 percent increase in effort by all students (E and Em) and school quality
(Xm) increases human capital (L) by less than 20 percent.

The private rewards for achievement function

The model assumes that young people have high rates of time preference, so the present
discounted value of future payoffs is heavily influenced by the signals of L that are
available to colleges and employers immediately after high school.5 An individual’s

4 The main necessary features of a more general model are that there is complementarity between individ-
ual student effort, school disciplinary climate and resource input in educational production and that certain
institutional features enhance the productivity of resource usage [Bishop and Woessmann (2004)].
5 Observing how a worker performs on the job should allow employers to develop more accurate opinions

about L over time. There are, however, job and firm specific match components to job performance that may
cloud an employer’s ability to evaluate general human capital. Nevertheless, the difficulties of signaling L at
the end of high school become less important to job placement and wages as the worker gains labor market
experience. But they nevertheless have very large effects on the choice of college, field of study and early
entry into desirable occupations that have lasting effects on earnings even when better information on L later
becomes available. These early outcomes are particularly salient to students and parents and influence their
expectations about the long run consequences of learning in high school [Rosenbaum (2001)]. Their lack
of knowledge about the true long term consequences may lead them to focus on manipulating the signals –
SAT-1, class rank and GPA – that they know influence immediate outcomes and to neglect developing a really
good education [Bishop (1990)].
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productivity depends on L, a latent variable that is not visible to college admissions
officers and employers. When a student leaves high school, colleges and employers
have four indicators they can use to predict L: (1) aptitude and family background (A),
(2) achievement relative to others at the school such as class rank or GPA (L − Lm),
(3) a pass/fail dummy variable for a minimum competency exam (MCE) and (4) a vec-
tor of scores on curriculum-based external exit exams (CBEEEs). Students are pooled
across schools.6 L is positively correlated with both A and (L − Lm) and even more
strongly correlated with scores on CBEEEs when they have been taken.

Present discounted value of intrinsic and extrinsic (both pecuniary and nonpecuniary)
rewards for achievement, Π , is

(2)Π = (j + w)L + θ
(
L − Lm

) + σA,

where
j – the present discounted value of the intrinsic nonpecuniary benefits, joy, of

learning received by the ith student and her parents. Note that these bene-
fits are assumed to occur regardless of whether the learning is signaled to
others or honored publicly;

w – the impact of absolute levels of achievement (human capital) at the end
of secondary school on the present discounted value of lifetime after-tax
earnings and other extrinsic rewards for learning for person i. It includes
the effects of secondary school learning on wage rates conditional on
years of schooling and on the years and quality of post-secondary school-
ing obtained. It also includes the benefits that parents derive from the
economic success of their children and the honor and prestige given to
those who are signaled to be high achievers. The magnitude of these ben-
efits increase when L is more reliably signaled to colleges and employers
[Becker and Rosen (1992)]. Curriculum-based external examinations in-
crease w, the payoff to absolute achievement, and tend to reduce θ , the
payoff to one’s relative position (rank) in the secondary school’s graduat-
ing class, and σ , the payoff to IQ and family background. The introduction
of an MCE has a similar but smaller effects on w, θ and σ ;

L − Lm – achievement of the ith student relative to the representative student’s
achievement (Lm). Rank in class and grades awarded on a curve are ex-
amples of signals of achievement that describe the student’s achievement
relative to others in the school;

6 Pooling occurs when employers do not know which school a student has graduated from or when schools
have not developed reliable reputations that employers and colleges can use to improve their prediction of L

[Betts and Costrell (2001)]. If grading standards of schools and of courses within schools were known, it might
be feasible to handicap class rank and course grades so as to construct a good measure of L. Constructing such
estimates for 100s of schools and tens of thousands of courses would be extremely costly. Some employers
and colleges use subjective judgments to handicap GPAs and class rank, but these judgments are unreliable
and infrequently updated [Bishop (1999b)].
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θ – the impact of achievement relative to the school mean (e.g., effects of class
rank and grades assigned on a curve) on social status in the community,
admission to preferred colleges and lifetime income;

σ – the impact of Ai (i.e., early IQ, early achievement and family background)
on the present discounted value of lifetime earnings; σ will be large and
w and θ small if access to college depends solely on family background
and IQ test scores obtained prior to entering secondary school. The SAT
is not a pure IQ test, but relative to curriculum based exams it is at the ap-
titude end of the spectrum. Consequently, substituting curriculum-based
exams for the SAT in university admissions decisions would lower σ and
raise w. Since A is assumed exogenous, changes in σ do not affect student
incentives to study or community incentives to invest in schools.

Choosing learning effort

Students compare expected benefits to expected costs.

Benefits of effort for student i

(3)= B = (j + w + θ)
[
AEα

(
Em

)ρ(
IXm

)β] − θ
[
Am

(
Em

)α+ρ(
IXm

)β]
,

where Lm = Am(Em)α+ρ(IXm)β ≈ human capital at graduation of the representative
student at school m; Am is the ability of this representative student.

Studying generates costs – psychic energy, loss of free time and boredom – that are
assumed to be an increasing function of the time and energy devoted to schoolwork:

(4)Costs of student effort = C = C0E
μ,

where μ > 1 because the marginal costs of effort rise as effort increases.

Determining student effort

To study the determinants of student effort, we define a net benefits of study effort
equation, B−C, and obtain it’s maximum by differentiating with respect to E, assuming
Xm and Em fixed,

(5)max(B − C) = (j + w + θ)
[
AEα

(
Em

)ρ(
IXm

)β] − C0E
μ.

The derivative of (5) with respect to E for each student is

(6)
∂(B − C)

∂E
= α(j + w + θ)

[
AEα−1(Em

)ρ(
IXm

)β] − μC0E
μ−1 = 0,

(7)E =
{[

α

μC0

]
[j + w + θ ][Am

(
Em

)ρ(
IXm

)β]}1/(μ−α)

,
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and

ln E =
(

1

μ − α

)[
ln α − ln μC0 + ln(j + w + θ)

(8)+ ln A + ρ ln Em + β ln
(
IXm

)]
.

The policy implications of Equations (7) and (8) are straightforward. To induce stu-
dents to study longer and harder, educators, employers and parents must either:

• Lower the opportunity costs of studying (↓ μC0), e.g., by requiring that home-
work be completed before television or a video game is turned on or establishing
homework clubs after school.

• Increase the effectiveness of study time (↑ α), e.g., by providing a quiet place
to study, learning aids (such as encyclopedias, computers and the Internet) and
tutoring/assistance if needed.

• Improve the quality of one’s peers (↑ Em), e.g., by moving to a higher income
community or getting your child into honors courses or a school or program for
the ‘gifted’.

• Improve the quality of instruction (↑ IXm), e.g., by developing excellent courses
and curricula, hiring gifted teachers, providing excellent professional development
and holding them accountable.

• Increase intrinsic rewards for learning (↑ j ), e.g., by hiring more interesting teach-
ers, making content more engaging, allowing students to select the course they take
and instilling a love of learning in children.

• Increase extrinsic rewards for learning ↑ (w + θ), e.g., by awarding merit scholar-
ships and greater social prestige to high achievers, persuading employers to offer
bigger wage increments immediately after high school for skills and for college
completion and persuading colleges to become more selective and admit students
into competitive programs on the basis of learning during high school (L), not
ability (A), family background or ability to pay tuition.

2.2. Model of government effort

To determine the government’s choice of the level of spending Xm, we have to look at
the benefits and costs of the government (G). The government’s benefits BG are given
by

(9)BG = P
(
jm + wm

)
Lm = P

(
jm + wm

)
Am

(
Em

)α+ρ(
IXm

)β
.

Assuming for simplicity no external benefits of education, the average intrinsic re-
wards for learning for students at school m (jm) and the average extrinsic rewards (wm)
for L are equivalent for the individual student and for the general public. Note, however,
that the rewards for learning generated by a student’s high rank relative to other students
at the school, θ , that motivate some students to excel are not found in the community’s
payoff function. Note further that the mean community benefits, (jm + wm)L, of learn-
ing are weighted by the parameter P which reflects the priority government gives to
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the quality of a school’s academic program. P characterizes the political power of sup-
porters of high academic standards in the governance of schools relative to the political
power of those whose objectives lie elsewhere.

The government’s cost CG is defined as expenditure per pupil on the academic goals
of school

(10)CG = Xm.

Note that Xm is the choice variable under the control of the government. It chooses
Xm in order to maximize its net benefits (BG − CG), given students’ effort and the
institutional setting. After reorganizing the first-order condition for a maximum, we
have the following equation for government effort.

(11)Xm = {
βP

[
jm + wm

][
Am

(
Em

)a+ρ
Iβ

]}1/(1−β)
.

An examination of Equation (11) characterizing government effort reveals that pub-
lic investments in the quality and quantity of academic instruction (Xm) are driven by
many of the same forces – intrinsic and extrinsic rewards for learning, school efficiency
(I ), the elasticity of learning with respect to inputs – as student decisions to study hard
[Bishop and Woessmann (2004)]. Em on the right-hand side of (11) is implying that
diligence and engagement on the part of students tends to induce taxpayers to fund
schools more generously. Note also that Xm is on the right-hand side of the student
effort equation implying that politically powerful parents who obtain generous funding
of the school’s academic program find that the students attending their local school will
become more engaged and diligent. These positive feedbacks mean that policy multipli-
ers for the equilibrium of this system are quite large [Bishop and Woessmann (2004)].
As a result, decentralized governance and funding is likely to result in Matthew ef-
fects. Schools with politically powerful parents and able students who believe rewards
for learning are large will significantly outperform schools with politically weak parents
and disadvantaged students who dislike academics. If a society with a decentralized edu-
cation system wants to equalize achievement outcomes across schools, it must establish
compensatory systems of financing, teacher assignment and/or student assignment.

One important exception to the generalization that Xm and E are driven by the same
forces is the absence of θ , the payoff to class rank, in the equation for school quality
investments. If selective colleges admit students solely on the basis of class rank [i.e.,
θ is large and (j + w) = 0], some students will be motivated to try to do better than
their classmates, but parents will see no benefit to introducing more rigorous courses
and hiring more qualified teachers.

2.3. Evidence that extrinsic rewards matter

What evidence is there for the claim that student effort responds to extrinsic rewards?
When students are asked why they study, 79 percent say “I need the grades to get into
college” and 58 percent say “Help me get a good job” [Educational Exellence Alliance,
EEA (2002)]. Generous merit scholarship programs provide a natural experiment for



926 J. Bishop

evaluating the effects of pecuniary incentives. Studies have found that the $3000+
Hope Scholarship for Georgia high school graduates with averages of B or better in-
creased SAT scores, GPAs and college attendance rates relative to other states in the
South [Henry and Rubenstein (2002), Dynarski (2000), Cromwell, Mustard and Sridhar
(2003)]. When the payoff to college rises, college attendance rates rise. When payoffs
fall, attendance falls [Freeman (1975, 1976,1986), Bishop (1977, 1990)]. Preparations
for college during high school appear to be similarly responsive? College–high school
pay differentials in the regional labor market surrounding a high school had significant
effects on the academic orientation of students’ courses and their likelihood of going to
college [Bishop (1991)].

For students planning on college, the key determinants of the extrinsic rewards for
study (w + θ) are how important high school learning is for getting into and completing
college and the payoff to getting a college degree. For those not planning to go to col-
lege, better jobs are the relevant pecuniary inducement for study. During the last fifty
years, these indicators of the payoff to effort and learning in high school have tended to
rise and fall together. Let us review their history and then compare that history to trends
in the academic focus of schools, student effort and achievement.

Wage premium for college. The college wage premium for 25–34 year old men and
women rose during the 1950s, stabilized during the 1960s, then fell precipitously
during the early 1970s, stabilized again for 5 years at a low level and then climbed
rapidly during the 1980s and more slowly during the 1990s [Census Bureau (1974),
NCES (2003b), Table 16.1].

College selectivity. During the 1930s social class was the primary determinant of who
went to college. College entrants in 1929 were on average at the 55th percentile of
ability among high school graduates. Those who did not enter college were at the
44th percentile on average; a gap of only 11 points. The percentile gap between col-
lege entrants and high school graduates not going to college rose to 15 points in 1934,
20 points in 1946, 19 points in 1950, 22 points in 1957, 28 points in 1960 Project Tal-
ent data [Taubman and Wales (1972)]. The trend toward growing academic selectivity
of college enrollment reversed during the 1960s and early 1970s. Many two-year
colleges with open admissions policies were founded and males attended college in
record numbers to postpone being drafted. The class rank gap between those who
attend college and those who do not fell to 21 points in 1972. During the late 1970s
the relationship grew stronger (reaching 24.7 points in 1980) [Bishop (1991)].

Wage payoff for academic achievement. In the United States, reading and math skills
have historically not had large effects on the wage rates of young workers who have
not gone to college. Even so, the payoffs to these skills appeared to decline during
late 1960s and early 1970s. The threat of litigation brought under the 1971 Griggs in-
terpretation of Title 7 of the Civil Rights Act of 1965 induced many employers to stop
using tests assessing reading and mathematics to help in the selection of new employ-
ees [Friedman and Belvin (1982)]. As a result, during the 1970s young high school
graduates who had learned English, science and mathematics thoroughly typically
did not earn appreciably more than the high school graduates who had done poorly



Ch. 15: Drinking from the Fountain of Knowledge 927

in these subjects [Bishop (1989)]. Individuals who have strong mathematics skills
and good grades in high school are better employees [Department of Labor (1970),
Ghiselli (1973), Hunter, Crosson and Friedman (1985), Hartigan and Wigdor (1989),
Bishop (1992)]. Over time employers learn which employees are the most competent
by observing job performance and greater productivity is eventually recognized and
rewarded though it often takes a decade or so [Hauser and Daymont (1977), Taubman
and Wales (1975), Bishop (1992), Farber and Gibbons (1996), Grubb (1993), Bishop
(1989), Altonji and Pierret (1998)].

The environment changed during the 1980s and 1990s due to the spread of per-
sonal computers and the rapid growth of professional-technical and managerial jobs.
The Supreme Court’s Wards Cove decision made it easier to defend using reading and
mathematics tests as part of a selection process and some employers reintroduced basic
skills tests into their selection procedures for clerical and factory jobs. As a result, the
labor market rewards for mathematical ability of young workers rose. Murnane, Willett
and Levy (1995) found that the effect of a one standard deviation increase in mathe-
matics skill on the wage rates of 24 year old men rose from $0.46 per hour in 1978 to
$1.15 per hour in 1986. The wage payoff for young women rose from $1.15 per hour to
1.42 per hour in 1986.

The Bishop–Woesmann model predicts that the rise during the 1980s and 1990s in
the payoff to college and to mathematics achievement should have stimulated schools
to set higher standards and induced students to study harder. Many states increased the
number of mathematics and science courses required for graduation and established
minimum competency tests for graduation. Students are taking more rigorous courses.
Between 1982 and 2000 the share of students taking Geometry rose by 31 percent-
age points, Algebra II by 28 percentage points, Chemistry by 30 points and Physics by
16 points [NCES (2003a), p. 164]. The number of students taking AP calculus quin-
tupled. Homework assigned and completed increased. Hofferth and Sandberg (2000)
report that 9–12 year old students in the US averaged 3 hours and 41 minutes of home-
work per week in 1997, a 9 percent increase since 1981. The percentage of 13 year olds
reporting they either had no homework or did not do it fell from 33 percent in 1982 to 9
percent in 1990. The percentage of 17 year olds reporting they did at least one hour of
homework each day rose from 32.5 percent in 1978 to 66 percent in 1990.

As predicted, achievement improved. NAEP reading scores in 1999 were two grade
level equivalents (GLEs) higher than in 1980 for African-American and Hispanic
17-year-olds. For whites the gain on the reading tests was only 0.2 GLEs. NAEP math
scores were up one grade level equivalent (GLE) since 1982 for whites, two GLEs for
African-Americans and 1.6 GLEs for Hispanics. SAT scores were flat in verbal and up
by 24 points in math. NAEP science scores rose 1.3 GLEs for whites, 1.9 GLEs for
African-Americans and 2.7 GLEs for Hispanics [NCES (2002)].

These positive trends contrast with the trends of the previous decade – the late
1960s and the 1970s when college selectivity and payoffs to learning and college atten-
dance were declining. During the 1970s the summed math and verbal SAT-1 declined
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50 points. Scores of Iowa 12th graders on the Iowa Test of Educational Development
which had risen steadily during the 1940s, 1950s and the first half of the 1960s, declined
by more than a grade level equivalent after 1966 [Bishop (1989)].

There may, however, be other explanations for the post 1966 test score decline and the
rebound during the 1980s and 1990s. Graduation requirements and teacher expectations
appear to have followed the same cycle. While the Bishop–Woesmann theory explains
these changes in teacher expectations and school policies as responses to shifts in eco-
nomic payoffs, others might argue the causes lie elsewhere. As a result, the examination
of aggregate time series data for just one country can never be conclusive evidence for
the changing economic payoffs hypothesis. Other data need to be examined. The qual-
ity and reliability of signals of academic achievement can have big effects on extrinsic
rewards for learning, w and θ . We turn now to a review of evidence on how mecha-
nisms for signaling student achievement influence academic achievement (L), public
investment in student learning (Xm) and student effort (E, Em).

3. The effects of better signaling of academic achievement

In most European and Asian nations externally set high school exit exams assessing
the secondary school curriculum determine university admission and access to pre-
ferred fields of study. Grades on these exams are requested on job applications and
typically included on resumes. Consequently, curriculum-based external exit exam sys-
tems (CBEEES) like the Baccalaureate in France and the GCSE and A levels in England
and Wales have profound effects on student incentives to study. What are the critical
features of a CBEEES? How are they different from the minimum competency exams
minimum competency exams (MCE) that so many American states have established?
We begin by noting the features that MCEs and CBEEES have in common. They:

1. Produce signals of accomplishment that have real consequences for the student.
MCEs are tests that must be passed to get a high school diploma. For CBEEES
the nature and the magnitude of the rewards vary. In Canada CBEEE grades are
averaged with teacher assessments to generate final grades for specific courses. In
Europe and East Asia exam results influence hiring decisions of employers and
access to popular lines of study in university that are oversubscribed. CBEEES
sometimes make one eligible for a more prestigious diploma or confer rights to
enroll in higher level post-secondary institutions.

2. Define achievement relative to an external standard, not relative to other students
in the classroom or the school. Fair comparisons of achievement across schools
and across students taught by different teachers are now possible.7 Costrell’s

7 When grading standards vary across high schools, across classrooms within the school and over time,
employers and universities are not able to place applicants for jobs or admission on a common scale. Students
must be pooled together so schools and teachers have an incentive to help their students compete for jobs and
colleges by inflating grades.
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(1994, 1997) and Bett’s (1998) analysis of the optimal setting of educational
standards when students from schools with different grading standards are pooled
concluded that centralized standard setting (state or national achievement exams)
with a local option to set even higher standards results in higher standards, higher
achievement and higher social welfare than decentralized standard setting (i.e.,
teacher grading or school defined graduation requirements).

3. Are controlled by the education authority that establishes the curriculum for and
funds K-12 education. When a national or provincial ministry of education spon-
sors an external exam, it is more likely to be aligned with the national or provincial
curriculum. It is, consequently, more likely to be used for school accountability;
not just as an instrument of student accountability. Curriculum reform is facilitated
because coordinated changes in instruction and exams are feasible. Tests estab-
lished and mandated by other organizations serve the interests of other masters.
America’s most influential high stakes exams – the SAT-I and the ACT – serve
the needs of colleges to sort students by aptitude not the needs of high schools to
reward students who have learned what schools are trying to teach.

4. Cover the vast majority of students. Exams for a set of elite schools or advanced
courses influence standards at the top but may have limited effects on the rest of
the students.

Curriculum-based external exit exam systems are distinguished from MCEs by the fol-
lowing additional features. CBEEES:

5. Assess a major portion of what students are expected to know or be able to do.
Studying to prepare for an exam (whether set by one’s own teacher or by a ministry
of education) should result in the student learning important material and devel-
oping valued skills. Some exit exams do a better job of achieving this goal than
others. Dimensions of achievement that cannot be reliably assessed by external
means should be evaluated by teachers.

6. Are collections of End-of-Course Exams (EOCE). This requires that the Ministry
of Education forge an agreement on minimum content standards for each subject
that will have an exit exam. Since they assess the content of specific sequences of
courses, alignment between instruction and assessment is maximized and teacher
accountability is enhanced. This feature also aligns the interests of teachers, stu-
dents and parents. Teachers become coaches helping their team do battle with the
national or provincial exam. Students should be less likely to pressure teachers to
lower standards.

7. Signal multiple levels of achievement in the subject. If only a pass–fail signal is
generated by an exam, the standard will, for political reasons, have to be set low
enough to allow almost everyone to pass. The achievement of most students will
be so far above this level, the threat of failing the exam will not stimulate them to
greater effort [Kang (1985), Becker and Rosen (1992), Costrell (1994), Betts and
Costrell (2001)]. CBEEEs signal the student’s achievement level in the subject,
not just whether the student exceeds or falls below a specific cut point that all
high school graduates are required to surpass. Consequently all students, not just
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those at the bottom of the class, are given an incentive to study hard to do well on
the exam [Becker and Rosen (1992)]. Consequently, EOCE are hypothesized to
improve classroom culture more than a pass–fail minimum competency exam.

8. Assess more difficult material. Since CBEEES are supposed to measure and signal
the full range of achievement in the subject, they contain more difficult questions
and problems. This induces teachers to spend more time on cognitively demanding
skills and topics. MCEs, by contrast, are designed to identify which students have
failed to surpass a rather low minimum standard, so they do not to ask questions
or set problems that students near that borderline are unlikely to be able to answer
or solve.8 This tends to result in too much class time being devoted to practicing
low level skills.

The SAT-I and the ACT are not CBEEES because they are not curriculum-based,
cover only a narrow slice of the high school curriculum and are not controlled by a
Ministry of Education that funds education and sets the curriculum. As Harvard’s ad-
missions director put it shortly after the switch to the SAT-1, “Learning in itself has
ceased to be the main factor [in college admissions]. The aptitude of the pupil is now
the leading consideration” [Gummere (1943), p. 5]. If students are admitted to selective
colleges on the basis of aptitude and IQ [i.e., σ is large in Equation (2)] not achieve-
ment [(w + θ) is small], student incentives to learn and community incentives to invest
in school quality (IXm) are weakened and all students arrive in college less well pre-
pared [Bishop (1999c)]. Rick Harbaugh has shown that, if admissions decisions are
centralized for all public institutions in a state, the central authority will choose to admit
on the basis of knowledge and achievement (not aptitude) because this policy induces
students to work harder in high school. Competition between colleges leads colleges
“to put more emphasis on aptitude tests . . . and less emphasis on achievement tests and
grades” [Harbaugh (2003), p. 1].

Curriculum-based external exit exam systems (CBEEES) increase w, the pecuniary
rewards for absolute levels of academic achievement by improving the signals of the
latent variable academic achievement made available to colleges and employers [Becker
and Rosen (1992)]. This causes these institutions to give greater weight to achievement
when they make admissions and hiring decisions. They also shift attention and rewards
away from aptitude tests, measures of relative achievement such as rank in class and
teacher grades, family connections, recommendations and interviews toward measures
of absolute achievement (e.g. grades on the external exam). The student’s rewards for
achievement rise and the community benefits of increasing school quality rise even
more,

∂[P(jm + wm)]
∂(CBEEE)

>
∂(jm + wm)

∂(CBEEE)
>

∂(j + w + θ)

∂(CBEEE)
> 0.

8 In 1996 only 4 of the 17 states with MCEs targeted their graduation exams at a 10th grade proficiency level
or higher. The tests can be taken multiple times. Eventual pass rates for the class of 1995 were quite high:
98% in Louisiana, Maryland, New York, North Carolina and Ohio; 96 % in Nevada and New Jersey, 91% in
Texas and 83% in Georgia. American Federation of Teachers (1996), Making Standards Matter. American
Federation of Teachers, Washington, DC, p. 30.
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First, community benefits of school quality increase more than the student’s private
benefits because ∂(θ)

∂(CBEEE)
< 0. Making better measures of L available reduces the

weight attached to class rank and GPA in college and employer selection decisions.
Secondly, the education system’s sponsorship makes the CBEEE a highly-visible signal
of the school’s academic success and strengthens the hands of the local advocates for in-
creased emphasis on the academic (as distinct from the artistic, athletic and vocational)
goals of the school ∂P

∂(CBEEE)
> 0. Since organizations tend to get what they measure, it

is very important that the Ministry use high-quality exams that challenge students and
induce good teaching.

3.1. Does better signaling of achievement result in students learning more?

The hypothesis that curriculum-based external exit examination systems improve
achievement has been tested by comparing nations and provinces that do and do not
have such systems. Six different international data sets have been examined. In most
studies of the effect of CBEEES national mean test scores (for an age group or a grade)
are regressed on per capita gross domestic product deflated by a purchasing power
parity price index, a dummy for East Asian nation and a dummy for CBEEES. Ana-
lyzing 1994–1995 Third International Math and Science Study (TIMSS) data, Bishop
(1996, 1997) found that 13 year old students from countries with medium and high
stakes CBEEE systems outperformed students from other countries at a comparable
level of economic development by 1.3 US grade level equivalents (GLE) in science
and by 1.0 GLE in mathematics. A similar analysis of International Assessment of Ed-
ucational Progress data on achievement in 1991 of 13-year-olds in 15 nations found
that students from countries with CBEEES outperformed their counterparts in countries
without CBEEES by about 2 US grade level equivalents in math and about two-thirds
of a GLE in science and geography. Analysis of data from the 1990–2001 International
Association for the Evaluation of Educational Achievement’s study of the reading liter-
acy study of 14-year-olds in 24 countries found that students in countries with CBEEES
were about 1.0 GLE ahead of students in nations that lacked a CBEEES [Bishop (1999a,
1999b)]. Analysis of data from both waves of TIMSS data collection also implies that
CBEEES have highly significant effects (of about 1.5 GLEs) on the math and science
achievement in 8th grade [Bishop (2003a)]. Analysis of PISA data presented in rows 1,
4 and 7 of Table 3 also yields large statistically significant estimated effects of CBEEES
on reading, mathematics and science literacy of native-born students.

Two other studies [Wößmann (2000, 2002)] have conducted hierarchical analyses of
the entire TIMSS and TIMSS-R micro data set and included a comprehensive set of
controls for family background, teacher characteristics, school resources and policies at
the individual and school level. In Wößmann’s study the 8th graders in CBEEES nations
were about 1.1 international grade level equivalents ahead in mathematics and about 0.8
international grade level equivalents ahead in science. He also found that learning gains
between 7th and 8th grade were significantly larger in CBEEES nations.
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Table 3
Academic achievement in nations with and without curriculum-based external exit examination systems (Pro-

gram for International Student Assessment 2000 data)

Effort
index

Curriculum-
based

external exit
exam

Log
GDP/Pop

1995

East
Asia

Share
upper

secondary
students in

CTE

Adj R2

RMSE
Number of

observations

Native born students
Mathematics – 15-year-olds 39.9∗∗∗ 84.9∗∗∗ 36.6∗∗ 0.764 41

(12.1) (7.9) (16.7) 32.7
19.6∗∗∗ 38.2∗∗∗ 86.2∗∗∗ 12.8 0.805 41
(6.6) (11.0) (7.2) (17.1) 29.7
21.9∗∗∗ 40.2∗∗∗ 95.4∗∗∗ 0.807 41
(5.8) (10.6) (7.1) 29.6

Science – 15-year-olds 32.4∗∗∗ 71.3∗∗∗ 29.7∗∗ 0.756 41
(9.9) (6.5) (13.9) 27.1

12.9∗∗ 31.2∗∗∗ 72.1∗∗∗ 14.2 0.780 41
(5.7) (9.4) (6.2) (14.9) 25.7
15.4∗∗ 33.5∗∗∗ 71.4∗∗∗ 0.780 41
(5.1) (9.8) (6.2) 25.7

Combined reading
literacy – 15-year-olds

25.2∗∗∗ 76.6∗∗∗ 15.7 0.828 41
(8.8) (5.6) (11.9) 23.1

3.7 24.8∗∗ 76.9∗∗∗ 11.2 0.826 41
(5.2) (8.9) (5.6) (14.6) 23.3
5.7 26.7∗∗∗ 76.3∗∗∗ 0.827 41

(4.6) (8.6) (5.6) 23.2

School/College enroll. of
15–19-year-olds (percent)

−5.7 13.1∗∗∗ −1.1 0.18∗ 0.552 30
(4.8) (4.3) (7.7) (0.10) 10.3

Expected FTE yrs of
schooling: 5–65

−0.11 2.51∗∗∗ 0.27 0.020∗ 0.700 32
(0.47) (0.40) (0.73) (0.010) 1.10

Upper-secondary
graduation rate

4.9 27.2∗∗∗ 14.3∗ 0.23∗ 0.725 26
(6.9) (4.5) (8.2) (0.12) 11.7

Sources: Data on PISA is from OECD (2003a), Literacy Skills for the World of Tomorrow: Further Results
From PISA 2000. Upper-secondary graduation rates, enrollment rates and expected FTE years of schooling are
from OECD (2000), Education at a Glance 2000. The full-time equivalent number counts part-time enrollment
as 0.5 years.
∗Significant at the 10% level on a two-tail test.
∗∗Significant at the 5 % level on a two-tail test.
∗∗∗Significant at the 1% level on a two-tail test.

Another five studies compare students living in different provinces/states in Germany,
Canada and the United States. Wößmann found that the German Lander with centralized
secondary school exit examinations had significantly higher scores on the PISA literacy
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assessments. Students attending school in Canadian provinces with CBEEES were a sta-
tistically significant one-half of a US grade level equivalent ahead in math and science
of comparable students living in provinces without CBEEES [Bishop (1997, 1999a)].
In 1990 New York State’s Regents exam system was the only example of a curriculum-
based external exit exam system in the United States. Graham and Husted’s (1993)
analysis of 1991 SAT test scores in the 37 states with reasonably large test taking
populations found that New York State students did much better than students of the
same race and social background in other states. Bishop, Moriarty and Mane (2000)
and Bishop and Mane (2001) confirmed Graham and Husted’s SAT findings and also
found that 1992 NAEP math scores of New York 8th graders were significantly higher
than in other demographically similar states. Analyzing NELS-88 data Bishop et al.
(2001) found that learned about a half a GLE more between 8th grade and 12th grade
than comparable students in other states. By the middle of the 1990s another state, North
Carolina, had established a CBEEES. Controlling for ethnicity, social background and
other standard’s based reform policies, 8th graders in New York and North Carolina in
1996–1998 were about one-half of a GLE ahead of comparable students in other states
in reading, math and science. State minimum competency exams had much smaller
nonsignificant effects on achievement [Bishop et al. (2001)].

3.2. Does better signaling of achievement change teaching and student attitudes?

What is the primary mechanism by which CBEEES increase student achievement? Do
they induce school districts to hire more qualified teachers, to devote more time to
teaching core subjects, to assign more homework, etc.? The impacts of CBEEES on
school policies and instructional practices have been studied in the TIMSS data, in
the Canadian IAEP data and in PISA data. CBEEES are not associated with higher
teacher–pupil ratios nor greater spending on K-12 education. They are, however, as-
sociated with higher minimum standards for entry into the teaching profession, higher
teacher salaries, a greater likelihood of having teachers specialize in teaching one sub-
ject in middle school and a greater likelihood of hiring teachers who have majored in
the subject they will teach. Teacher satisfaction with their job appeared to be lower, pos-
sibly because of the increased pressure for accountability that results from the existence
of good signals of individual student achievement. Schools in CBEEES jurisdictions
devote more hours to math and science instruction and build and equip better science
labs [Bishop (1997, 1999b)].

Fears that CBEEES have caused the quality of instruction to deteriorate appear to be
unfounded. Students in CBEEES jurisdictions were less likely to say that memorization
is the way to learn the subject and more likely to do experiments in science class. Ap-
parently, teachers subject to the subtle pressure of an external exam four years in the
future adopted strategies that are conventionally viewed as “best practice”, not strate-
gies designed to maximize scores on multiple-choice tests. Quizzes and tests were more
common, but in other respects CBEEES jurisdictions were no different on a variety of
indicators of pedagogy. Students were more likely to get tutoring assistance from teach-
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ers after school. They were just as likely to enjoy the subject and they were more likely
to believe that science is useful in every day life. Canadian students did more homework
and talked with their parents more about schoolwork [Bishop (1999b)].

Was attending more regularly and better discipline the mechanism by which CBEEES
increased student achievement? Apparently not, the student effort and discipline index
was not significantly higher in nations with CBEEES. When the effort/discipline in-
dex was added to the model, the coefficient on CBEEES hardly changed (contrast rows
1 and 2 in each panel of Table 3). On the other hand, students in CBEEES jurisdictions
did more homework, got more tutoring and were tested more frequently. Possibly teach-
ers responded to the external exam by assigning more homework and scheduling more
students for tutoring. Many researchers have described classrooms as regulated by im-
plicit treaties between students and the teacher [Sizer (1984), Powell, Farrar and Cohen
(1985)]. External exams may allow teachers to require a higher standard of work from
students but claim they are being forced to become tougher by the necessity to prepare
them to pass the graduation exam. More research on the mechanisms by which ex-
amination systems influence classroom interactions and student achievement is clearly
needed.

3.3. Does better signaling of achievement influence school attendance and labor
market success?

What effects do high stakes curriculum-based external exit exam systems have on high
school enrollment rates and college attendance? This question was addressed by an-
alyzing OECD data on school enrollment rates of 15–19-year-olds, upper-secondary
graduation rates and years spent in school (summed net-enrollment rates of people from
age 5–65) [OECD (2000), Table C1.1]. Regressions predicting these variables are pre-
sented in rows 10, 11 and 12 of Table 3. CBEEES had no significant effect on any of
these indicators. The statistically significant predictors were per capita GDP and the
share of upper-secondary students in pre-vocational and career-technical educational
programs [Bishop and Mane (2004)]. Analyses of US state cross-section data have also
found that CBEEES (i.e., a dummy for New York State) and MCEs had no significant
effect on aggregate enrollment rates or graduation rates in the early 1990s. The total
number Carnegie units required to graduate, however, is negatively related to enroll-
ment rates and graduation rates [Bishop et al. (2001), Lillard and DeCicca (2001)].

Longitudinal NELS-88 data sets allow a more refined look at the distributional effects
of CBEEES and MCEs on high school completion. Students with low or average GPAs
in 8th grade were significantly more likely to get their diploma late or to get a GED
when they were from New York or a state with an MCE. The proportion of 8th graders
who eventually got either a regular diploma or a GED was no different in New York but
significantly lower for low GPA students from other MCE states [Bishop et al. (2001)].
As in Europe, fast paced instruction and high standards for getting an academic diploma
results in some students taking longer to get the diploma and other students switching
over to less demanding programs of study.
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There is only one study of the effects of MCEs and CBEEES on college attendance
in the United States. When eighth graders in 1988 were followed up in the fall of 1994,
those who lived in New York or a state with an MCE were significantly more likely to
be in college than students who attended school in other states [Bishop et al. (2001)].

Economic theory predicts that raising graduation standards will improve the aver-
age quality of high school graduates and raise their mean wage and earnings [Betts
and Costrell (2001)]. Analysis of HSB and NELS-88 data support this prediction.
Controlling on high school completion, college attendance and local labor market char-
acteristics, students from states with MCEs earned significantly more – 9 percent more
in the calendar year following graduation – than students from states without MCEs.
[Bishop et al. (2001)].

4. Setting higher standards for course grades and promotion to the next grade

Do higher expectations and tougher grading standards induce students to work harder
and learn more? Sociologists and psychologists have been studying this issue for
decades. Those taking more rigorous courses get lower grades but learn a good deal
more [Gamoran and Barends (1987)]. Kulik and Kulik’s (1984) meta analysis of the ed-
ucational literature found that students chosen to skip a grade or to take an accelerated
curriculum score 75 percent of a standard deviation higher on tests a few years later
than matched students who were not accelerated. Repeating a grade effectively lowers
learning goals and reduces the retained child’s achievement a few years later by about
30 percent of a standard deviation [Holmes (1989)].

The goal setting literature is also relevant. Wood, Mento and Locke’s (1987) meta-
analysis of experimental studies of the effect of goal difficulty on various kinds of
achievement concluded that on highly complex tasks like school and college course
work, specific hard goals raised achievement by 47 percent of a standard deviation rel-
ative to students instructed simply to “do your best”. Achievement goes up, but so does
the probability of failing to reach the goal. In most studies more than two-thirds of those
in the “hard goal” condition failed to achieve their goal [Locke (1968), pp. 163–165].
Will effort be sustained in the face of repeated failure?

In the laboratory and field settings used by psychologists, subjects have generally
accepted the goal set for them by the researcher. Stedry (1960) found, however, that
when subjects who had already set their own goals were assigned even higher goals by
the study director, they rejected the assigned goal and achievement did not rise. Will
students accept the goals that teachers set for the class? Can, for example, teachers
induce students to set higher learning goals by raising the learning target that students
must achieve to get an A or a B grade? Betts (2001), Betts and Grogger (2003) and
Figlio and Lucas (2001) have addressed this question. Grading standards were measured
by comparing student test scores to the grades teachers award. Schools and teachers
that gave better grades than predicted were classified as having low grading standards.
Worse grades than predicted classified the teacher as a tough grader. In multivariate
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models controlling for characteristics of students and teachers, students in the tough
grading standards schools/classrooms had significantly larger test score gains. Aware
that these results could be generated by unmeasured variations in teacher quality and
grading on a curve, a series of robustness tests were conducted that tend to support the
causal interpretation of the finding.

Figlio and Lucas have particularly rich data so their tests are the most convincing.
They have four years of longitudinal data and are able to match pupils to individual
teachers for whom they have good measures of grading standards. Controlling for class-
room composition and school and student fixed effects, they find that one year gains are
about 20 percent greater in math and one-third greater in reading for students assigned to
teachers who are tough graders. They also found that parents spent 60 percent more time
helping their child with homework when the child’s teacher was a tough grader. This
was probably one of the mechanisms by which students in the high standards classes
learned more.

These parents did “not perceive tougher teachers to be better teachers” [Figlio and Lu-
cas (2001), p. 20]. Difficult homework assignments intrude on parents’ time and often
put the family under stress, so parents complain. This is one of the reasons why 30 per-
cent of American teachers feel pressured “to reduce the difficulty and amount of work
you assign” and “to give higher grades than students’ work deserves” [Hart (1995)].
When the only signal of student achievement is teacher grades, parents typically prefer
high grades not high standards. Teachers who work in systems with external exams are
aware of this. When a proposal was put forward in Ireland to drop the nation’s system
of external assessments and have teachers assess students for certification purposes, the
union representing Ireland’s secondary school teachers reacted as follows:

Major strengths of the Irish educational system have been:
(i) The pastoral contribution of teachers in relation to their pupils
(ii) the perception of the teacher by the pupil as an advocate in terms of nationally
certified examinations rather than as a judge.
The introduction of school-based assessment by the pupil’s own teacher for cer-
tification purposes would undermine those two roles, to the detriment of all con-
cerned. . . .
The role of the teacher as judge rather than advocate may lead to legal accountabil-
ity in terms of marks awarded for certification purposes. This would automatically
result in a distancing between the teacher, the pupil and the parent. It also opens the
door to possible distortion of the results in response to either parental pressure or to
pressure emanating from competition among local schools for pupils. [Association
of Secondary Teachers of Ireland (1990), p. 1.]

Note how the Irish teachers union feared that switching entirely to internal assessment
would result in teachers being pressured to lower standards. If they are right, school
choice does not inevitably lead to higher standards and better teaching. Higher stan-
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dards will result only if student achievement is externally assessed, the results of these
assessments are published and students benefit from attending schools that set high
standards.

Gresham’s law of course selection. American high schools offer courses in core sub-
jects at vastly different levels of rigor and allow students to choose their level. A good
grade requires less work in the lower level classes so a Gresham’s law of course se-
lection tends to prevail in which easy courses displace rigorous courses. Admissions
officers at elite colleges have reacted by telling prospective students to take rigorous
courses and are factoring course rigor into their deliberations. But most students do not
aspire to attend elite colleges. Community colleges admit just about everyone and send
students into noncredit remedial classes if they do poorly on placement exams given
to arriving students. State universities seldom formally consider course rigor in their
formula driven admissions process.

Asian and European schools also allow students to choose lower standards options.
But the option chosen is well signaled to others by the name or type of secondary school
or program. There is considerable prestige and honor attached to pursuing a high stan-
dards option, so competition for admission to the most demanding programs is often
fierce, particularly in Asia. Once the school or program is selected, European students
are typically formed into classes that take almost all subjects together. The class often
remains intact for a couple of years and friendships tend to develop within this class.
Students who are not able to keep up with the fast paced curriculum are asked to repeat
the grade or to transfer to an easier school or an easier line of study. When I asked a
Dutch student who, despite long hours of study had been required to repeat a grade,
why she had studied so hard, she responded, “I wanted to stay with my class!”. Appar-
ently, trying to keep up academically (i.e. accepting the academic goals of the school)
is viewed positively by peers because it is an expression of commitment to the group.
Indeed Dutch teachers and students tell me it is common for some of the better students
to help struggling students pass the courses they are having difficulty with.

While the threat of retention appears to have the intended incentive effects in Bel-
gium, France, Netherlands and Germany, the institutional features that make it such a
powerful incentive – the intimate class that takes all its courses together and stays intact
multiple years – are absent in large American comprehensive high schools. Failing a
course only means it must be repeated during the summer or next year. It does not push
you out of your clique, so the incentive effects of the threat of retention are likely to be
weaker in the US than in Europe. Furthermore, retention is very costly because keeping
a student in school for an extra year costs around $7,000. Compulsory summer school
and after school programs appear to be a better and less costly alternative [Jacob (2002),
Roderick et al. (1999), Roderick, Engel and Nagaoka (2003)]. This is a policy issue that
needs a great deal more research.
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5. Peer norms about studying and academic engagement

Kenneth Arrow has said that “norms of social behavior, including ethical and moral
codes, . . . are reactions of society to compensate for market failure” [Arrow (1971)].
At most schools, students have developed strong independent sub-cultures that make
highly prescriptive demands on group members – no squealing on classmates, for ex-
ample. Since disruptive students prevent classmates from learning, the “internalize the
externalities” explanation of social norms predicts peers will enforce a norm against
class disruptions. When secondary school students were asked, however, 60 percent of
them disagreed with the proposition that “it was annoying when other students talk or
joke around in class”. Why do so many students give silent support to disruptive stu-
dents? Why also does:

The adolescent peer culture in America demeans academic success and scorns stu-
dents who try to do well in school . . . less than 5 percent of all students are members
of a high-achieving crowd that defines itself mainly on the basis of academic ex-
cellence . . . Of all the crowds the ‘brains’ were the least happy with who they are –
nearly half wished they were in a different crowd [Steinberg, Brown and Dorn-
busch (1996), p. 145].

Are there other externalities at work here that can explain the peer culture’s toleration
of disruptive students and it’s dislike of nerds. The beginnings of an answer can be found
by looking very closely at (3), the expression for the benefits of learning. Let’s ask:
‘How large a benefit do I derive from others studying harder?’. This can be calculated
by taking the derivative of (3) with respect to Em holding E and Xm constant,

My benefit from effort by classmates

(12)= ∂Bi

∂Em
= {(j + w)ρLi − θαLm + θρ(Li − Lm)}

Em
.

When we ask “what is the effect of my study effort on aggregated learning payoffs of
other students at the school”, we get an even simpler expression:

Others payoff with respect to my effort

(13)= Ψ = Em

Lm

∂Bm

∂Ei
= Em

Lm

∂Bm

∂Em

∂Em

∂Ei
= (

jm + wm
)
ρ − θα.

Note that both of these expressions are negative when θα is large and ρ is sufficiently
small.

Why are nerds unpopular and targeted for harassment? Equations (12) and (13) tell us
that students are made worse off by the studying of others when (a) most of the rewards
for learning arise from how one is ranked relative to other students in the class [θ is large
relative to (j +w)], (b) the elasticity of learning with respect to others effort (ρ) is much
smaller than α, the elasticity of learning with respect to own effort and (c) the student
is a slow learner (Li < Lm). When many of the extrinsic rewards for learning depend
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on rank in class or grades calculated on a curve, students may come to believe they
have a common interest in persuading each other “not to study too much”. Evidence for
this comes from the EEA survey, where those who strongly agreed that “It is harder for
me to get good grades, . . . if others study hard” were three times more likely to have
friends who “make fun of those who try to do well in school” than those who disagree.
Thus the purpose of nerd harassment is not punishing high aptitude students for being
smart, but discouraging study effort. Indeed, pressure against doing all your homework
or volunteering comments during class will probably be stronger in low track classes
than high track classes because the students in low track classes are more likely to have
chosen an identity that rejects school [Akerlof and Kranton (2002)].

In Akerlof and Kranton’s very interesting theory a student’s primary motivation de-
rives from his or her identity – jock, brain, burnout, party animal, etc. Associated with
each identity is an ideal type – stereotypical physical attributes and behaviors that char-
acterize the members of the crowd. “Individuals then gain or lose utility insofar as they
belong to social categories with high or low social status and their attributes and behav-
ior match the ideal of their category” [Akerlof and Kranton (2002), p. 1168]. Students
with physical and social attributes that bring them close to the ‘ideal’ of a particular
crowd tend to join that crowd. Once you join a crowd you try to live the ideal. Crowds
tend toward homogeneity and socializing with members of lower status crowds is dis-
couraged. “The quality of a school depends on how students fit in a school’s social
setting” (p. 1167). While they argue that the distribution of student identities (crowds)
at a school and how they interact are more important determinants of learning than
measurable school inputs, they do not put forward a set of policy prescriptions.

Akerlof and Kranton do not try to explain what determines the ideals and norms that
characterize an identity, how new students learn the norms and are induced to conform
to them and how norms evolve over time in response to changes in the environment
and school policy. In three recent papers [Bishop et al. (2003, 2004), Bishop (2003b)]
my colleagues and I have constructed a model that addresses these questions. Students
entering middle school learn its norms by trying to copy the traits and behaviors of stu-
dents who are respected and avoiding contact with those who are frequently harassed.
Not conforming to the school’s norms generates harassment and social exclusion.9 Con-
sequently, one can infer the norms by noting who gets harassed and who does not. Traits
that in EEA data led to higher risks of being bullied and harassed were: being in a spe-
cial education, being in gifted programs, taking accelerated courses in middle school,
tutoring other students, enjoying school assignments, taking a theater course, saying

9 Peer norms are enforced by encouraging ‘wannabes’, aspirants for admission to popular crowds, to harass
those who visibly violate them. Fehr and Gachter (2000) found that allowing participants in a four-person
public goods experiment to punish anonymous players who contributed little to the public investment, resulted
in free riders being heavily punished and a big increase in contributions to the public investment. Many players
devoted some of their money to punishing norm violators even though punishing others was costly for them.
Harassing a student who has violated peer norms is close to costless in American secondary schools. If done
in the service of defending school norms, harassing norm violator is rewarded by peers [Bishop et al. (2003)].
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that rap–hip hop is not your favorite music and preferring musicals, heavy metal, coun-
try, or classical music. The relationship between harassment and academic effort was
curvilinear; both nerds and slackers were harassed. To some degree these norms are, as
Kenneth Arrow suggests, trying to internalize externalities. But why does music prefer-
ence predict harassment? Why are student tutors victimized?

We propose that school wide norms also have a “We’re cool, Honor us” function of
legitimating the high status that the leading crowds claim for themselves. While norms
tend to be passed from one generation to the next, the mass of students learn the norms
by noting the example set by current members of the leading crowds. If leaders of pop-
ular crowds spend more time on and are particularly talented at sports, extracurricular
activities, hanging out and partying, the theory predicts that peer culture will give high
priority to extracurricular and social achievements. Academic norms will also reflect
the interests of the leading crowds. If state government introduces a tough graduation
exam and leaders of the popular crowd fear they may not be able to graduate if they do
not study harder, study norms will rise. If a new generation of leaders of the popular
crowd aspires to go to the highly competitive flagship state university rather than a local
college with open door admissions, study effort norms will rise. The theory suggests,
therefore, that peer norms are not immutable. They adjust to changes in graduation re-
quirements, school policies and the labor market and they are influenced by the values
and abilities of the students who become leaders of a crowd.
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Abstract

About 80% of the world’s children live in developing countries. Their well-being as
adults depends heavily on the education they receive. School enrollment rates have in-
creased dramatically in developing counties since 1960, but many children still leave
school at a young age and often learn little while in school. This chapter reviews recent
research on the impact of education and other policies on the quantity and quality of ed-
ucation obtained by children in developing countries. The policies considered include
not only provision of basic inputs but also policies that change the way that schools are
organized. While much has been learned about how to raise enrollment rates, less is
known about how to increase learning. Randomized studies offer the most promise for
understanding the impact of policies on learning.
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1. Introduction

Eight out of 10 of the world’s children live in developing countries [World Bank (2003)].
For economists working on education, the study of developing countries offers both
policy questions of fundamental importance and a rich set of experiences to examine.

The important policy questions stem from the potential role of education in improving
the welfare of the 5 billion people living in developing countries. Many macroecono-
mists have emphasized the impact of education on economic growth [Lucas (1988),
Barro (1991), Mankiw, Romer and Weil (1992)] (although some others have raised
questions about the causal relationship between education and economic growth).1

Among microeconomists, both an older literature using ordinary least squares (OLS)
regressions [Psacharopoulos (1985, 1994)] and a newer literature using natural experi-
ments and instrumental variable techniques [Duflo (2001)] estimate that both the private
and social rates of return to education are high in developing countries. Education has
also been found to play a crucial role in the adoption of new agricultural technologies
in those countries [Foster and Rosenzweig (1996)]. Finally, education is also seen as a
means to improve health and reduce fertility [Schultz (1997, 2002), Strauss and Thomas
(1995)] and is seen as an intrinsic good in itself [Sen (1999), pp. 292–297]. Behrman
(1999), Glewwe (2002) and Huffman (2001) provide recent reviews of the microeco-
nomic literature on the impact of education on income and other outcomes in developing
countries.

This support for education among economists is matched by equal or greater en-
thusiasm among development policymakers [UNDP (1990), World Bank (2001a)]. As
discussed in Section 2, developing countries have massively expanded their education
systems in the last 40 years.2 One example demonstrating the focus policy makers have
placed on education is that two of the eight Millennium Development Goals (MDGs)
adopted at the United Nations Millennium Summit in September 2000 focus on educa-
tion: first, for all children to complete primary school by 2015, and second, to achieve
gender equality at all levels of education by 2015.

The rich set of experiences worth examining includes wide variation in input levels
and education systems across developing countries and, in recent years, dramatic policy
changes and reforms in many developing countries. In addition, in the last 10 years
randomized evaluations of education policies (which are rare in developed countries)
have been undertaken in several developing countries. All of this makes the study of
education in developing countries a potentially fruitful area of research.

1 Pritchett (1996) argues that it is difficult to find a relationship between education and growth. Others,
such as Krueger and Lindahl (2001), argue otherwise. Bils and Klenow (2000) argue the evidence favors a
dominant role for growth impacting schooling. See also Levine and Renalt (1992, Table 5) and Easterly (2001,
pp. 71–85).
2 Behind average figures on the remarkable expansion of schooling in developing countries lie educational

miracles like Nepal, which increased primary enrollment from 10 percent in 1960 to 80 percent in 1990.
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In view of the widespread consensus on the importance of education and the exis-
tence of several reviews on the impact of education on income and other outcomes, this
chapter focuses not on those impacts but rather on issues pertaining to the provision of
education: namely, how education programs and systems affect the quantity and quality
of education obtained by children in developing countries.3 This focus implies that we
do not examine the impact on schooling of factors outside the education system such
as economic crises [Frankenberg et al. (1999)], orphan status [Case, Paxson and Ablei-
dinger (2003), Evans and Miguel (2004)], or early childhood nutritional status [Glewwe
(2005)].

Despite the tremendous progress in expanding enrollment and increasing years of
schooling since 1960, 113 million children of primary school age are still not enrolled
in school [UNDP (2003)], 94 percent of whom live in developing countries [UNESCO
(2002)]. In addition, the quality of schooling in developing countries is often very low.
Grade repetition and leaving school at an early age are common, teachers are often
absent from classrooms, and many children learn much less than the learning objectives
set in the official curriculum [Lockheed and Verspoor (1991), Harbison and Hanushek
(1992), Hanushek (1995), Glewwe (1999)]. Visitors from developed countries are often
shocked at the conditions in many (but not all) schools in developing countries. Many
schools lack the most basic equipment and school supplies – textbooks, blackboards,
desks, benches, and sometimes even classrooms (in which case classes meet outside
and are canceled when it rains). In rural areas of Vietnam’s Northern Uplands region
in 1998, 39 percent of primary school classrooms did not have blackboards. In India
in 1987, more than 8 percent of schools did not have a building in which to meet [World
Bank (1997a)].

Teacher quality and availability is also a common problem. In rural areas of Northeast
Brazil in the early 1980s, 60 percent of primary school teachers had not even completed
primary education [Harbison and Hanushek (1992)]. Shortages of teachers and school
buildings can result in double shifts (which shorten the school day for individual pupils)
or very large class sizes. In Vietnam, more than 90 percent of children in rural areas
attend schools with two or more shifts, resulting in an average class time of only 3 hours
and 10 minutes per day [Glewwe (2004)]. In districts with low literacy rates in the Indian
State of Tamil Nadu, the average class size in primary school was 78 students [World
Bank (1997a)]. Teachers often have weak incentives and little supervision, and their
absenteeism runs high. Chaudhury et al. (2006) reports that when enumerators made
surprise visits to primary schools in six developing countries, on average (across these
countries) about 19 percent of teachers were absent. Beyond absence, many “present”
teachers were found not to be actually teaching; for example, in India one quarter of
government primary school teachers were absent from school, but only about half of

3 Due to the dearth of rigorous research on post-secondary education in developing countries, we focus here
on primary and secondary education. In addition, this chapter excludes the transition economies of Central
and Eastern Europe, the Balkans, and the Commonwealth of Independent States (CIS); on labor markets and
the impact of education on wages in those countries see Svejnar (1999).
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the teachers were actually teaching in their classrooms when enumerators arrived at the
schools.

The research discussed in this chapter suggests a number of conclusions, both sub-
stantive and methodological. First, additional children can be attracted to school at
relatively low cost, either by reducing the cost of schooling and providing incentives
for school attendance or by addressing basic health problems. Second, the evidence is
mixed concerning the impact on learning of providing more educational inputs. Ear-
lier surveys based on retrospective studies suggest that providing additional resources
(given the existing education systems in developing countries) may have little impact on
learning. More recent evidence from natural experiments and randomized evaluations
paints a more mixed, but far from uniformly positive, picture. Third, education systems
in developing countries are weak: education finance systems lead to budget distortions,
incentives for teachers are weak or nonexistent, and curriculums are often inappropri-
ate. Decentralization and school choice programs offer some promise, but their impact
depends on the details of implementation. Finally, we offer methodological suggestions
regarding the study of education in developing countries. In particular, we argue that
there is scope for increasing the use of randomized evaluations in assessing the impact
of education programs in developing countries.

With regard to education initiatives in developing countries more broadly, some
observers emphasize that schools need more money while others emphasize the weak-
nesses of the schools systems and the need for reform. While these two views are often
placed at odds with each other, we argue they are not mutually exclusive; in fact, both
may be true. By definition, highly distorted systems are such that marginal products
have not been equalized across all expenditure categories. Thus, in settings with highly
distorted education systems some types of spending will have low marginal product
while others will have high marginal product.

The remainder of this chapter is organized as follows. Section 2 provides a general
context for the chapter by giving background on primary and secondary education in
developing countries. Section 3 outlines an analytical framework that we will use in in-
terpreting the studies discussed in this chapter. We then review selected empirical work:
Section 4 examines the factors influencing the quantity of education obtained; Section 5
focuses on education quality by examining the determinants of skills obtained while in
school; and Section 6 examines distortions in education systems, the political economy
of education, and school reform initiatives. Finally, Section 7 reviews methodological
lessons and provides recommendations for future research on education in developing
countries.

2. Education in developing countries

Almost every chapter in this Handbook focuses on education issues in developed coun-
tries. There are many differences between the education systems of developed and
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developing countries, so this section provides basic information on education in de-
veloping countries. Section 2.1 discusses trends in the quantity of education provided,
Section 2.2 discusses the persistent problems of school quality, and Section 2.3 provides
background on the more general issues of education finance, school organization, and
education management policies.

2.1. Trends in the quantity of education: enrollment, years of schooling and literacy

School enrollment rates and adults’ years of schooling have increased dramatically in
almost all developing countries since 1960 (the earliest year for which reliable data are
available), but despite significant progress toward universal primary education and rapid
increases in secondary school enrollment, there is still much room for improvement. In
2000, about 850 million adults (age 15 or older) in developing countries – 1 out of
every 4 – were illiterate [UNESCO (2002)]. This is in part because a sizable percentage
of the adult population in these countries never attended school. This subsection exam-
ines some basic data on the quantity of schooling attained in developing countries and
discusses current patterns by income levels, geographic region, and gender. In particular,
it examines statistics on gross and net enrollment rates, rates of completion of 4 years of
schooling, average years of schooling of the adult population, and adult literacy rates.

The most cited and most widely available indicator of the education quantity is the
gross enrollment rate, defined as the number of children enrolled in a particular level
of education, regardless of age, as a percentage of the population in the age group
associated with that level. The age range for primary school is usually 6–11 years.
In 1960, primary school gross enrollment rates were 65 percent in low-income coun-
tries, 83 percent in middle-income countries, and over 100 percent in high-income
countries (Table 1).4 By 2000, enrollment rates had reached or exceeded 100 percent in
both low- and middle-income countries and in all regions except Sub-Saharan Africa,
where gross enrollment rates peaked at 80 percent in 1980 and then declined slightly.

Gross enrollment rates above 100 percent do not imply all school-age children are in
school. First, grade repetition raises gross enrollment rates. For example, in a school sys-
tem with 6 years of primary education, a 100 percent gross enrollment rate is consistent
with 75 percent of children taking 8 years to complete primary school (because each
child repeats two grades) and 25 percent of children never attending school. Second,
gross enrollment rates are typically computed by comparing census data on the school-
age population with Ministry of Education data on school enrollment, obtained from
school principals reports. In many countries, principals and teachers have incentives to
exaggerate the number of students enrolled [PROBE Team (1999)]. An example of this
is from India; the official primary gross enrollment rate in 1993 was 104.5 percent, but

4 This classification of countries is defined by per capita income in 1960. Low-income countries are those
with a per capita income below $200 per year, middle-income countries are those with an income between
$200 and $450, and high-income countries are those with an income greater than $450. These cutoff points,
while arbitrary, yield about the same number of countries in each group.
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Table 1
Primary school gross enrollment rates (percent of students of primary school age)

Area 1960 1970 1980 1990 2000

World 80 87 97 102 104

Country group
Low-income 65 77 94 102 102
Middle-income 83 103 101 103 110
High-income 109 100 101 102 102

Region
Sub-Saharan Africa 40 51 80 74 77
Middle East/North Africa 59 79 89 96 97
Latin America 91 107 105 106 127
South Asia 41 71 77 90 98
East Asia 87 90 111 120 111
East Europe/Former Soviet Union (FSU) 103 104 100 98 100
Organization for Economic Cooperation and Development (OECD) 109 100 102 103 102

Note. Countries with populations of less than 1 million are excluded.
Sources: UNESCO (2002), World Bank (2003).

household survey data for 1993 show a rate of 95.9 percent [World Bank (1997a)]. Both
overreporting and grade repetition can cause reported gross enrollment rates to reach or
exceed 100 percent even when many children never enroll in school.

An alternative measure of progress toward universal primary education is net enroll-
ment rates, the number of children enrolled in a particular level of schooling who are
of the age associated with that level of schooling, divided by all children of the age
associated with that level of schooling. Net enrollment rates can never exceed 100 per-
cent, and they remove the upward bias in gross enrollment rates cause by the enrollment
of “overage” children in a given level (due to repetition or delayed enrollment). They
do not, however, address overreporting in official data. Net enrollment rates are much
lower than gross enrollment rates for low- and middle-income countries (Table 2). The
lower net rates for low- and middle-income countries reflect higher repetition of grades
in those countries (Table 2, column 3) and late school-starting age in many developing
countries (Table 2, column 4).

Statistics on the percentage of children who have completed 4 years of schooling
(Table 2, column 5) are the most appropriate for assessing whether universal primary
education has been achieved. Although the gross enrollment rates in 2000 were over
100 percent in both low- and middle-income countries, universal completion of primary
school has not been attained in either group of countries. In 1999 only 80 percent of
children in low-income countries and 88 percent of children in middle-income countries
had completed 4 years of primary school.

Over the past 40 years, enrollment has increased dramatically at both the primary
and secondary levels. However, progress in secondary enrollment has slowed in the past
two decades (Table 3). In both low- and middle-income countries the secondary gross
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Table 2
Primary school enrollment, repetition, and grade 4 survival rates (percents)

Area Gross
enrollment

2000

Net
enrollment

2000

Repetition
2000

On-time
enrollment

2000

Grade 4
survival

1999

Country group
Low-income 102 85 4 55 80
Middle-income 110 88 10 61 88
High-income 102 95 2a 73b 98b

Region
Sub-Saharan Africa 77 56 13 30 76
Middle East/North Africa 97 84 8 64 96
Latin America 127 97 12 74 86
South Asia 98 83 5 – 55
East Asia 111 93 2 56 97
East Europe/FSU 100 88 1 67a 97b

OECD 102 97 2a 91a 99b

Note. Countries with populations of less than 1 million are excluded.
Source: UNESCO (2003).
aData are based on between 25 percent and 50 percent of the total population of the
country group or region.
bData are based on between 10 percent and 25 percent of the total population of the
country group or region.

Table 3
Secondary school gross enrollment rates (percent of students of secondary school age)

Area 1960 1970 1980 1990 2000

World 29 36 49 55 67

Country group
Low-income 14 21 34 41 54
Middle-income 21 33 51 59 77
High-income 63 74 87 92 101

Region
Sub-Saharan Africa 5 6 15 23 27
Middle East/North Africa 13 25 42 56 66
Latin America 14 28 42 49 86
South Asia 10 23 27 39 47
East Asia 20 24 44 48 67
East Europe/FSU 55 64 93 90 88
OECD 65 77 87 95 107

Note. Countries with populations of less than 1 million are excluded.
Sources: UNESCO (2003), World Bank (2003).
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enrollment rate increased by about 150 percent from 1960 to 1980, while the increase
from 1980 to 2000 was 59 percent in low-income countries and about 51 percent in
middle-income countries. Another way to see this is to note that from 1970 to 1980
middle-income countries increased their secondary enrollment ratio from 33 percent
to 51 percent in only one decade, while low-income countries took 20 years (1980
to 2000) to increase from 34 percent to 54 percent. Middle-income countries progress
slowed down sharply in the 1980s, increasing by only eight percentage points (51 per-
cent to 59 percent) in that decade, although the increase was stronger in the 1990s
(from 59 percent to 77 percent).

Trends in secondary gross enrollment rates from 1960 to 2000 differ substantially
by region. For example, secondary school rates in South Asia, Latin America and the
Middle East and North Africa were similar in 1960 (10 percent, 14 percent and 13 per-
cent, respectively), but by 2000 the rate in Latin America (86 percent) was much higher
than in South Asia (47 percent) and the Middle East and North Africa (66 percent).
Sub-Saharan Africa’s performance over time has been slower than that of other regions.
A final interesting comparison is between Latin America and East Asia. East Asia had
a higher secondary enrollment rate than Latin America in 1960 (20 percent vs. 14 per-
cent), but the rates in Latin American countries surged in the 1990s, so that the average
rate in 2000 was 86 percent, compared to 67 percent in East Asia.

In low-, middle-, and high-income countries, average years of schooling increased
by about 3 years between 1960 and 2000 (Table 4).5 (See Pritchett, this volume, for
further discussion of this issue.) If the 1.7-year increase in schooling from 1980 to 2000
in middle-income countries continues from 2000 to 2020, middle-income countries
will reach a level of 7.6 years of education in 2020, slightly above the level of high-
income countries in 1960. Thus middle-income countries are about 60 years behind
high-income countries in the level of schooling of their adult population. Similarly,
low-income countries are 10–20 years behind middle-income countries (their schooling
level of 5.4 in 2000 was reached sometime between 1980 and 1990 in middle-income
countries), or about 70–80 years behind high-income countries.

Literacy rates show similar trends (Table 5): low-income countries are about 30 years
behind middle-income countries, which are about 60 years behind developed countries
(assuming the literacy rate for middle-income countries will increase from 85 percent in
2000 to 95 percent in 2020). There are some notable regional differences in the trends
for adult years of schooling and literacy rates. In 1960, Sub-Saharan Africa, the Middle
East and North Africa, and South Asia were similar in their years of adult schooling
(about 1.5) and literacy rates (between 24 percent and 33 percent). By 2000, the Middle
East and North Africa region had an average of 5.4 years of education, while South

5 The increase for low-income countries is 3.6, but this comparison is biased because data are not available
for China in 1960 and 1970. When China is excluded in 2000, adult years of schooling is 4.5, which implies
a change of 2.9 years.

http://dx.doi.org/10.1016/S1574-0692(06)01011-7
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Table 4
Average years of school of adults, age 15+

Area 1960 1970 1980 1990 2000

Country group
Low-income 1.6a 2.2a 3.7 4.6 5.2
Middle-income 2.8 3.5 4.2 5.1 5.9
High-income 7.4 7.9 9.2 9.5 10.1

Region
Sub-Saharan Africa 1.7 2.0 2.3 3.0 3.4
Middle East/North Africa 1.4 2.2 2.9 4.1 5.4
Latin America 3.2 3.7 4.4 5.3 6.0
South Asia 1.5 2.0 3.0 3.8 4.6
East Asia 2.5b 3.4b 4.6 5.6 6.2
East Europe/FSU 6.5b 7.6b 8.5b 9.0b 9.7b

OECD 7.3 7.8 9.1 9.5 10.1

Note. Countries with populations of less than 1 million are excluded.
Source: Barro and Lee (2001).
aData are based on between 25 percent and 50 percent of the total population of the
country group or region.
bData are based on between 10 percent and 25 percent of the total population of the
country group or region.

Table 5
Literacy rate among adults, age 15+

Area 1960 1970 1980 1990 2000

Country group
Low-income 32a 44 54 63 70
Middle-income 62 68 75 80 85
High-income 95a 96a 97a 98a 98a

Region
Sub-Saharan Africa 24b 41 54 67 77
Middle East/North Africa 33b 54 66 76 83
Latin America 67 84 90 93 95
South Asia 26 43 52 61 69
East Asia 54b 83 91 95 97
East Europe/FSU 93b 99 100 100 100
OECD 95 98 99b 100b 100b

Note. Countries with populations of less than 1 million are excluded.
Source: UNESCO (2003).
aData are based on between 25 percent and 50 percent of the total population of the
country group or region.
bData are based on between 10 percent and 25 percent of the total population of the
country group or region.
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Asia had 4.6 years and Sub-Saharan Africa only 3.4 years. Yet in terms of literacy rates
the ranking is different: in 2000 South Asia has a lower literacy rate than Sub-Saharan
Africa. This apparent contradictory pattern most likely reflects greater inequality in the
distribution of education in South Asia: 46 percent of adults 15 years and older in South
Asia have no formal education, while 2 percent have completed some form of higher
education; the analogous figures for Sub-Saharan Africa are 44 percent and 0.8 percent.

In many countries, gender disparities in access to education are significant. About
56 percent of the 113 million school-age children not in school are girls [UNESCO
(2002)]. In low-income countries, primary gross enrollment rates are 107 percent for
boys and 98 percent for girls; this gender gap is wider at the secondary level, 60 percent
for boys and 47 percent for girls (Table 6). In middle-income countries, the primary-
school enrollment gap between boys and girls is smaller (only 4 percentage points), and
in secondary school girls have a slightly higher rate than boys. In high-income countries,
there is almost no difference in primary enrollment rates, and girls have a slightly higher
rate at the secondary level.

Major differences in gender gaps emerge across different regions of the world. In
Latin America, East Asia, and Eastern Europe/Former Soviet Union and in the coun-
tries in the Organization for Economic Cooperation and Development (OECD), there is
almost no gender gap at the primary level, although East Asian countries have a gender
gap at the secondary level. In contrast, in Sub-Saharan Africa and Middle East/North
Africa, gender gaps are sizable at both the primary and secondary levels. The largest
gender gaps at both the primary and the secondary levels are in South Asia.

Table 6
Gender disparities in gross primary and secondary enrollment rates, 2000

Area Primary Secondary

Boys Girls Boys Girls

Country group
Low-income 107 98 60 47
Middle-income 112 108 77 78
High-income 102 101 100 102

Region
Sub-Saharan Africa 83 71 29 24
Middle East/North Africa 101 92 71 61
Latin America 129 125 83 89
South Asia 107 90 53 39
East Asia 112 111 73 60
East Europe/FSU 100 99 88 89
OECD 102 102 106 108

Note. Countries with populations of less than 1 million are excluded.
Source: World Bank (2003).
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2.2. The quality of education: resources and academic achievement

The focus thus far has been on quantity of education; however, the quality of education
in many developing countries is low in the sense that children learn much less in school
than the curriculum states they should learn [Lockheed and Verspoor (1991), Harbison
and Hanushek (1992), Hanushek (1995), Glewwe (1999)]. This low quality is not en-
tirely surprising because the rapid expansion of primary and secondary education in
developing countries has strained those countries’ financial and human resources.

Comparisons of education quality across countries require internationally compara-
ble data on academic performance. The two main sources of such data are the TIMSS
(Third International Mathematics and Science Study) and PIRLS (Progress in Interna-
tional Reading Literacy Study) projects administered by the International Association
for the Evaluation of Educational Achievement (IAEEA) and the PISA (Programme for
International Student Assessment) project managed by the OECD.6 The TIMSS, PIRLS
and PISA data are primarily from developed countries, but they include a few, mostly
middle-income, developing countries.

The scores of students in grades 7 and 8 on the 1999 TIMSS mathematics test are
shown in the first two columns of Table 7. The two developed countries, Japan and the
United States, have scores of 579 and 502, respectively. South Korean students scored
even higher (587), and Malaysian students also performed well (519). Scores were gen-
erally considerably lower in other developing countries, ranging from 275 in South
Africa to 467 in Thailand. In fact, the gap between these developing countries and the
developed countries is underestimated because of the low secondary school enrollment
rates in those countries (ranging from 40 percent in Morocco to 85 percent in Chile).
Assuming that more academically talented students are more likely to remain in school,
the scores from those developing countries are for students of above average talent.

Reading results for grade 4 students in 2001 are shown in the last column of Table 7.
All seven of the participating developing countries (Argentina, Belize, Colombia, Iran,
Kuwait, Morocco and Turkey) have much lower performance than the three developed
countries shown (France, the United Kingdom and the United States). The PISA tests in
mathematics and reading, which were administered to 15-year-old students, tell a sim-
ilar story (Table 8). South Korea outperforms all four developed countries in reading,
and almost all in mathematics (the exception being Japan), but the other seven devel-
oping countries lagged far behind.7 The percentage of students with very low reading
skills was much higher in these seven countries than in the developed countries (ranging

6 The first and second studies that were precursors to TIMSS were undertaken between 1964 and 1984; the
results are not comparable with those of the TIMSS, and very few developing countries were included.
7 The PISA was administered to 15-year-old students enrolled in any kind of educational institution (includ-

ing vocational and technical education). Many developed countries participated in 2000 (including all OECD
countries), as did three developing countries (Brazil, Mexico and South Korea). Six new developing countries
(Argentina, Chile, Hong Kong, Indonesia, Peru and Thailand) participated in 2002.
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Table 7
Mean mathematics and reading achievement, TIMSS and PIRLS studies

Country Mathematics (TIMSS), 1999 Reading (PIRLS), 2001

Grade 7 Grade 8 Grade 4

France – – 525
Japan – 579 –
UK (England) – – 553
US – 502 542

Argentina – – 420
Belize – – 327
Chile – 392 –
Colombia – – 422
Indonesia – 403 –
Iran – 422 414
Jordan – 428 –
Korea (South) – 587 –
Kuwait – – 396
Malaysia – 519 –
Morocco 337 – 350
Philippines 345 – –
South Africa – 275 –
Thailand – 467 –
Tunisia – 448 –
Turkey – 429 449

Source: IAEEA (2000, 2003).

from 2.7 percent to 6.4 percent).8 Again, the gap is probably underestimated because
secondary school enrollment is well below 100 percent in almost all of these countries
(except for South Korea).

A clear regional difference exists among the developing countries tested: two of the
three East Asian countries (the exception being Indonesia) have test score means ex-
ceeding those of each of the five Latin American countries. Although Indonesia has
lower scores than do most Latin American countries, one must bear in mind that in
2000 Indonesia’s per capita income was about $730, while per capita incomes in five
other Latin American countries ranged from $2,080 (Peru) to $7,690 (Argentina). This
regional pattern, together with the small difference in adult years of schooling and adult
literacy seen in the previous section, suggests that, if education played a role in East
Asia’s “economic miracle”, it may have been as much due to the quality of education
as to the quantity. [See Hanushek and Kimko (2000), for a detailed examination of this
role of school quality.]

8 In fact, the Brazil scores may be lower, because the 16 percent of Brazil’s 15-year-old students, those who
were in or below grade 6, were excluded from the assessment.
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Table 8
Mathematics and reading achievement of 15-year-olds, PISA study

Country Mathematics Reading

Mean score Mean score Percent with
very low skills

France 517 505 4.2
Japan 557 522 2.7
United Kingdom 529 523 3.6
United States 493 504 6.4
Argentinaa 388 418 22.6
Brazil 334 396 23.3
Chilea 384 410 19.9
Indonesiaa 367 371 31.1
Mexico 387 422 16.1
Perua 292 327 54.1
South Korea 547 525 0.9
Thailanda 432 431 10.4

Note. Data are for the year 2000.
Source: OECD and UNESCO (2003).
aData are for the year 2002.

Internationally comparable data are not available for very low-income countries, but
the performance of students on achievement tests administered within many of these
countries suggests that academic achievement is often very low. In Bangladesh, for
example, Greaney, Khandker and Alam (1999) found that 58 percent of a sample of
rural children age 11 and older failed to identify seven of eight presented letters, and
59 percent correctly answered only five or fewer of eight tasks requiring recognition of
one- and two-digit numbers, writing one-digit numbers and recognizing basic geometric
shapes. In Ghana, the mean score of grade 6 students on a very simple multiple-choice
reading test was 25 percent, the score one would expect from random guessing [Glewwe
(1999)]. In India, 36 percent of grade 6 students were unable to understand and correctly
answer the following question: “The dog is black with a white spot on his back and one
white leg. The color of the dog is mostly: (a) black, (b) brown, or (c) grey” [Lockheed
and Verspoor (1991)].

In summary, primary and secondary school students in most (but not all) developing
countries learn less than their counterparts in developed countries. Moreover, these gaps
are significant: mathematics (TIMSS) score disparities are equivalent to about a 3-year
education gap between developed and developing countries.9 These large gaps could

9 The 1995 TIMSS results show 30–40 point differences between seventh and eighth grade students in
France, Japan and the United States, suggesting that the 100 point gaps commonly found between devel-
oped and developing countries are equivalent to about 3 years of education. Yet it is worth noting that when the
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reflect differences in family characteristics, but they almost certainly also reflect low
school quality in developing countries.

2.3. School finance and education systems

Government spending on education as a percentage of total gross domestic product
(GDP) is similar across different groups of countries (Table 9). The percentages are
larger in high-income countries than in low-income countries but not remarkably so.
Neither are the differences dramatic across regions. Yet since school age children are a
much larger percentage of the population in developing countries, educational resources

Table 9
Government expenditures on education (percentage terms)

Area Expenditure as percent
of GDP

Expenditures per
student as percent of

GDP per capita

Expenditures per
tertiary student as a
ratio of expenditures
per student at lower

levels

Primary Secondary Primary Secondary Primary Secondary

Country group
Low-income 1.0 1.1 7.0 16.7 33.6 13.6
Middle-income 1.8 1.4 13.3 15.5 5.0a 4.4a

High-income 1.4 1.9 18.8 21.5 1.8a 1.3

Region
Sub-Saharan Africa 1.9a 1.2a 10.6 25.8 198.5a 81.1a

Middle East/North Africa 1.8a 1.4a 15.0 19.5 5.4 5.3
Latin America 1.6 1.6 12.2 14.3 4.3 4.0
South Asia 1.0 1.2 7.4 22.0 5.6b 3.3b

East Asia 0.9 0.8 6.6 11.8 12.5 6.5
East Europe/FSU 0.2b 2.3b 21.4c 19.1 2.0b 1.5
OECD 1.2b 2.1b 18.6 22.8 1.8a 1.5a

Note. Expenditures as a percent of GDP are for 2000.
Source: UNESCO (2003).
aData are based on between 25 percent and 50 percent of the total population of the country group or region.
bData are based on between 10 percent and 25 percent of the total population of the country group or region.
cData are based on less than 10 percent of the total population of the country group or region.

mean scores of some developing countries on the TIMSS, PIRLS or PISA assessments are two or
three standard deviations below the mean in developed countries it may be difficult to use those scores
to measure precisely the gaps between those countries and developed countries, since the tests were not
designed to measure outcomes precisely at the extremes of the distribution found in developed countries.
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per child are typically lower in developing countries relative to GDP per capita. In low-
income countries, spending per primary student is about 7 percent of per capita GDP,
and this figure increases to 13.3 percent and 18.8 percent for middle- and high-income
countries, respectively (Table 9, column 3). In contrast, spending per secondary student
as a percent of per capita GDP is much more similar (ranging from 15.5 percent to
21.5 percent).

Table 10 presents expenditures per pupil in US dollars using two different methods,
both revealing significant disparities due to large differences in per capita income. Us-
ing current exchange rates, middle-income countries outspend low-income countries by
a ratio of 12–1 for primary education and about 8–1 for secondary education. Expendi-
tures in high-income countries exceed those in low-income countries by a ratio of about
70–1 for primary education and about 50–1 for secondary education. Since expendi-
ture on education is on nontraded goods and services (e.g., teacher salaries), a better
method to obtain comparable figures across countries is to convert local currencies to
purchasing power parity (PPP) dollars, which account for price differences in nontraded
goods and services across countries. This reduces the gaps somewhat. In primary edu-
cation, middle-income countries spend 4 times more, and high-income countries nearly
15 times more, than low-income countries. For secondary education, the analogous fig-
ures are 3 and 10.

Table 10
Government expenditures on education (in dollars)

Area Expenditure per student

US dollars PPP dollars

Primary Secondary Primary Secondary

Country group
Low-income 48 87 202 366
Middle-income 555a 660a 833a 1013
High-income 3263a 4279a 3059c 3915c

Region
Sub-Saharan Africa 68b 171b 338b 638b

Middle East/North Africa 157b 316a 429b 809a

Latin America 364b 504a 588b 877a

South Asia 34 66 167 322
East Asia 66 101 214 347
East Europe/FSU 564b 555b 1401b 1250b

OECD 4310b 5655a 3760b 4933a

Note. Expenditures per student are for 1996.
Source: World Bank (2003).
aData are based on between 25 percent and 50 percent of the total population of the country group or region.
bData are based on between 10 percent and 25 percent of the total population of the country group or region.
cData are based on less than 10 percent of the total population of the country group or region.
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Teacher salaries are by far the largest component of government expenditures on
education in developing countries. According to a study of 55 low-income countries, on
average, teacher salaries and benefits account for 74 percent of government recurrent
expenditures on education [Bruns, Mingat and Rakotomalala (2003)]. One reason for
the high proportion of teacher salaries in education spending in developing countries
is that low-income countries typically pay high teacher salaries, relative to GDP per
capita, partly due to the scarcity of skilled workers in poor countries but also partly
due to political economy factors. Countries respond to this high cost of teachers by
maintaining large class sizes (Table 11, columns 1 and 2). Sub-Saharan Africa and South
Asia have the highest pupil–teacher ratios. As a country develops, teachers’ relative
salaries decrease. [See Lakdawalla (2001) for an analysis of the evolution of teachers’
salaries and class size in the United States over the twentieth century.]

Developing countries also respond to the scarcity of trained teachers by hiring more
untrained teachers. Whereas almost all teachers in developed countries are trained, in
low-income countries, only 90 percent of primary school teachers and 69 percent of
secondary school teachers are trained (Table 11). The amount of training required for
certification as a teacher varies, but requirements in poor countries are typically lower
than in more affluent countries. The two regions with the smallest percentage of trained
teachers at the primary level (data at the secondary level are less reliable) are Sub-
Saharan Africa and South Asia, also the regions with the highest pupil–teacher ratios.
These two regions simply have too few teachers to accommodate their rapid expansion

Table 11
Pupil–teacher ratios and percentage of teachers with training

Area Pupil–teacher ratio Percent trained teachers Teacher salary as percent
of per capita GDPPrimary Secondary Primary Secondary

Country group
Low-income 32 25 90 69b

Middle-income 25 20 90 83a

High-income 16 14 – –

Region
Sub-Saharan Africa 43 24 69 78b 6.7
Middle East/North Africa 23 18 96 85a

Latin America 26 19 87 77 1.4
South Asia 42 33 62b –
East Asia 22 19 96 71b

East Europe/FSU 17 12 93b –
OECD 16 14 – – 1.3

Note. Countries with populations of less than 1 million are excluded.
Source: UNESCO (2003).
aData are based on between 25 percent and 50 percent of the total population of the country group or region.
bData are based on between 10 percent and 25 percent of the total population of the country group or region.
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in school enrollment. This is not surprising, since they also had the lowest years of
schooling of the adult populations in 1990 and 2000 (Table 4).

Most countries spend more per tertiary (post-secondary) student than per primary
and secondary students, but the gap is much larger in developing countries (Table 9,
column 5). On average, governments in low-income countries spend 34 times more on
a student in tertiary education than they spend on a student in primary education and
14 times more than on a student in secondary education. The analogous figures for high-
income countries are 1.8 and 1.4. Since the poorest children rarely reach high levels of
schooling, greater per student spending at higher (rather than lower) levels of education
is likely to be regressive.

This low spending on primary and (to a lesser extent) secondary education in devel-
oping countries often implies that households bear much of the cost of that education.
Thus parents, rather than the school or ministry of education, are responsible for pro-
viding many basic school inputs such as textbooks, chairs, and even the school building
itself. Some of these costs are the collective responsibility of parents, but some are
passed on to parents through official or unofficial school fees or by requiring parents to
purchase uniforms and textbooks for their children. Data on such costs are not available
for many countries, but a few examples are worth considering, although it is worth bear-
ing in mind that they may not be representative. In Jamaica, government expenditures
per primary school student are US$221 while private expenditures are $178 [Planning
Institute of Jamaica (1992)]. In the Philippines, the analogous figures are $110 and $309
[Asian Development Bank (1999)], and for Vietnam they are $23 and $14 [World Bank
(1997b)]. These figures include students who attend private schools.

Aside from differences in education finance, education systems in developing coun-
tries differ in other ways from those in developed countries. In many developing coun-
tries, school systems are highly centralized and teachers’ unions are strong. Teachers
often have weak incentives and little supervision, and absence rates are high (Table 12).
A team of researchers who visited schools in India [PROBE Team (1999)] found some
teachers who kept schools closed or nonfunctional for weeks or months at a time,
drunken teachers, and a headmaster who expected the students to perform domestic
chores and babysitting. Sexual abuse of female students by male teachers is a prob-
lem in several countries. To the extent that teachers do have incentives, these incentives
are often focused on exam scores. Teachers often instruct by rote, sometimes copying
from textbooks onto the blackboard and having students copy from the blackboard onto
notebooks or slates.

The lack of teacher accountability in many developing countries may reflect the colo-
nial legacy, the hierarchical nature of many developing societies, and the large gaps in
education and social status between teachers and their pupils’ families. In many coun-
tries, teachers offer, and pressure parents to pay for, “extra lessons” after school or on
weekends to prepare students for important examinations [Bray (1999)]. In such situa-
tions, increased teaching effort at school could reduce the demand for extra lessons, and
thus teacher income.
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Table 12
Absence rates among teachers in developing countries

Country Primary schools

Ecuador 14
India (average over 14 states) 25
Indonesia 19
Papua New Guinea 15
Peru 11
Zambia 17
Uganda 27

Notes. The absence rate is the percentage of staff who are supposed to
be present but are not on the day of an unannounced visit. It includes
staff whose absence is “excused”.
Sources: Chaudhury et al. (2006), Habyarimana et al. (2004) and NRI
and World Bank (2003).

Another unusual characteristic of many developing countries is that students are
taught in a language that is not their mother tongue. This primarily reflects the fact
that almost all developing countries were once colonies of developed countries, and
their school systems still embody many elements of the systems developed under colo-
nial rule. Many Sub-Saharan African countries use English or French as their national
language, and most of India’s 1 billion inhabits are not native speakers of either of the
two official national languages (Hindi and English).

Given the heterogeneity in educational background, school quality, and language
within many developing countries, designing a single curriculum appropriate for all stu-
dents is difficult for any country. Yet most developing countries have a single centrally
set curriculum, often geared to the needs of relatively elite students, which leaves many
other students behind. This contributes to the poor performance of a significant percent-
age of students on national examinations and to high dropout and repetition rates. For
example, in Tanzania between 1997 and 2001, only 22 percent of the students who at-
tempted were able to pass the primary education final examination, and only 28 percent
of those who attempted passed the certificate of secondary education exam [Tanzania
Media Monitoring (2002)].

In response to the high cost and low quality of some centralized school systems,
alternative, locally controlled systems have been established in some countries. These
include nonformal education (NFEs) centers in India and the EDUCO schools in El
Salvador. NFEs in India hire locally and pay a tiny fraction of regular salaries. Most
teachers are not officially qualified. EDUCO schools in El Salvador allow local edu-
cation committees to monitor teacher performance, hire and fire teachers, and manage
school equipment and maintenance [Jimenez and Sawada (1999)].

The potential for competition among schools and for Tiebout sorting in develop-
ing countries is limited, since substantial proportions of the populations in developing
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countries reside in rural areas – 68 percent in low-income countries, 50 percent in
middle-income countries [World Bank (2002)]. Rural areas are often characterized by
low residential mobility, land markets subject to major transaction costs, and limited
transportation networks. Nonetheless, some rural areas have sufficiently dense popu-
lations to allow for significant competition between schools. For example, one out of
every four households in a rural area of Kenya sends their child to a school that is not
the closest to their house [Miguel and Gugerty (2005)]. Among middle school students
in Ghana, at least 26 percent of those living at home do not attend the closest middle
school [Glewwe and Jacoby (1994)].

Policies toward private schools in developing countries vary widely, from outright
prohibition (Cuba, Sri Lanka) to heavy subsidization (Chile). Consequently, in some
countries (Algeria, Mongolia, Tanzania), less than 1 percent of primary school students
are enrolled in private schools. In other countries (Chile, Pakistan, Zimbabwe), nearly
one half or more are enrolled in private primary schools.

In summary, in recent years, education systems in developing countries have rapidly
expanded from a very low base, but there is still room for improvement in enrollment
rates (especially net enrollment rates). In general, school quality in developing countries
is low (in the sense that students in these schools do not learn as much as their coun-
terparts in more developed countries), and per-pupil expenditures are often quite low
as compared to high- or middle-income countries, even after adjusting for price differ-
ences. Finally, although schools in developing countries vary from country to country,
many of these education systems are highly centralized and have weak teacher incen-
tives.

3. Methodological issues

A substantial and rapidly growing literature attempts to estimate the causal relationships
underlying education outcomes in developing countries, and to formulate policy recom-
mendations based on those estimates. To evaluate this body of literature, a method-
ological framework is needed to clarify the different types of causal relationships that
one might try to estimate and to judge the credibility of the estimation methods used.
This section provides such a general framework and discusses its implications for es-
timation. Section 3.1 outlines the framework that will be used to interpret the research
discussed in later sections. Section 3.2 discusses estimation using retrospective data,
and Section 3.3 discusses estimation using randomized trials and natural experiments.

3.1. Behavioral models and causal relationships

To understand the impact of education policies on years of schooling and skills learned,
a useful assumption for economists is that each household (in particular, the parents of
the child) maximizes, subject to constraints, a (life-cycle) utility function. The main ar-
guments in the utility function are consumption of goods and services (including leisure)
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at different points in time, and each child’s years of schooling and learning. The con-
straints faced are the production function for learning, the impacts of years of schooling
and of skills obtained on the future labor incomes of children, a life-cycle budget con-
straint, and perhaps some credit constraints or an agricultural production function (for
which child labor is one possible input), or both. The production function for learning
is a structural relationship that can be depicted as:

(1)A = a(S, Q, C, H, I),

where A is skills learned (achievement), S is years of schooling, Q is a vector of school
and teacher characteristics (quality), C is a vector of child characteristics (including “in-
nate ability”), H is a vector of household characteristics and I is a vector of educational
inputs under the control of parents, such as children’s daily attendance and purchases of
textbooks and other school supplies. Although children may acquire different skills in
school, which suggests that (1) should have multiple outputs and A should be a vector,
for the purposes of this chapter little is lost, and some simplicity is gained, by treating
A as a scalar.

Assume that all elements in the vectors C and H are exogenous. Examples of such
variables are parental education and children’s genetic endowments of “ability”. Some
child characteristics affecting education outcomes (such as child health) could be en-
dogenous; such variables can be treated as elements of I, all of which are endogenous.10

Another important set of variables to introduce in this framework is prices related to
schooling, denoted by the vector P. These prices can include school fees, prices for
school supplies purchased by parents, and even wages paid for child labor. P does
not appear in Equation (1) because it has no direct effect on learning; its effect works
through decisions made for the endogenous variables S and I.

In the simplest scenario, assume that only one school is available to each household
and that parents can do nothing to change the characteristics of that school. Thus all
variables in Q and P are exogenous to the household. Parents choose S and I (subject
to the above-mentioned constraints) to maximize household utility, which implies that
years of schooling S and educational inputs I can be expressed as general functions of
the four vectors of exogenous variables, where H includes not only the household vari-
ables in (1) but also household variables with indirect effects (such as credit constraints
and parental tastes for schooling),

(2)S = f (Q, C, H, P),

(3)I = g(Q, C, H, P).

Inserting (2) and (3) into (1) gives the reduced form equation for A

(4)A = h(Q, C, H, P).

10 For a similar exposition that focuses on the role of child health, see Glewwe (2005).
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This reduced form equation is a causal relationship, but it is not a production function
because it reflects household preferences and includes prices among its arguments.

The more realistic assumption that households can choose from more than one school
implies that Q and P are endogenous even if they are fixed for any given school. In this
scenario, households maximize utility with respect to each schooling choice, and then
choose the school that leads to the highest utility. Conditional on choosing that school,
they choose S and I, as in the case where there is only one school from which to choose.

Policymakers are primarily concerned with the impact of education policies on years
of schooling S, and eventual academic achievement A. For example, reducing class size
can be seen as a change in one element of Q, and changing tuition fees can be seen as
altering one component of P. Equations (2) and (4) show how such changes would affect
S and A. Assuming the cost of such changes is not difficult to calculate, the benefits in
terms of increases in S and A can be compared to those costs. Of course, the costs
should include costs borne by households from the policy change, so changes in I, as
expressed in Equation (3), and in household leisure must be included in the overall cost
figure.

Consider a change in one element of Q, call it Qi . Equation (1) shows how changes
in Qi affect A when all other explanatory variable are held constant, and thus provides
the partial derivative of A with respect to Qi . In contrast, Equation (4) provides the
total derivative of A with respect to Qi because it allows for changes in S and I in
response to the change in Qi . Parents may respond to better teaching by increasing their
provision of educational inputs such as textbooks. (Alternatively, if they consider better
teaching a substitute for those inputs, they may decrease those inputs.) For example, Das
and others suggest that household educational expenditures and governmental nonsalary
cash grants to schools are substitutes, and that households cut back on expenditures
when the government provides grants to schools [Das et al. (2004)]. In general, the
partial and total derivatives could be quite different, and researchers should (but often
do not) always clarify which relationship they are estimating. One possible reason (but
not the only one) why different studies obtain different estimates of the factors that
affect learning is that they are estimating different relationships.

When examining the impact of policies on academic skills A, should policymakers
look at Equation (1), or Equation (4)? Equation (4) is of interest because it shows what
will actually happen to A after a change in one or more element in Q or P. In contrast,
Equation (1) will not show this because it does not account for changes in S and I in re-
sponse to changes in Q and P. Although the total derivative obtained from Equation (4)
is of clear interest to policymakers, the partial derivative from (1) is also of interest
because it may better capture overall welfare effects. Intuitively, if parents respond to
an increase in Qi by (for example) reducing purchases of inputs I, they will be able to
raise household welfare by purchasing more of some consumer good. The reduced form
impact (total derivative) reflects the drop in A due to the reduction in I, but it does not
account for the increase in household welfare from the increased purchase of consumer
goods. In contrast, the structural impact measured in Equation (1) ignores both effects.
Since these two effects have opposing effects on household welfare, they tend to cancel



Ch. 16: Schools, Teachers, and Education Outcomes in Developing Countries 967

each other out, so the overall welfare effect is reasonably approximated by the change
in A measured in Equation (1). This is explained more formally in Glewwe et al. (2004).

Results from randomized evaluations provide reduced form estimates of the impacts
of changes in P and Q, and these reduced form parameters are total derivatives that re-
flect both the partial derivatives and agents’ optimizing responses. For example, suppose
school quality increases in some way. One possible response of parents is to reduce the
time they spend helping their children with schoolwork. An education production func-
tion would not include this response, but a reduced form estimate (e.g., by a randomized
trial) would include both responses. Thus, if a researcher conducting a randomized trial
wants to measure welfare, he or she should measure not only the program impact on the
outcome variable, but also its impact on all other inputs. By combining these data with
price data, a measure of the program’s impact on welfare could be obtained.

This framework can be extended to examine policies that do not directly change
P and Q but instead change the way schools are organized such as decentralization,
promoting competition by removing restrictions on private schools, or developing in-
centive schemes that link teacher pay to student performance. In principle, these types
of policies affect schooling outcomes by changing what happens in the classroom. For
example, increased competition may change the behavior of teachers, and these be-
haviors can be included as components of the vector Q. Formally, education policies,
denoted by EP, may interact with local community characteristics, denoted by L, to de-
termine the quality of a school and even the prices of educational inputs in some cases
(e.g., policies that allow communities to set school fees):

(5)Q = q(L, EP),

(6)P = p(L, EP).

Estimating Equations (5) and (6) would require very detailed data on what happens in
schools such as the many dimensions of teacher behavior. An alternative is to substitute
(5) and (6) into (2) and (4) to obtain the reduced form relationships:

(7)S = j (C, H, L, EP),

(8)A = k(C, H, L, EP).

Knowledge of these functions would directly link education policies to the main out-
comes of interest to policymakers.

The methodological framework presented in this subsection, while simple, is a useful
guide for evaluating empirical work on education in developing countries. Yet it does
have two limitations. First, it assumes a unitary household model and thus abstracts from
bargaining among household members regarding education decisions. Indeed, common
sense suggests that education decisions can be affected by household bargaining both
between men and women and between parents and children. For example, Miguel and
Kremer (2003) find that child social networks are as important as, or more important
than, adult social networks in influencing take-up of school-based deworming programs.
The framework presented above could be adapted to situations where adults disagree or
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children disagree with adults. In particular, the reduced form demands in Equations
(2)–(4), (7) and (8) can be supplemented with C and H variables that reflect the relative
power of different household members such as individual wealth or income sources.

A second limitation of the methodological framework is that it abstracts from the
general equilibrium effects of education policies. Changes in education inputs or edu-
cation policy may eventually change the supply of educated adults and thus change the
returns to education and thereby the demand for education. These relatively long-run
impacts are, for the most part, ignored in the rest of this chapter.

3.2. Estimation using retrospective data

Most empirical studies of the determinants of years of schooling and learning in both
developed and developing countries are retrospective studies, based on data generated
by ordinary (nonexperimental) variation across schools and households. This subsec-
tion discusses the feasibility of using such data to estimate the relationships of interest
discussed above, especially Equations (1), (2), (4), (7) and (8). As we will see, there are
formidable estimation problems even for this relatively simple scenario, and prospects
dim further when more complicated scenarios are considered.

Consider estimation of Equation (2), the (reduced form) determinants of years of
schooling (S). For simplicity, assume that school quality (Q) and prices (P) are exoge-
nous, the policies of interest can be adequately described by changes in the elements of
Q and P, and there is only one school from which to choose (a relatively remote rural
area, for example). Since C and H are also considered to be exogenous, OLS estimates
of (2) will provide unbiased estimates of the causal parameters associated with each
variable as long as one has (retrospective) data on S and on all the elements in the vec-
tors Q, C, H and P. In practice, it is neither necessary nor possible to have data on all
elements in these four vectors. Data are not needed for any unobserved elements that are
unlikely to be correlated with the variables in the four vectors for which one has data,
so all such elements can be combined to form the error term in the regression equation.

Unfortunately, if any of these unobserved elements that are part of the error term are
correlated with the variables for which one does have data, that correlation will lead to
omitted variable bias in OLS estimates of the relationship being estimated. Such omitted
variable bias is very likely: no retrospective data set will have data on all the elements in
the vectors Q, C, H and P, and it is very common for many of the unobserved elements
to be correlated with some of the variables that are observed. Examples of variables that
are almost impossible to observe (with the vectors they pertain to) are: the child’s innate
ability (C) and motivation (C), parents’ willingness (H) and capacity (H) to help their
children with schoolwork, teachers’ interpersonal skills (Q) and motivation (Q), and
the management skills of school principals (Q). When such data are missing from es-
timates of Equation (2), OLS parameter estimates are likely to be biased because these
variables are likely to be correlated with some of the observed variables in the regres-
sion. For example, schools that are “high quality” are likely to be high quality in many
dimensions, both observed and unobserved. This will produce positive correlation be-
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tween the error term and the observed school and teacher quality variables, leading to
overestimation of the impact of observed school variables. Another example is parental
tastes for their children’s education, which is rarely observed and is likely to be pos-
itively correlated with parental education, leading to overestimation of the impact of
parental education. When this type of bias occurs, it affects the estimated parameters
not only for the observed variables that are correlated with the error term but also for
the observed variables that are uncorrelated with the error term.

Researchers sometimes try to measure variables that they think are the most important
omitted variables. For example, they may use an IQ test as a measure of innate ability
or use parental schooling to indicate parents’ ability to assist their children, but even
here there are problems. It is not clear that innate ability can be measured: any test
that claims to do so (in the sense of measuring a genetic endowment) almost always
reflects environmental factors [American Psychological Association (1995)]. One may
be able to address this problem by using data on twins [e.g., Behrman, Rosenzweig and
Taubman (1994)], but such data from developing countries are very rare.

Measurement error in observed explanatory variables is another very difficult estima-
tion problem. Anyone who has seen how household or school survey data are collected
in developing countries understands that even the best surveys contain a substantial
amount of error. Data on school characteristics (including fees and prices of educa-
tional inputs) may be inaccurate or out of date. Indeed, they are often averages across
grades and across classes within grades and thus do not match the experience of any
particular child attending the school. Child and household variables can also be mea-
sured with a substantial amount of error in developing countries, including data on the
age of the child, the distance to the nearest school, the education of the parents, and
household resources (e.g., land owned). Random measurement error typically leads to
underestimation of the true underlying impacts, while nonrandom measurement error
could lead to biases in either direction.

Even when parents cannot alter school quality, quality could be correlated with the
error term if governments provide better schools to areas with unobserved education
problems [Pitt, Rosenzweig and Gibbons (1993)]. On the other hand, governments are
just as likely (and some observers would argue much more likely) to provide more
school inputs in areas that already have good education outcomes, since these areas may
have disproportionate political influence in both autocratic and democratic systems, may
pay more taxes, and may put higher weight on education than other areas when choos-
ing how to spend the resources they receive from the central government [World Bank
(2001a)]. Whatever the direction, correcting for this “endogenous program placement”
bias is difficult.

One approach toward addressing the problems of omitted variables, measurement
error, and endogenous program placement is instrumental variables. Unfortunately, it
is often difficult to find plausible instruments – that is, variables correlated with the
observed variables that are not orthogonal to the error term but uncorrelated with the
error term. Some examples of this will be discussed in Section 4.
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Now consider estimation of Equations (1) and (4), the structural and reduced form de-
terminants of learning, respectively. All of the above problems apply to these equations
as well, and there is another problem: attrition bias. Communities with high-quality
schools will keep children in school longer, leading to a student population with lower
average innate ability (more “low ability” children stay in school). This will lead to
underestimation of the impact of observed school quality on learning if no variable ac-
curately measures innate ability.

Further complications arise for Equations (1), (2) and (4) when allowing for endo-
geneity of school quality (and prices) in the sense that parents can choose from among
more than one school, although they have no influence on the quality of any given
school. Parents in remote rural areas may have little choice, so that all school charac-
teristics are exogenous – but this is doubtful. First, parents may send their children to
live with relatives (allowing them to attend a nonlocal school) or to a boarding school.
About 19 percent of secondary students in rural Peru live away from their families
[Gertler and Glewwe (1990)], and the same holds for 27 percent of middle school stu-
dents in Ghana [Glewwe and Jacoby (1994)]. Second, families with stronger tastes for
educated children may migrate to areas with better schools, a common occurrence in
the United States.

When parents can alter school quality through school choice, selection bias is possi-
ble if unobserved characteristics of children and households that affect test scores and
years of schooling are correlated with unobserved factors that determine school choice.
If data are available on some of the school choices, including schools not chosen, stan-
dard selection correction methods can be used [Heckman (1979), see also Pagan and
Ullah (1999), Chapter 8]. In particular, exclusion restrictions can be used to identify the
generated selection correction term, namely the characteristics of the schools not cho-
sen. In practice, however, modeling school choice in a tractable way may be difficult
when many schooling options exist.

A final approach to consider is to abandon attempts to estimate Equations (1),
(2) and (4) because of the impossibility of collecting all the price and school charac-
teristic variables in P and Q and instead estimate Equations (7) and (8). An example of
this, which will be examined in Section 6, is from Nicaragua, where some schools fol-
low the “old” education policies and others follow the policies of the EDUCO program.
In this case, all one needs is a dummy variable indicating which schools are EDUCO
schools. This approach may be attractive if data on education policies and local charac-
teristics, EP and L, are of lower dimension and therefore easier to collect than data on
P and Q.

While this approach appears promising, it can still suffer from omitted variable bias
if unobserved child, household, or community characteristics are correlated with the
EP variables. In practice, retrospective estimates of Equations (7) and (8) face many
problems. First, in many programs, procedures that are supposed to be followed as part
of a particular education policy are often not followed. Second, it is quite possible for
unobserved child, household and community variables to be correlated with the new
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education policies, since the location of the programs may be affected by household ac-
tions (omitted variable bias) or government choices (endogenous program placement).

In summary, uncritical application of simple OLS regressions using retrospective data
can lead to biased estimates of the impact of the determinants of learning and years
of schooling. Some problems underestimate the impacts, others overestimate them, and
some could go either way. These difficulties are so daunting that some economists doubt
that they can be overcome [Hanushek (1995)]. One response to these problems is to turn
to randomized trials and natural experiments. Next, we review estimation issues that
arise using these approaches.

3.3. Natural experiments and randomized trials

Suppose Equations (1)–(4), (7) and (8) could not be estimated using retrospective data,
due to the problems raised above. An alternative approach is to exploit natural exper-
iments generated by idiosyncratic details of policies that create instrumental variables
for program participation that are plausibly uncorrelated with the error term for school-
ing outcomes [on natural experiments, see Campbell (1969), Meyer (1995), Rosenzweig
and Wolpin (2000)]. Randomized trials are a third approach. Such trials are very com-
mon in medicine and are increasingly common in labor economics [Heckman, Lalonde
and Smith (1999), Manski and Garfinkel (1992), and the special issue of the Journal of
Labor Economics, 1993].

A few clarifications are in order regarding the use of randomized evaluations to esti-
mate program effects. First, a distinction can be made about what exactly the evaluation
is attempting to estimate. Randomized evaluations can be used to estimate the effect
of a treatment on either the entire population subject to the randomization or on a
subset defined by predetermined characteristics. In contrast, instrumental variable tech-
niques estimate local average treatment effects, which are the effects on the population
whose participation in the treatment was strongly influenced by the instrumental vari-
able [Imbens and Angrist (1994), Heckman, Ichimura and Todd (1997), Heckman et al.
(1998), Heckman, Lalonde and Smith (1999)]. In some settings, for example where
enrollment is 100 percent, this distinction does not exist. In general, studies should
clarify which type of treatment effect they are attempting to estimate. Second, random-
ized evaluations estimate partial equilibrium treatment effects, which may differ from
general equilibrium treatment effects [Heckman, Lochner and Taber (1998)]. If some
educational programs were implemented on a large scale, the programs might affect the
functioning of the school system and thus have a different impact.

The basic idea of randomized evaluations of any kind is to compare two groups of
observations that have no systematic differences other than one group received the treat-
ment and the other did not. The simplest method is to sample a population of interest
and randomly divide the sample into treatment and comparison groups. Under certain
assumptions, discussed below, differences in the variables of interest across the two
groups are unbiased estimates of the (reduced form) effect of the treatment.



972 P. Glewwe and M. Kremer

Randomized trials and natural experiments typically do not estimate an education
production function, that is Equation (1), but they can provide reduced form estimates
(total derivatives) of the impacts of changes in C, H, P and Q on S, I and A, as in Equa-
tions (2)–(4) or Equations (7) and (8).11 To the extent that some inputs provided by other
actors, in particular the variables in I in Equation (1), can be adjusted over different time
horizons, the total derivative measured by these studies may be different in the short and
the long run. For example, if treatment schools are provided with abundant supplies of
a particular input, parents may reduce their efforts to supply these inputs. However, par-
ents may not immediately throw out existing inputs such as parent-provided textbooks,
and hence the stock of these inputs may decline only gradually over time. These studies
can examine the reduced form impact of the program at various time horizons, and it
can also measure the inputs provided by parents, but it does not directly measure the
(partial derivative) impact of public provision of textbooks, holding parental provision
constant.

Randomized trials can avoid, or reduce, some of the problems that arise with es-
timates based on retrospective data (discussed in Section 3.2). In particular, random
assignment of observations into treatment and control groups implies that both observed
and unobserved characteristics of those observations are uncorrelated in expectation
with treatment status. Another problem that randomized studies should resolve is mea-
surement error: in any well-managed study, treatment status should be measured without
error.

Yet randomized evaluations do not address all of the statistical issues associated with
retrospective analysis. Problems of selection and attrition bias remain, and randomized
evaluations may generate new problems to the extent that people change their behavior
because they know they are taking part in an evaluation. As we discuss in Section 7,
a number of techniques can be used to address these issues. However, rather than discuss
these issues in the abstract, first we review some examples.

4. Factors influencing the quantity of education attained

The MDGs adopted in 2000 call for universal primary education by 2015, yet there is
little consensus on how best to achieve this goal or on how much it would cost. One view
holds that attracting additional children to school will be difficult, since most children
not in school in developing countries are earning income that their families need. An-
other view is that the potential contribution of children of primary-school age to family
income is very small, which implies that modest incentives or improvements in school
quality Q could significantly increase enrollment. Neither is there agreement on the role

11 Technically speaking, Equations (2)–(4) show the relationship for all possible values of the variables in the
vectors C, H, P and Q, while a series of randomized trials can at most show a finite number of points on the
“surface” of these relationships. The same point applies to Equations (7) and (8).
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of school fees (elements of P). Some observers see fees as crucial for ensuring account-
ability in schools and as only a slight barrier to school enrollment; others contend that
reducing school fees would greatly increase enrollment.

This section reviews the recent evidence on these issues. Section 4.1 discusses two
general measurement problems that often arise when examining issues concerning the
quantity of schooling in developing countries. Section 4.2 considers the tradeoff be-
tween investing in the construction of additional schools (making schools more accessi-
ble to students by increasing capacity and reducing distance) and investing in improving
the quality of existing schools (making them more attractive). Section 4.3 examines the
impact of reducing the cost of school or even compensating students for school at-
tendance (changes in P), either implicitly (e.g., offering school meals) or explicitly.
Because poor health may also limit school participation, Section 4.4 reviews recent
work on school-based health programs [see Glewwe (2005), for a review of recent
work on the impact of health and nutrition in early childhood on education outcomes].
We then discuss lessons from this work concerning the differential sensitivity of girls’
and boys’ schooling decisions (Section 4.5) and the cost-effectiveness of various inter-
ventions to increase school participation (Section 4.6). As we will see throughout this
section, the evidence suggests that there are several promising avenues to increase the
quantity of education attained by children.

Several of the studies discussed in this section examine both quantity of schooling
and determinants of students’ academic performance; in those cases we consider the
findings with respect to the quantity of schooling in this section and report the findings
on academic performance in the next section. Similarly, since grade repetition primarily
reflects academic performance it will also be addressed in Section 5.

4.1. Two measurement issues

This subsection discusses two measurement issues that often arise in research on the
quantity of schooling in developing countries. First, defining what “quantity” should be
measured can be difficult. Second, difficulties often arise when attempting to match the
current and historical data on school and individual characteristics that are needed to
investigate the factors affecting the quantity of schooling.

Measuring current school participation

The framework presented in Section 3 defined the quantity of schooling (S) as years of
completed schooling, but in practice sometimes researchers look at the determinants of
completed schooling and sometimes at measures of current schooling such as the com-
pletion of a given level of schooling or the decision to drop out or continue to the next
grade, both of which are incomplete measures of eventual years of schooling completed.
One issue is whether educational inputs and education policies that increase the prob-
ability of staying in school or completing a given level of schooling will also increase



974 P. Glewwe and M. Kremer

years of schooling eventually completed, rather than simply creating intertemporal sub-
stitution in the timing of education.

Another issue is that in developing countries many pupils attend school erratically
and the line between a “frequently absent pupil” and a “dropout” is often unclear. At-
tendance rates can vary dramatically among individuals. Thus large differences in the
quantity of schooling would be overlooked by considering only years of schooling. One
attractive way to incorporate wide variation in attendance when measuring the quantity
of schooling is to focus on a more comprehensive measure of schooling often called
“participation”. For any child, participation is defined as the proportion of days that
he or she is present in school for a given number of days that the school is open [e.g.,
Miguel and Kremer (2003, 2004)]. This can be applied to a child’s schooling over one
or more years, or just for a few days for which reliable data are available. Participation
differs from attendance in that it includes all children in the appropriate age range while
attendance is usually defined only for children officially enrolled in school. Throughout
the rest of this chapter, we use the terms quantity of schooling and school participation
interchangeably. Both can be thought of as total time in school, which is imperfectly
measured by years of schooling.

Classroom attendance registers are often very inaccurate in developing countries. One
solution is to organize independent data collection in which unannounced observers visit
schools a few days a year to record which children are actually in class.

Examining determinants of completed schooling

The other general measurement issue is that any individual’s completed years of school-
ing (or some other measure of completed time in school) is known only many years after
he or she first enrolled in school, which implies that data on years of schooling must be
collected several years after data are collected on household and school characteristics.
Thus cross-sectional data sets covering a relatively young population will include many
children still in school, for whom the years of completed schooling variable is (right)
censored. Alternatively, if cross-sectional data are collected from an older cohort for
whom years of completed schooling is known, examining the impact of school char-
acteristics on educational attainment requires historical data on school and household
characteristics data. For example, consider a student who began school at age 6, left at
age 16, and is surveyed at age 18: the relevant school characteristic data refer to a time
period from 2 to 12 years before the time of the survey. Finding historical data on school
quality in developing countries is often quite challenging, and matching it to individual
students who attended those schools during those years is more difficult still. One com-
mon approach is to collect current school quality data and assume school characteristics
have changed very little in the past 5 to 10 years, but, if this assumption is incorrect,
the consequent measurement error could introduce serious biases into any econometric
estimates.
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4.2. Building additional schools versus improving the quality of existing schools

Many students in developing countries must travel long distances to attend school, so
one policy option is to construct new schools in communities that have none. However,
an inherent tradeoff exists between investing in the construction of new schools and
investing in improvements in the quality of existing schools, which would make these
schools more attractive to students. For example, the PROBE report [PROBE Team
(1999)], based on in-depth surveys in five Indian states, argues that a key factor in low
school participation is the low quality (unmotivated teacher incentives, weak curricu-
lums, inadequate physical facilities) of available schools.

Several retrospective studies examine the impact of both distance to school (often
measured by travel time) and school quality on the quantity of schooling. A number of
concerns, particularly omitted variable biases, provide reason for caution in interpreting
the results of these retrospective studies. We first present several retrospective studies,
and some caveats which should be applied in interpreting their results. We then present
results from natural experiments and randomized evaluations which likely offer more
credible evidence on the relative impacts of distance to school and school quality.

A retrospective study in Ghana by Glewwe and Jacoby (1994) presents evidence on
the impact of distance and school quality on the years of schooling of individuals aged
11–20, using data collected in 1988–1989 on household, school and teacher character-
istics.12 To estimate the impact of school characteristics and other factors on years of
schooling attained, an ordered probit specification was used that allows for right censor-
ing. According to the study findings, years of schooling was reasonably responsive to
school quality. The estimates indicate that years of completed schooling could increase
by 2–2.5 years by raising average teacher experience (from 2 years to 10 years), repair-
ing leaking roofs, reducing travel time (from 2 hours to a few minutes), or providing
blackboards to schools without them. Since repairing roofs and providing blackboards
is much less expensive than building new schools, these results suggest that repairing
classrooms in Ghana is a more cost-effective means of increasing the quantity of school-
ing than building new schools to reduce travel time.

Although the results from the Ghana study appear plausible, the estimates could be
biased for a number of reasons. The data had 18 school and teacher variables, but
schools can differ in many more ways, which raises the problem of omitted variable
bias. Measurement error in these variables is also a potential problem, either because
the assumption that they change little over time is false or because errors were made
in collecting the data. Finally, no attempt was made to avoid bias due to endogenous
program placement.

12 Lavy (1996) used the same data to study the impact of secondary school characteristics (particularly dis-
tance) on primary school attainment. He found that the secondary school distance variables had significantly
negative impacts. The school quality variables were almost always insignificant, perhaps because they were
aggregated up to 33 regions, which reduced their variation and introduced random measurement error.
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In a retrospective study in Tanzania, Bommier and Lambert (2000) found that dis-
tance to school had a significantly negative effect on years of schooling, while the
quality of Swahili teaching had a positive effect. However, the authors note some prob-
lems with measurement error in these variables. For example, many households reported
implausible distances to the nearest primary schools, sometimes more than 100 kilo-
meters. Moreover, since school characteristics were averaged over responses given by
households, there could be systematic bias. For example, parents may “justify” a deci-
sion to allow a child to drop out of school by claiming that the local school was of low
quality (in the Ghana study school quality variables were collected from schools, not
households). Finally, given that there are only four school quality variables, there are
serious concerns of omitted variable bias.

Using retrospective data from India, Drèze and Kingdon (2001) found that several
school quality variables had statistically significant effects on years of primary school
attained: both provision of a mid-day meal and “waterproof” classrooms had no effect
on boys but strong positive effects on girls; teacher absences due to nonteaching duties
had a negative effect on boys but no effect on girls; a parent–teacher cooperation index
had a positive effect on both sexes; and class size had a negative effect on both sexes.
Though plausible, these results should be interpreted very cautiously. Omitted variable
biases are likely. Indeed, the authors suggest that the strong and significant effect of
“waterproof” classrooms could also be interpreted as representing the general state of
the school building. They also suggest that the (unobserved) motivation of school prin-
cipals, parents, or both may be the real reason for both higher quality of schooling and
the associated higher quantity of schooling.

Another strand in the literature looks at “natural experiments”. Case and Deaton
(1999) examined education outcomes in South Africa using data collected in 1993,
when government funding for schools was highly centralized and blacks (people of
African descent) had virtually no political representation of any kind. The authors argue
that blacks did not control the funds provided to their children’s schools and that tight
migration controls limited their ability to migrate to areas with better schools. They
show that pupil–teacher ratios varied widely across black schools, and argue that this
variation, combined with migration barriers and black South Africans’ lack of control
over their schools, generates a kind of natural experiment.

Case and Deaton’s estimates indicate that raising school resources (as measured by
student–teacher ratios) increases years of completed schooling and enrollment rates for
blacks but not for whites. Since blacks had much larger class sizes than whites, this is
consistent with the idea that there are diminishing returns to reductions in class size.
They estimate large effects from reducing class size at black schools: decreasing the
student–teacher ratio from 40 to 20 (the approximate means in black and white schools,
respectively) increases grade attainment by 1.5–2.5 years.

Several issues raise concerns about the interpretation of these results. A key point is
that, even if blacks could not influence class size in their children’s schools, someone,
presumably some government officials, made decisions that influenced class sizes in
South Africa’s black schools. If these decisions were influenced by education outcomes
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in those schools, or were merely correlated with such outcomes for some reason other
than the causal impact of class size, they could yield biased estimates of the impact
of class size (and, more generally, school resources) on those outcomes. This is the
problem of endogenous program placement discussed in Section 3. Another issue is
that the children tested were not a random sample of household members, and data on
student–teacher ratios from the Ministry of Education are not highly correlated – an
R2 coefficient of 0.15 – with the authors’ community data for that variable.

In another natural experiment, Duflo (2001) took advantage of a rapid school ex-
pansion program in Indonesia to estimate the impact of building schools on years of
schooling attained (as well as on subsequent wages, which is beyond the scope of this
chapter). In 1973, the Indonesian government decided to use a portion of its oil revenues
to build more schools. The allocation rule for the schools was known (more schools
were built in places with low initial enrollment rates), and cohorts participating in the
program are easily identified (children 12 years or older when the program started did
not participate in the program). Duflo found that the school construction policy was
effective in increasing the quantity of education and calculates that each school built
for every 1,000 children led to an average increase of 0.12 years of education. Trends
across regions were parallel before the program and shifted clearly for the first cohort
exposed to the program, which raises confidence in the identification assumption.

Chin (2002) also takes a natural experiment approach to estimate the impact of plac-
ing additional teachers in Indian schools, an investment in school quality. “Operation
Blackboard”, a recent major policy initiative in India, addressed low primary school
enrollment rates by mandating the provision of a second teacher to all primary schools
with a single teacher. Chin (2002) evaluated the second teacher placement program and
found that the program helped girls but had no effect on boys: girls’ primary school
completion increased by 3–4 percentage points, and the girls’ literacy rate increased by
2–3 percentage points. Identification is again based on the fact that cohorts participat-
ing in the program are easily identified (only children attending primary school after
1987 were exposed).

A third strand of literature is based on randomized evaluations. As discussed in Sec-
tion 4.5, Banerjee et al. (2000) find that provision of additional teachers (usually female)
in Indian nonformal education centers increased school participation by girls. A number
of randomized evaluations recently done in Kenya (most of them discussed in Section 5)
found that programs designed to improve school quality, for example, by providing in-
puts like textbooks, had no detectable effect on school participation, and limited effects
on test scores [see, for example, Glewwe, Kremer and Moulin (2006)]. Programs that
reduced the cost of schooling or provided incentives to attend school had a much greater
impact on school participation, as discussed below.

4.3. Reducing the cost of education

In many developing countries, parents face significant private costs of education for
school fees and required inputs such as uniforms. For example, in Kenya parents have
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historically been required to purchase uniforms that cost about $6 – a substantial ex-
pense in a country with a per capita income of $340. One simple way to increase the
quantity of schooling would be to remove financial barriers by reducing the cost of
school or paying students to attend. However, the desirability of school fees is much
debated. Proponents argue that fees are necessary to finance inputs, that they increase
parental participation in school governance, and that the price elasticity of demand for
schooling is low [Jimenez and Lockheed (1995)]. Opponents argue that school fees pre-
vent many students from attending school and cite dramatic estimates from Sub-Saharan
Africa: when free schooling was introduced in Uganda in 1997, primary school enroll-
ment reportedly doubled from 2.6 million to 5.2 million children [UNICEF (1999)];
when primary school fees were eliminated in Tanzania in 2002, an estimated 1.5 million
students (primarily girls) began attending primary school almost immediately [Coalition
for Health and Education Rights (2002)]; and when Kenyan President Mwai Kibaki
eliminated primary school fees in late 2002, a massive influx of new students reportedly
overwhelmed school systems in certain districts [Lacey (2003)]. While there can be
little doubt that eliminating school fees generated a large enrollment response, the mag-
nitudes cited in these accounts should be taken with a grain of salt. The data on which
they are based are often unclear, and free schooling is sometimes announced simulta-
neously with other policy initiatives and often accompanied by programs that replace
school fees with per-pupil grants from the central government, which create incentives
for schools to over report enrollment.

Several recent randomized evaluations examine the impact of reducing costs on the
quantity of schooling. Kremer, Moulin and Namunyu (2002) conducted a randomized
trial in rural Kenya to evaluate a program in which a nongovernmental organization
(NGO), Internationaal Christelijk Steunfonds Africa (ICS), provided uniforms and text-
books and built classrooms for 7 schools randomly selected from a pool of 14 poorly
performing schools. Dropout rates fell considerably in the 7 schools selected for par-
ticipation, and after 5 years pupils in those schools had completed about 15 percent
more years of schooling. In addition, many students from nearby schools transferred
into program schools, raising class size by 50 percent. This suggests that students and
parents were willing to trade off much larger class sizes for the benefit of free uni-
forms, textbooks, and improved classrooms. The authors argue that the main reason for
the increase in years of schooling is most likely the financial benefit of free uniforms.
A randomized trial of textbook provision in Kenya, discussed in the next subsection,
showed almost no impact of textbooks on the quantity of schooling, and while the new
classroom construction may have had an impact, the first new classrooms were not built
until the second year of the program, while dropout rates fell dramatically in the first
year. Anticipation of later classroom construction may have influenced these results, but
the authors doubt it, because effects were present for students in the upper grades who
would have finished school by the time the classrooms were built.

Several programs have gone beyond simply reducing school fees; they actually pay
students to attend school, in the form of either cash grants or school meals. Perhaps
the best known randomized evaluation is the PROGRESA program in Mexico, which
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was designed to increase school enrollment and academic performance by paying cash
grants to mothers conditional on their children’s school attendance and participation in
preventative health measures (nutrition supplementation, health care visits, and health
education programs). The program was launched in 1998; of 506 communities, half
were randomly selected to participate. Schultz (2004) finds a 3.4 percent increase in en-
rollment, on average, for all students in grades 1–8. The largest increase, 14.8 percent,
was among girls who had completed grade 6. Using a difference-in-difference estima-
tor, Schultz finds that PROGRESA increases educational attainment for the poor by 0.66
years, with a particularly large impact on the enrollment in the transition year to junior
secondary school (20 percent for girls and 10 percent for boys). In part because these
evaluations clearly documented the program’s success, PROGRESA was subsequently
expanded to urban communities and, with support from the World Bank, similar pro-
grams are being implemented in several neighboring Latin American countries (e.g., the
PRAF program in Honduras).13 Schultz (2004) estimates that if the current neighbor-
ing urban wage differentials approximate what PROGRESA program beneficiaries can
expect to earn from their schooling in terms of future percentage increases in ages, the
internal rate of return to the educational grants provided by PROGRESA is 8 percent
per year in real terms (adjusted for inflation).

Conditional transfers such as those awarded through the PROGRESA program leave
open one potential problem: in some contexts, the people administering the program
may not enforce the conditionality [Sen (2002)]. Linden and Shastry (2005) provide ev-
idence that teachers mis-represented student attendance in response to a program which
provided grain to students who regularly attended school. In these circumstances, school
meals may provide a stronger incentive to attend school, because children must go to
school to receive the rations. Government-subsidized school meals have been provided
in India, Bangladesh, Brazil, Swaziland and Jamaica to increase both enrollment and at-
tendance [World Food Programme (2002)]. Proponents of school meals also claim that
school meals can increase both the quantity of schooling and academic performance by
improving child nutrition. Others argue that families may reduce resource allocation to
children who receive school meals. However, school meals would nonetheless serve as
an incentive for families to send children to school. Moreover, Jacoby (2002) presents
evidence from the Philippines that parents do not reduce food provided at home in re-
sponse to school feeding programs [see also Long (1991), Powell, Grantham-McGregor
and Elston (1983)]. The Drèze and Kingdon (2001) study discussed in Section 4.2 ex-
amined, among other variables, the impact of providing mid-day meals, which increased
years in primary school for girls but not for boys.

Vermeersch and Kremer (2004) conducted a randomized evaluation of the impact of
school meals on participation in Kenyan pre-schools, and found that school participa-
tion was 30 percent greater in the 25 Kenyan pre-schools where a free breakfast was

13 Morley and Coady (2003) review and evaluate several Conditional Transfer for Education programs
(CTEs) that have been implemented in developing countries, including PROGRESA, and conclude that CTEs
are effective instruments for reducing poverty and increasing school enrollments.
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introduced than in the 25 comparison schools. There was some evidence that the provi-
sion of meals cut into instruction time. In schools where the teacher was relatively well
trained prior to the program, the meals program led to higher test scores (0.4 of a stan-
dard deviation) on academic tests. There were no effects on tests of general cognitive
skills, implying the school meals program did not improve children’s nutritional status
and that the academic test score increases were likely due to more time spent in school.

4.4. School-based health programs

Poor health may also limit school participation: for example, intestinal helminths
(e.g., hookworm, roundworm, whipworm and schistosomiasis) affect a quarter of the
world’s population, and are particularly prevalent among school-age children. Miguel
and Kremer (2004) used randomized methods to evaluate a program of twice-yearly
school-based mass treatment with inexpensive deworming drugs in Kenya (where the
prevalence of intestinal worms among children is very high). They found that child
health and school participation (as defined in Section 4.1) improved not only for treated
students but also for untreated students at treatment schools (22 percent of pupils
in treatment schools did not receive deworming medicine) and untreated students at
nearby nontreatment schools due to reduced disease transmission. The authors used two
approaches to address identification issues that arise in the presence of these disease-
reduction externalities. First, randomization at school level allows them to estimate the
overall effect of deworming on a school even if there are treatment externalities among
pupils within treatment schools. (The authors use nonexperimental means to decompose
the overall effect on treatment schools into a direct effect and a within-school external-
ity effect.) Second, cross-school externalities – the impact of deworming for pupils in
schools located near treatment schools – are identified using exogenous variation in the
local density of treatment school pupils generated by the school-level randomization.
The authors find that absenteeism in treatment schools was 25 percent (7 percentage
points) lower than in comparison schools. This reflects both the direct effect of de-
worming and any within-school externalities. Including the cross-school externalities,
they find that deworming increased schooling by 0.15 years per pupil treated: decom-
posed into an effect of the treatment on the students treated and a spillover effect, school
participation on average increased by 7.5 percent among pupils in treatment schools and
by 2 percent among pupils in comparison schools.

Bleakley (2002) provides retrospective estimates of the effects of deworming from
the United States. He finds that areas in the US South with higher hookworm infection
levels prior to the 1910–1920 Rockefeller Sanitary Commission deworming campaign
experienced greater increases in school attendance after the intervention, and estimates
that each case of hookworm reduced the number of children attending school by 0.23
[similar to the estimates of Miguel and Kremer (2004)]. Although it is difficult to fully
rule out omitted variable bias using a nonexperimental approach, an important strength
of Bleakley’s work is that the Rockefeller campaign was introduced throughout a large
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geographic area, and thus the estimates are not subject to the biases faced by medical
studies that randomize treatment at the individual level.

Bobonis, Miguel and Sharma (2004) find evidence from a randomized evaluation
conducted in India that health programs can raise pre-school attendance in urban ar-
eas. While in the Kenyan sample 92 percent of surveyed primary school pupils had
at least one helminth infection [Miguel and Kremer (2004)], in this sample of Indian
pre-schoolers “only” 30 percent were found to have worm infections but 69 percent of
children were found to have moderate to severe anemia. The program therefore pro-
vided both iron supplementation and deworming medicine to these preschool students.
After five months of treatment, the authors found large weight gains and a 5.8 percent
reduction in absenteeism among 4–6 year olds (but not for younger children).

These findings that school health programs can increase the quantity of schooling
raise the question of how best to implement such programs in developing countries.
One view is that reliance on external financing of medicine is not sustainable and in-
stead advocates health education, water and sanitation improvements, or financing the
provision of medicine through local cost sharing. Kremer and Miguel (2003) analyzed
several deworming interventions, including numerous “sustainable” approaches such as
cost sharing, health education, verbal commitments (a mobilization technique), and im-
provements in sanitation (all but the sanitation efforts were examined with randomized
evaluations). Overall, their results suggest that there may be no alternative to continued
subsidies for deworming. The “sustainable” public health strategies of health education,
community mobilization, and cost recovery were ineffective, while provision of free de-
worming drugs led to high drug take-up and large reductions in the incidence of serious
worm infections. A related paper [Miguel and Kremer (2003)] examines data on social
networks to explore the effects of variation in social contacts’ program exposure on in-
dividuals’ adoption decisions. The authors found that children with (randomly) more
social links to early treatment schools are themselves significantly less likely to take de-
worming drugs (perhaps because they learn that the drugs work for only a few months
and seek to free ride on others’ use of the drugs).

4.5. Gender and school participation

There is some evidence that the elasticity of demand for schooling may be higher for
girls than for boys, so that even policies and programs that do not specifically target girls
may result in greater increases in school participation for girls than for boys. Many of
the studies described above support this hypothesis: Chin (2002), regarding placement
of additional teachers in schools; Drèze and Kingdon (2001), on the provision of mid-
day meals; and both Schultz (2004) and Morley and Coady (2003), in their evaluations
of PROGRESA.

Section 4.3 discussed several types of programs that reduced households’ cost of
schooling for both boys and girls, but an alternative is to implement programs that
specifically target girls. For example, research in several countries suggests that one
way to increase girls’ school enrollment may be to hire female teachers [World Bank
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(2001b), Herz et al. (1991), Rugh (2000)]. However, it is very difficult to assess causal-
ity without conducting a randomized evaluation since in regions that are more open
toward women’s education, more women will obtain the education needed to become
teachers.

Banerjee et al. (2000) used a randomized evaluation to examine the impact of a
program in India that attempted to raise school quality by hiring additional teachers,
especially female teachers. An Indian NGO, Seva Mandir, runs nonformal schools that
teach basic numeracy and literacy skills to children who do not attend formal schools
and, in the medium term, attempts to “mainstream” these children into the regular school
system. These schools are plagued by high teacher and child absenteeism, so the NGO
decided to evaluate the impact of hiring a second teacher (where possible, a woman) in
the hope of increasing the number of days the school was open, increasing student atten-
dance, improving performance through individualized attention to students, and making
school more attractive to girls. The program reduced the number of days a school was
closed (one-teacher schools were closed 44 percent of the time, whereas two-teacher
schools were closed 39 percent of the time), and girls’ attendance increased by 50 per-
cent. However, the program had no significant effect on the attendance of boys. One
possible interpretation is that more girls are at the margin of choosing between some
schooling and no schooling and that they would have been attracted to school by addi-
tional teachers independent of the teachers’ gender. Another interpretation is that girls
were attracted by hiring female teachers. Some weak support for the latter hypothesis is
provided by the fact that the effect on girls’ enrollment was smaller when the original
teacher was female. This is consistent with the possibility that the presence of at least
one female teacher is important in providing a role model for girls but that the addition
of a second female teacher has a comparatively minor role-model effect. There is no
clear evidence of the program impacting test scores either positively or negatively.

Research on girls’ scholarship programs is limited but suggests that scholarships can
have major impacts on girls’ enrollment rates. Research on a small fellowship program
in Pakistan that subsidized girls’ primary education in private schools was shown to be
successful in urban areas but a failure in rural areas [Kim, Alderman and Orazem (1999),
Alderman, Kim and Orazem (2003)].14 A national scholarship program for girls in rural
Bangladesh increased girls’ enrollment rates even after controlling for other measurable
influences [World Bank (2001b)]. Because with economic development enrollment of
girls usually rises (and the gender gap between boys’ and girls’ enrollments narrows),
it is potentially very problematic to draw conclusions from before and after comparisons
of girls’ enrollment rates. This difficulty highlights the need for randomized evaluations
of such programs.

14 The authors note several reasons for the relative success of the program in urban schools in contrast to
rural schools. First, the latent demand for girls’ schooling was higher in the urban areas. Second, urban
parents were able to pay more than rural parents. Third, urban schools could take advantage of economies of
scale to reduce costs per pupil. Finally, urban schools found it much easier than rural schools to attract good
teachers (especially female teachers).
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Kremer, Miguel and Thornton (2004) conducted a randomized evaluation of the
Girl’s Scholarship Program (GSP), introduced in rural Kenya in late 2001 to enhance
girls’ education. Out of a set of 128 schools, half were randomly chosen as schools el-
igible for the program. The program consisted of a merit-based scholarship awarded to
girls in two districts of Western Kenya who scored in the top 15 percent on tests ad-
ministered by the Kenyan government. One portion of the scholarship was paid directly
to the school for school fees, the other portion to the family for school supplies and
uniforms. Girls eligible for the scholarship had significantly higher school attendance
rates (as well as significantly higher test scores, average gains of 0.12–0.19 standard
deviations). Schools offering the scholarship also had significantly higher teacher at-
tendance after the program was introduced, and there is evidence of positive program
externalities on boys (who were ineligible for the awards) as well as on girls with low
pre-test scores (who were unlikely to win awards).

4.6. Summary

The studies discussed in this chapter provide mixed evidence on the extent to which
school participation responds to school quality but suggest that it is fairly responsive to
incentives.

Anecdotal evidence from East Africa, as well as randomized studies in Kenya and
Mexico, shows sizable impacts on school participation from reducing the cost of school-
ing (including subsidies conditional on school attendance). Randomized studies in
Kenya and India demonstrate that school health programs can also increase the quantity
of schooling. Finally, several retrospective and randomized studies provide evidence
that girls’ school attendance is particularly elastic.

Many of the studies based on natural experiments and randomized evaluations are
limited in that a central policy concern for developing countries is the relative cost-
effectiveness of various interventions to increase school participation. Evaluations of
cost-effectiveness require knowledge of a program’s costs as well as its impact, and
comparability across studies requires some common environment. Comparing the im-
pact of PROGRESA’s cash transfers and school meals in Kenya is difficult, since it
is unclear whether the resulting differences are associated with the type of program
or the larger environment. Policymakers are usually left with an unappealing choice
between retrospective studies, which allow comparisons of different factors affecting
school participation but may yield biased estimates, and randomized evaluations, which
yield credible estimates but only for a single program.

One exception to our general inability to compare cost-effectiveness of credible es-
timates is the recent set of studies conducted in Kenya. Because the Kenyan programs
discussed in this section were conducted in similar environments, cost-effectiveness es-
timates from these randomized evaluations can be readily compared [see Poverty Action
Lab (2005)]. Deworming was found to be extraordinarily cost-effective at only $3.50 per
additional year of schooling [Miguel and Kremer (2004)]. In contrast, even under op-
timistic assumptions, provision of free uniforms would cost $99 per additional year of
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school participation induced [Kremer, Moulin and Namunyu (2002)]. The school meals
program, which targeted pre-schoolers rather than primary school age children, cost $36
per additional year of schooling induced [Vermeersch and Kremer (2004)]. This sug-
gests that school health programs may be one cost-effective way of increasing school
participation, and the Bobonis and others results for India suggest that this conclusion
may be relevant in low-income countries outside Sub-Saharan Africa. More research on
school-based health programs in developing countries is needed to confirm this.

5. Empirical results on quality: Factors affecting skills obtained in school

Increases in the quantity of education in developing countries could be jeopardized
by weaknesses in the quality of education. The success since 1960 in expanding the
quantity of education in most developing countries (see Section 2) has shifted attention
to education quality, especially as measured by student performance on academic tests.
This section examines recent research that attempts to identify the impact of school and
teacher characteristics (Q) on learning in primary and secondary schools in developing
countries. The first subsection reviews retrospective studies, and the second subsection
examines “natural experiments” and randomized trials. The final subsection concludes.

5.1. Retrospective studies

Many researchers, both economists and other social scientists, have used retrospec-
tive data to investigate the impact of school and teacher characteristics on learning.
Hanushek’s (1995) review of the evidence up to the mid-1990s draws the pessimistic
conclusion that there is little empirical evidence that commonly used educational inputs
raise students’ test scores in developing countries. To support this claim, he presents
evidence from 96 studies, summarizing the findings for six educational inputs: teacher–
pupil ratio, teacher’s education, teacher’s experience, teacher’s salary, expenditure per
pupil, and physical facilities (Table 13). Based on the results in Table 13, Hanushek
concludes that, except for physical facilities, measured resources are not systematically
related to student performance. Kremer (1995) points out that an alternative interpreta-
tion of the studies in Table 13 is that almost all of the school inputs in the table raise test
scores (the exception being the teacher–pupil ratio) because the probability is very small
that several studies will find a statistically positive coefficient when the real coefficient
is zero or negative. Even so, Kremer notes that improvements in student performance
may be modest for some inputs and thus may not be worth the costs.

A third and perhaps most reasonable interpretation is that the simultaneous presence
of so many significantly positive and negative coefficients suggests that either the stud-
ies do not measure the same parameter or the estimates are biased. This would be the
case, for example, if there were omitted variable bias in many of these estimates, with
some of the estimates having a positive omitted variable bias and some having a nega-
tive omitted variable bias. Drawing any definite conclusions from these data is difficult
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Table 13
Summary of 96 studies on the estimated effects of resources on education in developing countries

Input Number of
studies

Statistically significant Statistically
insignificantPositive Negative

Teacher–pupil ratio 30 8 8 14
Teacher’s education 63 35 2 26
Teacher’s experience 46 16 2 28
Teacher’s salary 13 4 2 7
Expenditure per pupil 12 6 0 6
Facilities 34 22 3 9

Source: Hanushek (1995).

without knowing more precisely what the parameters represent (including whether they
are structural production functions or reduced form relationships) and what biases may
be present in the estimates.

Since the mid-1990s, the most significant recent retrospective studies of the determi-
nants of learning in developing countries are: the research of Ghanaian middle schools
by Glewwe and Jacoby (1994); the study of Jamaican primary schools by Glewwe et al.
(1995); the investigation of grade 8 students in India by Kingdon (1996); and the paper
on Philippines primary schools by Tan, Lane and Coustere (1997).15 We first review the
results of these retrospective studies and then provide a summary of critiques and con-
cerns over why the results of these and other retrospective studies need to be interpreted
very cautiously. In the following subsections we will then review evidence from natural
experiments and randomized evaluations which allow for more credible estimation of
factors impacting school quality.

The study by Glewwe and Jacoby (1994) on Ghana discussed in Section 4 also
examined student achievement in 1988–1989, using scores on reading (English) and
mathematics in Ghanaian middle schools (grades 7–10). Eighteen school and teacher
variables were examined, but most estimated effects were small and statistically in-
significant. The only statistically significant teacher variable was teaching experience,
but its effect was indirect: it raised children’s grade attainment, which increased both
reading and mathematics test scores. In contrast, school facilities had larger impacts.
The estimated impact (direct plus indirect) of repairing leaking classrooms was an in-
crease of 2.0 standard deviations in reading scores and 2.2 in math scores; this impact

15 A very recent study by Bedi and Marshall (2002) presents regressions on the factors that determine reading
(Spanish) and mathematics scores of Honduran primary school students, but the impacts of the teacher and
school variables on the scores of second grade students are so different from the impacts on fourth grade
students that the authors conclude that they “are unable to identify clear-cut, policy-relevant variables that
influence educational achievement” (p. 147) despite very large samples of more than 7,000 second grade
students and more than 5,000 fourth grade students.
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seems to operate by reducing school closings due to rain. Blackboards also had large es-
timated impacts (direct plus indirect), raising reading scores by 1.9 standard deviations
and mathematics scores by 1.8. Adding a library led to smaller increases, 0.3 standard
deviations for reading scores and 1.2 for mathematics scores.

A study by Glewwe et al. (1995) used Jamaican data collected in 1990 to exam-
ine the performance of primary school students in reading (English) and mathematics.
More than 40 school and teacher characteristics were examined, including pedagogi-
cal processes and management structure. Most variables had statistically insignificant
effects. The school variables with significantly positive impacts were administration of
eye examinations (reading only), teacher training within the past 3 years (mathematics),
routine academic testing of students (reading and mathematics), and the use of text-
books in class (reading). Class time devoted to written assignments had a significantly
negative impact in both subjects. The size of these estimated impacts (in standard devia-
tions of the test score variable) were lower than those for Ghana. The largest impact is a
change from never using textbooks in instruction to using them in almost every lesson,
which raises reading scores by 1.6 standard deviations. The smallest is from teacher
training: a school in which all teachers were trained is estimated to have mathematics
scores 0.7 standard deviations higher than an otherwise identical school with untrained
teachers.

Kingdon’s (1996) study of India is based on data collected in 1991. Tests in read-
ing (Hindi and English) and mathematics were given to students in “class 8” (grade 8).
Kingdon examined five teacher variables (years of general education, years of teacher
training, marks received on official teacher exams, years of teaching experience and
salary) and three school variables (class size, hours per week of academic instruc-
tion and an index of 17 physical characteristics). The teacher variables with significant
effects were teacher exam marks, which had significantly positive impacts on both math-
ematics and reading scores, and teachers’ years of education, which had a significantly
positive impact on reading scores. Two of the three school variables, the physical char-
acteristics index and time in academic instruction, had significantly positive effects on
both reading and mathematics scores. Class size was not significantly correlated with
mathematics scores, and was correlated positively and significantly with reading scores.
The impact of the teacher’s exam marks is not robust to attempts to control for selec-
tion into schools (an issue further discussed below). These impacts are not particularly
large. An additional year of teacher’s education raises reading scores by 0.13 standard
deviations. Going from zero to all 17 physical facilities (which would be quite costly
since this includes toilets, computers, and musical instruments) increases mathematics
scores by 0.7 standard deviations and reading scores by 1.0 standard deviations. Adding
another hour per week of instructional time raises mathematics and reading scores by
only 0.04 and 0.02 standard deviations, respectively.

Tan, Lane and Coustere (1997), using data from 1990 and 1991, investigate the im-
pact of school and teacher variables on the mathematics and reading scores of 2,293 first
graders in the Philippines. The five teacher variables examined were academic qualifica-
tions (master’s degree or not), abstract reasoning ability, scores on subject-based tests,
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years of teaching experience, and the teacher’s attitude toward “innovation in learn-
ing”. The eight school variables included whether the classroom had sufficient furniture
(as judged by the teacher), the pupil–teacher ratio, the value of pedagogical materi-
als received from a government program (PRODED), the availability of textbooks and
workbooks per pupil, and four variables on the attitudes and practices of the school
head. Of the teacher variables, the score on the subject knowledge test in reading had
a positive impact on students’ reading scores: a one standard deviation increase in the
teacher’s score raised student learning by 0.12 standard deviations. The same is true
for mathematics scores: a one standard deviation increase in the teacher’s score raised
student learning by 0.10 standard deviations. Turning to school characteristics, the im-
pact of textbooks was unstable for both subjects, in some cases significantly negative.
More plausibly, the workbook–pupil ratio had significantly positive coefficients for both
subjects, so that providing a workbook for each student in schools that have none in-
creases math and reading scores by 0.22 and 0.21 standard deviations, respectively. The
only other school variable significant at the 5 percent level was the lack of adequate
furniture, which was associated with a drop of −0.32 standard deviations in math and
−0.29 standard deviations in reading.

In all four studies, most school and teacher variables were not significantly different
from zero, although this could reflect both low sample sizes (163 students in Ghana and
355 in Jamaica) and high correlation among many of these variables.16 While each study
did find that one or more teacher variables had statistically significant impacts, they
differed widely across the studies. Similarly, three of the four studies find significant
impacts of physical inputs (the exception being the Jamaica study), but again the specific
inputs vary across the different studies. Part of this variation could reflect differences in
the variables available in the data, and part could reflect large socioeconomic differences
across countries (e.g., Jamaica has a much higher income than Ghana and India) but,
whatever the reason for this variation, the conclusion is that there are no general results
regarding which teacher and school variables raise learning in developing countries.

The summary of the results in the previous paragraphs assumes that the estimated
impacts of these four retrospective studies are accurate, but the discussion in Section 3
provides many reasons to worry about biases in such estimates. One potential source
of bias is that unobserved components of a child’s innate ability and motivation, as
well as parents’ motivation, may be positively correlated with school quality because
high-ability children tend to enroll in higher-quality schools [see Glewwe (2002), for
a simple behavioral model that demonstrates this point]. This leads to upwardly biased
estimates of the impact of school quality variables. The Ghana and India studies used
data from an “intelligence” test, the Raven’s Coloured Progressive Matrices test, to con-
trol for innate ability. The Ghana study concedes that this test measures not only innate

16 Although the sample size in the India study was larger, with 902 students, students are concentrated
in 30 schools, which limits variation in school characteristics. The Philippines study has by far the largest
sample, with 2,293 students in 110 schools.
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ability (however defined) but also reflects environmental influences, including time in
school. It used a simple “family fixed effects” procedure to extract what is probably a
cleaner estimate of innate ability from the Raven’s test, but this method relies on several
simplistic assumptions. The India study used the Raven’s test score directly, without any
refinement, and the Jamaica and Philippines studies had no variables to control for child
innate ability. One of the four studies, the one on India, attempted to control for child
motivation as a factor distinct from innate ability. Regarding parents’ motivation and
ability to help their children, none of these studies goes beyond the common practice of
using mother’s and father’s years of education. Three of the four studies (the exception
being the Philippines study) use standard selectivity correction methods (primarily to
account for choices among different types of schools). Although this may reduce bias
caused by a variety of unobserved variables, including innate ability, these methods may
be sensitive to functional form assumptions. They may also yield misleading results if
factors assumed to influence choice of school such as distance from school interact with
factors that can affect learning such as child ability or household income.

Another potential problem is bias due to omitted school and teacher quality vari-
ables. If unobserved school and teacher variables are positively correlated with observed
school and teacher variables, the estimated impacts on the observed variables will tend
to be biased upward. At first glance, all four studies seem to minimize this problem
by including large numbers of school and teacher variables. The original Ghana study
used 18 school variables [Glewwe and Jacoby (1992)], and the Jamaica study had 42,
including variables on pedagogical techniques and “school organization, climate and
control”. The India study used data on about 24 variables, although 17 were aggregated
into a single index, and the Philippines study used 13 variables. Yet some variables,
such as teacher motivation, are inherently difficult to measure and thus are not used in
any of these studies (unless the variable on teacher “attitude toward innovation in teach-
ing” used in the Philippine study reflects teacher motivation). Thus, the large number of
school variables used does not necessarily avoid bias due to omitted school and teacher
characteristics.

A third potential problem is sample selection bias. In many developing countries,
some children never attend school, grade repetition is common, and a substantial frac-
tion of children drop out of school after only a few years. As explained in Section 3, if
weak students are less likely to drop out of high quality schools, the impact of school
quality could be underestimated (unless student ability is adequately measured). Biases
can also arise due to the choices parents make regarding the schools their children attend
and actions parents may take to change those schools, since this may also cause child
and household variables to be correlated with unobserved components of school quality.
Each of these studies attempted to address at least some of these problems. Although the
sample size in the India study was larger, with 902 students, students are concentrated
in 30 schools, which limits variation in school characteristics. The Philippines study
has by far the largest sample: 2,293 students in 110 schools. The India study appeals
to the Ghana study for evidence that selection of students (in terms of “survival” to
higher grades) does not matter. It does address selection into public and private schools
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but without explaining how the selection term is identified. The efforts to deal with
selection bias are better in the Ghana and Jamaica studies. Both explain the identifica-
tion strategy (the identifying variables are characteristics of the school not chosen), and
the Ghana study accounts for sample selection effects due to delayed enrollment and
dropping out (using a similar identification strategy). In both cases, controlling for sam-
ple selection has little impact on the results, but this is not the case in the India study.
While bias due to school selection is small in two of the three studies, results from more
countries are needed before concluding that this problem is not serious.

A fourth potentially serious problem is measurement error in the regressors. Only
one of the four studies, the Philippines study, addresses this issue; the other three do not
mention it. The Philippines study found evidence of measurement error in the textbook
and workbook variables and used, as instruments, textbooks and workbooks in other
subjects. A potential downside of this approach is that books in one subject could affect
the scores in other subjects, violating the exclusion restrictions. Measurement error in
other school and teacher variables is assumed to be unimportant. Yet a plausible case
can be made that measurement error is a serious problem: most such errors are probably
random, so that the true effects are likely to be underestimated. This may explain why
in each study most of the teacher and school variables were insignificant.

A final potential problem is that school and teacher characteristics could be correlated
with the error term in estimates of Equations (1), (4) or (8) if governments build schools
or allocate resources to schools based on unobserved community characteristics. This is
the problem of endogenous program placement, discussed in Section 3. None of these
four retrospective studies explicitly addresses this issue, although, arguably, the selec-
tion correction methods for school choice decisions may reduce such biases.

This review of conventional studies leads to several conclusions. First, many stud-
ies suffer from multiple estimation problems. Second, recent studies have made some
progress, but many problems remain. In particular, they use more sophisticated econo-
metric methods, or show an awareness of many of the potential estimation problems,
but they have not overcome all of them. Third, three problems are difficult to resolve
in conventional studies that attempt to estimate the impact of school characteristics on
student achievement: omitted school characteristics, unobserved characteristics of chil-
dren and their households, and measurement error in school variables. Regarding the
first problem, although the Ghana, Jamaica, India and Philippines studies included large
numbers of school characteristic variables in their regressions, other important, but hard
to observe, characteristics such as teacher motivation may be highly correlated with the
variables that are observed. This will lead to biased estimates. Some results seem coun-
terintuitive; for example, the most important single school characteristic in the Ghana
study was leaking roofs. Perhaps the underlying relationship is that more motivated
teachers, principals, and parents were more likely to keep the building in good repair.
The inability to observe certain child and household characteristics such as the child’s
innate ability and parental tastes for education also leaves lingering doubts. Finally, it is
likely that school variables are measured with a large amount of error – examples have
been presented for Tanzania (distance to schools) and the Philippines (books per pupil).
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Random measurement error could explain why these variables are often statistically
insignificant.

In the past few years, two new approaches have been used to investigate how school
characteristics affect student achievement, natural experiments and randomized evalua-
tions.

5.2. Natural experiments

In this subsection we examine studies that use “natural” variation in a school charac-
teristic that is plausibly uncorrelated with other determinants of child learning to assess
the impact of school quality on performance.17

Before asking which characteristics of schools affect learning, the first question is
“Do schools affect learning at all?” Gould, Lavy and Paserman (2004) shed light on this
question using data on Ethiopian Jews brought to Israel on an overnight airlift (“Oper-
ation Solomon”) in 1991. Gould and his coauthors argue that sorting the refugees into
absorption centers and initial schooling environment was random and can be considered
exogenous to both family background and parental decisions. According to the authors,
this creates a natural experiment that can be used to study the impact of primary school
environments on secondary school outcomes. They find that attending an elementary
school with a good mathematics program (as measured by grade 4 and 5 standardized
test scores prior to the arrival of the Ethiopian emigrants) reduced students’ probability
of dropping out of high school from 10 percent to 4.9 percent and increased passing
rates on high school matriculation exams by 26 percent. The authors note that attend-
ing elementary schools with good verbal programs (also measured by grades 4 and 5
standardized test scores) did not improve most high school outcomes. They conjecture
that this was because the Ethiopian students were learning Hebrew in separate classes
with inexperienced teachers. It is important to note that although the authors control for
observed community characteristics, it is difficult to isolate the effect of the quality of
elementary school from other potentially unobservable characteristics of the students
and parents in the community.

Since teachers account for the bulk of school spending, understanding the impact of
class size on learning is critical. The Case and Deaton (1999) analysis of South Africa,
discussed above, also examined test scores. They found that decreasing the student–
teacher ratio from 40 to 20 raises students’ reading test scores (conditional on years
of school attendance) by an amount equivalent to the impact of two additional years of
schooling. In contrast, there was no significant impact on mathematics scores. However,
in interpreting the results of this study one must keep in mind the caveats discussed
above in Section 4.2.

17 See Rosenzweig and Wolpin (2000) for a thorough discussion of “natural” natural experiments, i.e., natural
experiments whose parameters of interest are identified by date of birth, twin births, gender of newborn child
or siblings and weather. The issues raised in that paper also apply to “less natural” experiments, and most of
the natural experiments discussed here are of the “less natural” type.
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A recent study of class size based on a natural experiment is that of Angrist and
Lavy (1999), who examine the impact of class size on student academic performance
in Israel. A rule proposed by Moses Maimonides, a twelfth century Talmudic scholar,
stipulates that class size should not exceed 40 students, and a form of this rule is used
in Israel today. The limits on class size determined by this rule lead to actual class
sizes that vary nonmonotonically with total enrollment in a given grade, providing an
unusually credible instrumental variable to get around the problem that class size may
be correlated with unobserved determinates of student learning. The authors use data
from the early 1990s on a national test for Israeli third, fourth and fifth graders. Most
of the data, and the analysis, are at the classroom level. For each grade, the sample is
approximately 2,000 classrooms from about 1,000 schools.

The only explanatory variables used by Angrist and Lavy are class size, the per-
centage of disadvantaged students in the school (averaged over all grades), and total
enrollment for the grade. Maimonides’ rule generates a zigzag relationship between
class size and total school enrollment. In grades with an enrollment of 40 or less, class
size will equal total enrollment. When total enrollment hits 41, the class must be split
into two, so that class size falls abruptly – class size is half of total enrollment for grades
with 41–80 students. When total enrollment hits 81 a third teacher must be hired, and
class size falls again. This zigzag relationship between total enrollment and class size
allows the authors to create an instrument for class size that is not highly correlated
with total enrollment, so they can include total enrollment and its square as additional
regressors.18

A potential problem with the estimation strategy is that some parents may know how
Maimonides’ rule is applied, and those with high tastes for child education may transfer
their children out of schools where that rule leads to large classes. This could cause
correlation between unobserved parental tastes for child education and the instrumental
variable used to predict class size. The authors argue that this bias should be small
since most Israeli parents would not want to transfer their child into another school
or switch the child from a secular to a religious school to take advantage of smaller
class sizes. Angrist and Lavy find a significantly negative impact of class size on the
reading and mathematics scores of fifth graders. The estimated effects of a one standard
deviation decrease in class size (a reduction of 6.5 pupils) are increases in reading scores
of 0.2–0.5 standard deviations and in mathematics, scores of 0.1–0.3 standard deviations
(the range reflects differences in the sample and in the other covariates). The effects on
fourth graders are less precisely estimated. Sometimes they are significantly negative
for reading scores, but for mathematics scores the effects are all insignificant. For third
graders, all estimated impacts are insignificant; the authors suggest that this may reflect
difficulty in measuring a presumably cumulative effect at lower grades. They also point

18 Some estimates are restricted to students in schools whose total enrollments are either slightly above or
slightly below these “break points”. This smaller sample is known as the discontinuity sample, and the results
are similar to those for the full sample.
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out that testing conditions for the third graders were different from those for fourth and
fifth graders.

A final recent paper on education that could be interpreted as a natural experiment
on school inputs is by the same authors, also on Israel, Angrist and Lavy (2002). The
authors investigate whether providing computers for pedagogical use in classrooms,
computer-aided instruction (CAI), increased learning in reading (Hebrew) and mathe-
matics among fourth and eighth graders in Israel. The data are from about 200 schools
in 1996, 2 years after the introduction of a program that gave Israeli schools funds to
purchase computers. The full data include 4,779 fourth graders for math (but only 3,689
for Hebrew) and about 3,200 eighth graders for both subjects.

The authors first present OLS and 2SLS results that are not based on any natural ex-
periment. The OLS results are mostly insignificant, although for some specifications the
use of computers appears to have a negative impact on grade 8 math scores. The 2SLS
estimates use funding from the Tomorrow-98 program, begun in 1994, under which two
thirds of the schools received funding for computers. This instrument had explanatory
power for use of computers only for fourth grade students, so 2SLS estimates could not
be done for grade 8. The results for fourth grade students show small reductions in the
reading and math scores from the use of computers, but only the math score effects are
statistically significant (and only for some specifications).

The use of funding from the Tomorrow-98 program as an instrument may be problem-
atic, because local communities (towns) had to apply to the program to receive funding,
and those that did apply were required to submit a priority ranking for the schools in
their community. Thus, if schools that performed poorly were given higher priority,
and other regressors in the second stage estimates do not account for all of this poor
performance, this instrument will be correlated with the error term in the second stage
equation. The authors present evidence that this is not the case, but they also devise an
estimation method that uses information on how the ranking affected the probability
of receiving program funding. The assumption behind this method is that the ranking
variable can be used in two ways. It is assumed that any correlation between the rank-
ing variable and the error term in the second regression is adequately controlled for by
including a quadratic specification of that variable in the second stage equation, while
the relation between the ranking variable and receipt of funds from the Tomorrow-98
program is sufficiently nonlinear and irregular that the prediction of receipt of funding
based on the ranking variable is not completely collinear with the quadratic specification
of that variable (and thus can serve as an instrument for use of computers). The validity
of this method is debatable since it essentially achieves identification using functional
form assumptions. The paper shows that the same results are found with this estima-
tor; there is no evidence that computers improve learning, and in one specification they
appear to reduce learning.

Angrist and Lavy (1997) study the effect of changing the language of instruction
on test scores and returns to schooling in Morocco.19 To reaffirm independence from

19 A recent paper on Tanzania and Kenya by Miguel (2003) provides one example of how public schools
affect the cohesiveness of a nation. Miguel finds that nation-building policies (including the adoption of
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colonial rule and promote nationalism, the language of instruction of Moroccan sixth
graders was switched from French to Arabic in 1983. The authors use the sharp change
in the language of instruction as a natural experiment to identify the relation between
language skills and earnings. They find that the Arabization program reduced returns
to secondary education by 20 percent and that the main mechanism was a significant
decline in French writing skills. However, the results of this study should be interpreted
with caution since the evaluation was done soon after the change, so the results may
partially reflect a temporary process of adjustment as workplaces were caught with older
cohorts educated in one system and younger cohorts educated in another. Moreover,
teachers may have had trouble adjusting to the change in language.

5.3. Randomized evaluations

Jamison et al. (1981) conducted a randomized trial in Nicaragua in which 48 first-grade
classrooms received radio mathematics instruction, 20 received mathematics work-
books, and 20 served as a comparison group. After 1 year, on mathematics tests the
radio students scored more than one standard deviation higher, and the workbook stu-
dents about a third of a standard deviation higher, than students in the control group.
Both differences were highly statistically significant.

Three of the Kenya studies discussed in Section 4 also examine student academic
achievement. As noted in Section 4, a package of assistance including uniforms, text-
books, and school construction led to a tremendous increase in class size as students
were attracted from neighboring schools and dropout rates fell. There is no evidence
that the combination package of increased class size and more nonteacher inputs led
to a change in test scores. These data are consistent with several hypotheses. One hy-
pothesis is that textbooks have a strong positive impact on learning, but this was offset
because of the increase in class size. Another is that neither textbooks nor class size had
much impact on test scores. However, as seen below, provision of textbooks in the same
area of Kenya had very little effect on test scores, suggesting that the change in class
size brought about by this program also had little effect.

Glewwe, Kremer and Moulin (2006) find no evidence that provision of official
Kenyan government textbooks increased scores for the typical student. However, they
do find evidence that textbooks led to higher test scores for the subset of students who
scored well on a pretest. The authors note that English, the medium of instruction in
Kenyan schools and the language in which textbooks were written, was the third lan-
guage for most pupils, and cite evidence that many pupils had difficulty reading the
books. As discussed further below, there is reason to think that the Kenyan curriculum
is not appropriate for the typical student in rural areas.

Swahili as a national language) have allowed ethnically diverse areas in Tanzania to achieve consid-
erably better local public good outcomes, including primary school funding, than their counterparts in
Kenya.
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The third Kenya study discussed in Section 4, Miguel and Kremer (2004), examined
the impact of deworming medicine not only on the quantity of schooling but also on
test scores. A priori, the impact on learning may be small because this intervention
raised attendance rates by about 5 percentage points for 2 years, which implies attending
school only 20 additional days over 2 years. Moreover, the impact on learning per day
in school may also be small because very few cases of severe infection were reported.
Indeed, the authors find that the deworming treatment had no effect at all on students’
test scores after 2 years.

A third Kenyan study, not discussed above, is Glewwe et al. (2004). It examined
flip charts: large poster-sized charts with instructional material that can be mounted
on walls or placed on easels. This intervention, which was not examined in Section 4
because it did not evaluate the impact of flip charts on any indicators of the quantity of
schooling, covered 178 primary schools, half of them randomly selected to receive flip
charts covering science, mathematics, geography and health. Despite a large sample size
and 2 years of follow-up data, the estimated impact of flip charts on student test scores
is very close to zero and completely insignificant. In contrast, several conventional OLS
estimates, which may suffer from many of the problems described in Section 3.2, show
impacts as large as 0.2 standard deviations, 5–10 times larger than the estimates based
on randomized trials.

A remedial education program in urban India, focused on improving the learning en-
vironment in public schools, appears to have increased test scores at a low cost. Banerjee
et al. (2004) conducted a randomized evaluation of a 2-year remedial education program
in Mumbai and Vadodara, India. The remedial education program is run by a collabo-
ration between a local NGO and the Indian government, and hires (at a yearly cost of
only US$5 per child) young women from the community to teach basic literacy and
numeracy skills to children who reach grade 3 or 4 without mastery of some basic com-
petencies. On average, the program increased test scores by 0.14 standard deviations in
the first year and 0.28 in the second year. The gains were largest for children at the bot-
tom of the distribution, which is unusual for educational programs. Results were similar
in both grade levels and in two different cities. The authors note that this program would
be several times more cost-effective than hiring new teachers. The success of this pro-
gram suggests that students were being poorly served by the existing education system.

Finally, Banerjee et al. (2004) recently conducted a randomized evaluation of a
computer-assisted learning (CAL) program in India and found much more positive re-
sults than those from the computer-assisted learning program in Israel [Angrist and
Lavy (2002)]. The idea of using computers in schools seems particularly promising in
areas where both the number of qualified teachers and the quality of employed teach-
ers is notoriously poor. The Indian CAL program took advantage of a donation by the
state government of four computers to each municipal primary school in Vadodara and
gave each child in the fourth standard (grade) 2 hours of shared computer time to play
educational games that reinforced mathematical concepts (ranging from standard 1 to
standard 3 levels). The program was found to be quite effective, with average mathe-
matics score increases of 0.36 standard deviations in the first year and 0.51 standard
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deviations in the second year. The program was equally effective across student ability
levels.

5.4. Summary

Policymakers are keen to know the likely impacts on student academic achievement
of various policy interventions, but retrospective studies offer only limited guidance.
Even the best retrospective studies suffer from serious estimation problems, the most
serious being omitted variable bias with respect to school and teacher characteristics,
unobserved child and household characteristics that are correlated with observed school
and teacher variables, and measurement error in school and teacher data. This has turned
attention in recent years to many studies based on natural experiments and randomized
trials.

Evidence from recent natural experiments in middle-income countries suggests that
increases in school resources (as measured by the student–teacher ratio) raise acad-
emic achievement on reading tests (but not math tests) among black students in South
Africa. Studies using Israeli data indicate that reducing class size raises reading scores
and (less often) math scores and that providing computers has no effect on academic
performance.

Finally recent randomized trials offer evidence from some relatively poor develop-
ing countries. In Nicaragua, workbooks and radio instruction had significant impacts on
pupils’ math scores, and the impact of radio education was particularly high. (Ironically,
radio education was never implemented in Nicaragua after this study demonstrated its
effectiveness.) Provision of textbooks in Kenya had a little effect on academic tests; the
only effect of textbooks was among the better students (most likely because the text-
books were too difficult for many students). Evidence from Kenya also suggests little
impact on test scores of reductions in class size, flip charts and deworming medicine,
although school meals were found to have positive impacts on test scores as long as
teachers were well trained. A remedial education program in urban India, focused on
improving the learning environment in public schools, appears to have increased test
scores at a low cost. Finally, a computer-assisted learning program in India suggests
that such programs have potential in developing countries. The findings on radio educa-
tion in Nicaragua and computer instruction in India suggest that technologies that help
substitute for weak teachers may be particularly helpful.

While these natural experiments and randomized trials are beginning to build a data-
base of results that are less likely to suffer from the estimation problems that plague
retrospective studies, a much larger set of results is needed before general conclusions
can be drawn for policymakers. However, one interpretation of these results is that in
many developing countries, the most effective means of improving school quality may
be through addressing the problem of weak teaching. The remedial education program
in urban India, the radio mathematics program in Nicaragua, and the computer instruc-
tion program in India all provided inputs which addressed the problem of weak teaching,
whereas programs which provided inputs that were dependent on use by the teachers
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themselves (such as the flipcharts and, to some extent, the textbook program in Kenya)
were less effective.

Below we discuss the problem of incentives and education systems more broadly.

6. Education systems, the political economy of education, and reform initiatives

The studies reviewed in Sections 4 and 5 considered education policies that consisted
primarily of direct changes in educational inputs available in the classroom such as
textbooks, blackboards and other physical supplies, new schools and repairs of existing
ones, and more and better trained teachers. In terms of the analytical framework pre-
sented in Section 3, these policies directly change the characteristics of schools (Q),
the prices of educational inputs (P), or both. Thus the studies discussed in Section 4
were attempts to estimate Equation (2) and the studies in Section 5 were attempts to
estimate Equations (1), (4), or both. Yet many education policies do not directly attempt
to change the classroom environment but instead change the fundamental institutional
arrangements in the education system such as incentives for teachers and financing
arrangements. These changes should affect what happens in the classroom and, through
this, learning. The impacts of such policies on the quantity and the quality of schooling
are depicted in Equations (7) and (8) in Section 3.

6.1. Institutional issues and problems

Education systems in developing countries face many challenges. In some cases, re-
sources intended for education are diverted for other purposes. Teachers may be paid
but nonetheless are absent from their classrooms, and while funds may be budgeted
for inputs such as textbooks those textbooks may never reach the students. Second,
financing distortions may imply the funds spent on education are often allocated inef-
ficiently. For example, spending on salaries relative to nonsalary inputs is inefficiently
high, and many local communities are not in control of their own budget and thus can-
not reallocate resources to fit local needs. Third, the curriculum used in many schools
is inappropriate for the typical child due to an elite orientation of many curricula.

In examining the education finance system, it cannot be assumed that resources are
being used, and personnel deployed, in accordance with official budgets. Reinikka and
Svensson (2004) examine a program launched in Uganda in 1991 that provided a per-
student grant to cover schools’ nonwage expenditures, using district education offices
as distribution channels. The 250 schools surveyed over a 5-year period (1991–1995)
received on average only 13 percent of the grants, based on the authors’ comparison of
the disbursed flows from the central government and the schools’ records of resources
received. It is not clear whether the funds were stolen, used for other purposes within or
outside the education system, or simply not disbursed. Reinikka and Svensson argue that
they were probably used to finance the local political machinery. The extent to which
such diversion of education funds occurs in other developing countries is unknown. The
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program was new at the time of the original study, and Reinikka and Svensson find
considerable improvement after the introduction of improved budgetary procedures and
steps to publicize the program to local schools.

Most educational spending is on teacher salaries. Teachers are usually in a strong
position to ensure that these funds reach them, but this does not necessarily mean
that teachers are in the classroom. A recent study by Chaudhury et al. (2006) re-
ports survey results in which enumerators made surprise visits to primary schools in
Bangladesh, Ecuador, India, Indonesia, Peru, and Uganda and recorded whether teach-
ers were present (Table 12). Averaging across the countries, about 19 percent of teachers
were absent. The authors found that absence is not typically concentrated among a small
number of frequently absent providers, but seems rather to be fairly widespread.

Absence rates across Indian states varied from 15 percent in Maharashtra to 42 per-
cent in Jharkhand. Both cross-country [Chaudhury et al. (2006)] and cross-state within
India [Kremer et al. (2006)] analyses suggest absence rates are generally higher in
poorer regions: doubling national- or state-level per-capita income (PPP-adjusted) is as-
sociated with absence rates that are 5.8 percentage points lower. Proxies for salary levels
and intensity of community monitoring are not robust predictors of absence. Higher-
ranking and more powerful providers, such as headmasters, are absent more often than
lower-ranking ones. The relationship between absence and contractual terms for teach-
ers seems more complicated than often hypothesized. Community managed schools and
schools managed by the central ministry have similar absence rates. Contract teachers’
absence rates are typically similar to those of regular civil servants, and sometimes con-
siderably higher. In India, where the authors examined absence rates in private schools,
the study found that they were similar to those in public schools, but considerably lower
than those of public schools in the same village. However, private school teachers and
contract teachers are often paid much less than civil servants, which will enter into any
judgment about the cost effectiveness of these teachers.

While high absence rates in some developing countries may reflect a variety of fac-
tors, including the prevalence of infectious diseases such as malaria and AIDS, these un-
avoidable absences are unlikely to account for all absences. Glewwe, Ilias and Kremer
(2004) found that in a region of Kenya with 20 percent teacher absenteeism, staff at a
nonprofit organization working in the same area had absence rates of only 6.3 percent.

A second basic institutional problem is that even when the allocated funds are spent
on education, they may be used inefficiently. Pritchett and Filmer (1999) argue that
policymakers do not choose inputs solely to maximize the production of educational
outputs but also try to provide rents to teachers. The authors argue that several studies
have found that the marginal product per dollar of inputs not directly valued by teachers
(such as textbooks and infrastructure) are 10–100 times higher than that of inputs valued
by teachers such as salaries and class size [World Bank (1996), Harbison and Hanushek
(1992)]. They conduct a meta-analysis of educational studies [taken from Fuller and
Clarke (1994)], showing that nonteacher inputs have a much higher probability of being
statistically significant and of the expected sign than inputs they argue are more likely to
appear directly in teacher’s utility functions. Though suggestive, the underlying studies
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may suffer from many of the biases discussed in Section 3. One could easily imagine
that coefficients on individual nonteacher inputs are picking up a much broader set of
omitted inputs. Another caveat is that, in the absence of direct evidence, it is not clear
that teachers care more about class size than infrastructure or textbooks – they may also
like having electricity and school buildings that do not leak.

A third issue is that in many developing countries, educational systems are oriented
towards elites. As we discussed in Section 2, per-pupil expenditures in most developing
countries are much higher for tertiary (post-secondary) students than for primary and
secondary students. Another manifestation of this elite orientation is that in many de-
veloping countries there is a mismatch between the curriculum and the typical student.
Many educational systems in developing countries are highly centralized (certainly
compared to the educational system in the US), and to the extent that policymakers
are often members of elite groups, it is not surprising that the chosen curricula are
often much more suitable for advanced students than for the typical student. For exam-
ple, Glewwe, Kremer and Moulin (2006) provide evidence from Kenya that increasing
availability of official textbooks raised test scores for the top two quintiles of students
(as measured by initial academic achievement) but had no effect on either test scores or
dropout and repetition rates of average and below average students. Indeed, the authors
found that the typical median student in grades 3, 4 and 5 could not read the English text-
books designed for those grades. When curricula are set too far beyond the level of the
average student, too many students fall behind, and lose the ability to follow. The results
of the evaluation of a remedial education program in India (as discussed in Section 5)
suggest that the school system is not taking advantage of opportunities to serve students
at the bottom of the distribution there, either [Banerjee et al. (2004)]. The remedial ed-
ucation program was found to have substantial positive impacts on test scores – gains
which were largest for children at the bottom of the distribution. There is likely much
more heterogeneity in a variety of factors – including student school attendance, teacher
absence, educational backgrounds, etc. – among students in less developed countries
than there is among students in developed countries. This heterogeneity implies it is
difficult to devise a single curriculum suitable for the entire population.

Recognition of the institutional weaknesses of education systems in developing coun-
tries has led both policymakers and researchers to shift their focus to policy reforms that
attempt to reduce distortions and inefficiencies in the institutional arrangements of ed-
ucation systems. Reform initiatives range from policies that preserve current education
governance structures but seek to strengthen links between teachers’ pay and students’
performance, to decentralizing budget authority so that local communities have more
power to manage their resources, to introducing vouchers and other methods to increase
school choice. Now, we turn to empirical evidence on each of these reforms.

6.2. Teacher incentives

According to advocates of incentive pay for teachers, teachers in many developed and
developing countries face weak incentives, with pay determined almost entirely by
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educational attainment, training, and experience instead of by performance. In some
developing countries, incentives are extremely weak, with no effective sanctions for be-
havior that would invite disciplinary action in developed countries. Some observers see
linking teachers’ pay to students’ performance as a way to increase teacher effort.

In developed countries, opponents of teacher incentives based on students’ test scores
argue that, since teachers’ tasks are multidimensional and only some aspects are mea-
sured by test scores, linking compensation to test scores could cause teaches to sac-
rifice promoting curiosity and creative thinking in order to teach the skills tested on
standardized exams [Holmstrom and Milgrom (1991), Hannaway (1992)]. Another
concern is that linking pay to individual teachers’ performance could undermine co-
operation among teachers. Education experts are therefore generally less sympathetic
to individual-based incentives than to school-based incentives, which they feel are more
conducive to cooperation among teachers.

The extremely weak teacher-supervision systems in many developing countries raises
both the potential benefits and costs of teacher incentives. On one hand, it could be ar-
gued that teachers in many developing countries are already teaching to the test, that
the first-order problem is to get teachers to show up to work, and hence that teacher
incentives are particularly appropriate for developing countries. On the other hand, de-
veloping countries with weak systems of teacher accountability may be more prone to
attempts by teachers to game incentive systems. In particular, teachers could try to force
weak students to drop out so as to avoid bringing down average scores, or they could
make it difficult for weak students to enroll in the first place. Empirical evidence on
the effectiveness of monetary teacher incentives is scarce, particularly in developing
countries. Nevertheless, two recent studies from Israel and Kenya provide some initial,
and intriguing, evidence. The first study, by Lavy (2002), evaluates a program in Is-
rael that offered teachers monetary incentives based on their students’ achievements in
three dimensions: the average number of credits per student, the proportion of students
receiving a matriculation certificate (required for college admission), and the school
dropout rate. Awards were given at the school level, so that all teachers in a school
shared the same award. The program was implemented in 62 nonrandomly selected
secondary schools starting in 1995. The incentives took the form of awards on a rank
order tournament: only the top three schools, ranked by relative improvement, received
a prize.

Lavy’s identification strategy is based on the program’s selection criteria, which lim-
ited participation to schools that were the only school of their kind in a community
(religious girls’ and boys’ Jewish schools, secular Jewish schools, and Arab schools).
He compares the results of program schools with control group schools where there
are more than one kind of school in the same community. Using a fixed effects es-
timation procedure, Lavy finds that, after 2 years, the program had a positive and
significant effect on two of the three student outcomes evaluated: average credits were
0.7 units higher and the proportion of students sitting for the matriculation exam in-
creased by 2.1 percent. He then interacts the treatment dummy with mother’s education
and finds that the program mainly affected weaker students.
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The findings from Israel are consistent both with the conjecture that incentive pay
affects teacher effort and the claim that incentive pay causes teachers to teach more
strictly to the test. To distinguish between these two hypotheses not only the effect of
the program on test scores must be considered, but also the channels through which this
effect occurs. Glewwe, Ilias and Kremer (2004) do this, examining a randomized eval-
uation of the impact of a teacher incentives program in Kenya on both teacher behavior
and test scores. They consider a model in which teachers can invest both in efforts to
promote long-run learning and in short-run manipulation of test scores. Data were col-
lected on many types of teacher effort – attendance, homework assignment, pedagogical
techniques, and holding extra exam-preparation sessions – and on scores after the end
of the program.

The teacher incentive program in Kenya offered teachers prizes based on their
schools’ average scores on district-wide exams. The program penalized teachers for
dropouts by assigning low scores to students who did not take the exam. During the
two years the program was in place, student scores increased significantly in treat-
ment schools (0.14 standard deviations above the control group). However, analysis
of the Kenyan data suggests that this improvement did not necessarily occur through
the channels intended. Teacher attendance and student dropout and repetition rates did
not improve, and no changes were found in either homework assignment or pedagogy.
Instead, teachers were more likely to conduct test-preparation sessions outside of nor-
mal class hours. Data from the year after the program ended show no lasting test score
gains, which suggests that the teachers’ effort was concentrated in improving short-run
outcomes, rather than stimulating long-run learning. The test-score effect was strongest
for subject tests on geography, history, and Christian religion, arguably the subjects in-
volving the most memorization. Also consistent with this hypothesis, the program had
no impact on dropout rates, but exam participation rose (presumably because teachers
wanted to avoid penalties for no-shows at exams).

6.3. Decentralization and local community participation

In response to the failures of centralized school systems, many observers advocate de-
centralization and community participation [World Bank (2004)]. Local communities
arguably have the best knowledge about the needs of their children, strong incentives
to monitor the performance of teachers and headmasters, and a comparative advantage
in conducting this monitoring. Decentralization reforms are increasingly being adopted.
At this point, however, rigorous empirical evidence on their impact is scarce.

The EDUCO program in El Salvador is often cited as an example of the benefits of
decentralization. Under the program, school committees are responsible for contracting
and removing teachers and closely monitoring their performance and for equipping and
maintaining the schools. All of their resources come from the central government and
international organizations. An evaluation by Jimenez and Sawada (1999) finds that the
program successfully expanded education in poor rural areas (its main objective) and
also reduced student absences by 3–4 days in a 4-week period. No effect was found on
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student achievement. However, credibly identifying the impact of the EDUCO program
is very difficult because the program was not implemented in any randomized way. The
authors use standard selection correction techniques, and the selection correction term is
identified primarily by functional form assumptions. The only variables in the selection
equation excluded from the equations of interest are district dummies variables, and the
theoretical justification for this exclusion restriction is unclear. Overall, the results are
intriguing and intuitively plausible, but more research is needed before making policy
recommendations.

Reinikka and Svensson (2003) examine the effect of local community empowerment
through an information campaign on delivery of nonwage funds from the central gov-
ernment to schools in Uganda. Using a survey similar to Reinikka and Svensson (2003),
the authors calculate that the percentage of the funds from the central government that
actually reached the schools increased from 20 percent in 1995 to 80 percent in 2001.
The authors argue that the improvement was mainly the result of better monitoring of
local officials’ handling of resources by the schools, stimulated by an information cam-
paign launched by the government after the results of the 1991–1995 survey came out.
Under the campaign, data on monthly capitation grant transfers to districts was pub-
lished in major newspapers and broadcast on the radio. Exploiting differential access
to newspapers across schools, the authors argue that schools with access to newspapers
increased their funding on average by 12 percentage points more than schools with no
access to newspapers, despite the fact that the two groups had similar funding levels
in 1995. Monitoring from the center of the districts was also strengthened. While the
fixed effects control for time-independent determinants of funding, this identification
strategy cannot rule out the possibility that other features of schools, correlated with
newspaper access, could have had an effect on funding in the later period but not earlier.
For example, economic development was uneven across Uganda during this period and
could have been correlated with newspaper access. It is unclear what caused the large
reported increase in funds reaching schools: the authors argue this information cam-
paign was successful through a “bottom-up” approach, but it is unclear whether this or
more of a “top down” approach deserves more emphasis, since Uganda had an authori-
tarian leadership that was strongly committed to reform, and since international donors
also played an important role in Uganda at the time in promoting both the original grant
program and the survey designed to determine whether funds were reaching schools.
The grant program was also relatively new at the time of the original survey, and part of
the increase in funds reaching schools may reflect implementation over time.

Overall, more work on the impacts of informational campaigns would be useful.
Partly in response to a desire among policymakers to improve the accountability of
social services, several ongoing randomized evaluations being led by researchers at the
Poverty Action Lab at MIT are studying the impact of information on the quality of edu-
cation services. In rural Uttar Pradesh, India, Abhijit Banerjee and others are evaluating
various strategies designed to empower villages to demand better quality education; one
strategy is to provide villagers with information such as the names of local (village) of-
ficials responsible for education, the funds available for education, and the number of
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children in the village who are unable to read. In Sierra Leone, Rachel Glennerster and
Edward Miguel are examining how providing communities with information about how
many textbooks the communities are meant to receive from the government influences
the actual number of government-provided textbooks these communities receive.

Miguel and Gugerty (2005) suggest that the impact of decentralization can vary with
the local environment. In Kenya local school committees must raise funds to build
schools and provide nonwage inputs, and they do so through school fees and local
fundraisers called harambees. Miguel and Gugerty argue that communities with high
ethnic diversity have major difficulties overcoming free-rider problems in collective ac-
tion, such as imposing and enforcing sanctions, and therefore have less local school
funding and lower quality school facilities than homogeneous ones. Using data on
100 rural primary schools, the authors find that moving from complete ethnic homo-
geneity to average school-level ethnic diversity is associated with a drop in funding
of 20 percent of average local funding.

Kremer, Moulin and Namunyu (2002) examine Kenya’s mix of centralized and de-
centralized control over different aspects of education. They argue that the system
creates incentives for misallocation and then test for empirical evidence of misallo-
cation. At independence Kenya adopted an education finance system in which local
communities were responsible for raising the resources to build schools, while the cen-
tral government assigned teachers to schools and paid their salaries once the schools
were built. Local communities had to provide nonteacher inputs such as textbooks and
chalk, which they typically did by levying school fees. The system blended substan-
tial centralization with elements of local control and school choice. The authors argue
that the system suited the interests of the ruling coalition at independence, which drew
support from some of the country’s more educationally advanced and politically orga-
nized regions. The system allocated resources disproportionately to these regions, since
they were best placed to build schools. At the same time, it retained central control
over teachers, thus avoiding the possibility that local hiring would lead to discrimina-
tion against outsiders (which would have hurt the constituents of the ruling coalition).
However, the education finance system created an interlocking set of distortions. Local
communities had strong incentives to build new schools, because once they had built
one, the central government provided the teachers, which absorbed more than 90 per-
cent of the present discounted cost of operating the school. Thus, many small schools,
with small classes, were built close together. In the districts studied in the paper, the
median distance between primary schools was 1.5 kilometers, and Kenya’s average
pupil–teacher ratio of 28 in 1998 is much lower than the average of 43 for Sub-Saharan
Africa in 2000 (Table 11). The system led to excessive spending on teachers relative to
nonteacher inputs. For example, a Ministry of Education survey showed that, on aver-
age, 17 primary-school pupils in Kenya shared one textbook.

The education system also created incentives for schools to set high fees and other
attendance requirements, which kept many children out of school. Typically, increasing
enrollment did not bring any more resources from the central government, because a
new teacher was assigned only when class size surpassed 55, and most classes were
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substantially smaller, at least in the upper grades, given the large number of schools that
had been constructed. Setting fees that lead marginal students to drop out eases teacher
workload and could potentially help increase the school’s average score on the national
exams, the main criterion used to judge schools and headmasters.

Empirical evidence of distortions in education systems is provided by the evaluation
of an NGO program. In 1994, the NGO selected 14 poor schools and divided them ran-
domly into treatment and comparison groups. For the next 5 years, treatment schools
were provided with uniforms, textbooks, and new classrooms. The free uniforms repre-
sented a substantial reduction in the cost of schooling. The program schools attracted a
large influx of pupils from neighboring schools, increasing average class size by 8.9 stu-
dents. The combination of larger classes, more nonteacher inputs, and lower schooling
costs led to a large expansion in the quantity of education, and no apparent reduc-
tion in quality. Students in the seven treatment schools remained enrolled an average
of 0.5 years longer and advanced an average of 0.3 grades further than their counter-
parts in the seven comparison schools. There is no evidence that the combination of
larger class sizes and more nonteacher inputs led to different test scores among students
originally enrolled in treatment schools than among those originally enrolled in compar-
ison schools. The revealed preferences of the households that transferred their children
from other schools into the treatment schools suggest that they were willing to accept an
increase in class size of at least 8.9 students in exchange for lower costs and extra non-
teacher inputs. The inefficiencies of the current education system are apparent from the
fact that the Kenyan government could have financed this package of textbooks, class-
room construction, and uniforms using the savings that could be generated from much,
much smaller increases in class size than those associated with the program. Overall,
this evidence suggests that the details of decentralization are critical. The results do not
imply that decentralization is ineffective but suggest that inefficiencies arose in Kenya
from a mismatch between decision-making power and financial responsibilities. Local
communities had authority to start new schools while covering only a fraction of the
cost.

6.4. Vouchers and school choice programs

Perhaps the most fundamental policy reforms are voucher and school choice programs,
which provide government funds that students can use to enroll in either public or pri-
vate schools. A number of studies published in the 1980s and 1990s argue that private
schools are much more efficient than public ones. However, the econometric difficul-
ties surrounding such comparisons are formidable.20 Vouchers have been implemented

20 The studies typically regress children’s test scores, and in some cases school expenditures per pupil, on
a private–public dummy variable and attempt to correct for selection bias using observed variation in child
characteristics and a selection term from prior estimation of the choice between public and private schools.
Cox and Jimenez (1991) find that private secondary schools in Colombia and Tanzania have robust advantage
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in two Latin American countries, Chile and Colombia, on a much larger scale than
voucher programs in the United States.

Angrist et al. (2002) examine the effects on education outcomes of Colombia’s
voucher program, which offered vouchers to attend private secondary schools to more
than 125,000 students from poor urban neighborhoods. In most communities, the de-
mand for vouchers exceeded the supply, so voucher eligibility was determined by a
lottery, generating a natural experiment. Data were collected from 1,600 applicants for
the vouchers (primarily from Bogota) three years after they had started high school. The
sample was stratified so that half those sampled were lottery winners and half were lot-
tery losers. Angrist and his coauthors find that lottery winners were between 15 percent
and 20 percent more likely to be in private schools, 10 percent more likely to complete
eighth grade, and scored 0.2 standard deviations higher on standardized tests, equiv-
alent to a full grade level. A number of channels could account for the impact of the
vouchers. First, lottery winners were more likely to have attended participating private
schools, and these schools may be better than public schools. Second, vouchers allowed
some pupils who would have attended private schools anyway to attend more expensive
schools. Finally, because voucher recipients who failed a grade risked losing vouchers,
lottery winners had an incentive to devote more effort to school, and the schools they
attended had an incentive not to fail them. The authors also find that vouchers affected
noneducation outcomes: winners spent less time working in the labor market than losers
and were less likely to marry or cohabit as teenagers. Analysis of the economic returns
to the additional schooling attained by winners after 3 years of participating in the pro-
gram suggests that the benefits likely greatly exceeded the $24 per winner additional
cost to the government of supplying vouchers instead of public school places.

Work by Angrist, Bettinger and Kremer (2004) suggests that the vouchers not only
had significant effects on the short-run outcomes of their recipients, but that their im-
pact persisted over time. Using administrative records on registration and test scores
on a centralized college entrance examination, the authors find the lottery program in-
creased secondary school completion rates by 15–20 percent. Correcting for the greater
percentage of lottery winners taking college admissions tests, the program increased test
scores by two-tenths of a standard deviation in the distribution of potential test scores.
Boys, who have lower scores than girls in this population, show larger test score gains,
especially in math.

The analysis of school vouchers in Colombia by Angrist et al. (2002), discussed
above, is based on random assignment, and therefore addresses many omitted variable
bias concerns. It is important to note that their estimates capture the overall effect of

over public schools in test scores and unit costs. However, their results may be sensitive to their iden-
tification strategy, which relies on the exclusion restriction that family background and the child’s ability do
not enter into the test score regression. Using a similar method, and therefore subject to the same caveats,
Kingdon (1996) finds that private unaided schools in India have a ratio of cost over test score that is only
about half of the corresponding ratios for public schools and private-aided schools.
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the voucher program, rather than simply the effect of moving pupils from public to pri-
vate schools. Because voucher recipients who failed a grade risked losing the vouchers,
lottery winners also had increased incentives to devote more effort to school, and the
private schools they attended had an incentive not to fail them.

While Angrist et al. (2002) examine the effect of vouchers on participants in voucher
programs, such programs may also affect children who do not participate and instead
stay in public schools. If more advantaged public school students switch to private
schools, and if these students generate positive externalities for their public school peers,
the students who remain in public schools might be hurt by vouchers. However, compe-
tition from private schools might improve public schools, as argued by Hoxby (2000).
The overall effect is therefore an empirical question.

Hsieh and Urquiola (2002) address this question by looking at Chile, which in 1981
began a nationwide school voucher program that gave a fixed per student voucher pay-
ment to any participating school, public or private. The main features of the program
remain in today’s school system; the 20-year program has substantially changed the
education market in Chile. When the program started, 22 percent of all students were
in private schools; by 1990 this number had risen to 41 percent. These numbers hide
a wide cross-sectional variation on the change in private enrollment, however, with
highly urbanized, educated, and densely populated areas experiencing a much larger
expansion of private schooling. Using fixed effects, Hsieh and Urquiola (2002) argue
that higher private enrollment rates negatively affect the relative test scores, repetition
rates, and socio-economic status of students in public schools. They also find that higher
private enrollment rates did not affect the average outcomes of municipalities. They in-
terpret these results as evidence that the program merely increased sorting rather than
adding value to education. However, their identification is problematic, because their
fixed effect estimation does not control for time-varying unobserved characteristics and
idiosyncratic shocks to schools and municipalities that may be related to private en-
rollment trends. In particular, it is plausible that people in areas experiencing negative
shocks to public schools turned to private schools in response. This would produce the
correlations found by Hsieh and Urquiola.

More research is needed to provide a firmer assessment of the impact of voucher
programs on nonparticipants. One way to shed light on this would be through random-
ization evaluations at the level of local communities, which could allow estimation of
the total program effect.

Another strand of the literature examines the political economy of school choice.
School systems not only teach students skills but also shape their preferences and ideol-
ogy. In theory, in a public school system, the median voter determines the ideology
taught. Under a voucher system, parents might choose to educate their children in
schools with an ideology similar to their own, leading to potentially conflict-generating
ideological and cultural segregation [Kremer and Sarychev (2000)]. These issues may
be particularly important in countries with ethnic diversity.

One reform that may be worth considering is allowing increased choice within the
public school system and allocating resources to public schools based on enrollment.
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This would create some competition among schools for students and is also likely to be
more equitable than current school finance systems which often allocate not budgets,
but teacher slots, in proportion to the number of pupils. Since more experienced and
better qualified teachers are likely to wind up in better-off areas, allocating teacher slots
on a per pupil basis provides more funding for students in richer regions.

6.5. Summary

Many education systems in developing countries are subject to major distortions. The
evidence presented in this section suggests that schools in these countries face signif-
icant challenges: distortions in educational budgets often lead to inefficient allocation
and spending of funds; weak teacher incentives lead to problems such as high rates of
teacher absenteeism; and curriculums are often focused excessively on the strongest
students and are not well matched with the typical student, especially considering the
high rates of teacher and student absenteeism.

Numerous school reform initiatives have been proposed, ranging from programs
designed to strengthen links between teacher pay and performance, to reforms to decen-
tralize budget authority, to voucher and school choice programs. Although the evidence
is scarce on teacher incentive programs in developing countries, results from Israel
suggest that teacher incentives positively and significantly affected student education
outcomes (and mainly for weaker students). Results from Kenya suggest that teacher
incentives increased teachers’ efforts on short-run outcomes (test scores) but not on
stimulating long-run learning (through changes in teacher attendance, student dropout
rates, or pedagogy). Decentralization programs appear promising, but the results of
decentralization policies appear to be very heavily dependent on the details of imple-
mentation. Finally, a school choice program in Colombia yielded dramatic benefits for
participants, but evidence from voucher programs in Chile as well as numerous devel-
oped countries suggests that more research is needed to gauge the generalizability of
such program impacts.

7. Conclusions and directions for future research

This section summarizes some of what research has taught us about education in devel-
oping countries and then discusses ways that research can help shed light on some of
the open questions. In particular it discusses the potential of randomized evaluations to
improve knowledge about education in developing countries.

7.1. Conclusions regarding the determinants of education outcomes
in developing countries

Despite rapid progress in expanding school enrollment since 1960, many children are
still not in school, the quality of education is often low in developing countries, and
many education systems are dysfunctional.
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As discussed in Section 4, a number of techniques can be used to expand school
participation fairly easily. To what extent investing in school quality attracts children
to school, however, is unclear. Programs that reduce the cost of schooling or provide
attendance incentives (either implicitly through school meals, or explicitly) have siz-
able impacts on school participation. Randomized evaluations of school-based health
programs suggest that, in some situations, these programs can be an extraordinarily
cost-effective means of increasing the quantity of schooling attained in developing
countries.

Evidence concerning the impact of additional educational inputs is more mixed. In
general, retrospective studies suggest that educational inputs have limited impact on
improving the quality of schooling in developing countries. However, since even the
best retrospective studies suffer from serious estimation problems, attention has turned
in recent years to studies based on natural experiments and randomized trials, both of
which paint more mixed pictures of the impact of educational inputs. Evidence from
recent natural experiments in middle-income countries suggests that reducing class
size can raise academic achievement but that providing computers has little effect.
Recent randomized trials conducted in low-income countries provide a more mixed
picture.

The evidence suggests that the most effective forms of spending are likely to be those
that respond to inefficiencies in schooling systems. Providing textbooks written with
atypical students in mind will benefit only atypical students, whereas remedial education
may be extremely effective in an environment in which many students fall behind and
are no longer able to follow teachers’ lessons. Providing radio mathematics education
or computer-based education may be effective when teachers attend irregularly.

Schools in developing countries face significant institutional problems: distortions
in education budgets often result in inefficient allocation and spending of funds; weak
teacher incentives lead to problems such as high rates of teacher absenteeism; and, given
the difficulties faced by these school systems, curriculums are often inappropriately
matched with the level of the typical student. Yet reform initiatives can easily have
unintended consequences. The details of these programs are critical for their incentive
effects. Governance reforms and allowing school choice appear to hold more promise
than simply providing monetary incentives to teachers based on test scores, but much
more empirical evidence is needed on the impact of these reforms as well.

As noted in the Introduction, sometimes a false dichotomy is constructed regarding
education initiatives in developing countries. Some observers argue that these schools
need more money; others emphasize the weaknesses of the school systems and the need
for reform. These two views are not, however, mutually exclusive; in fact, both may
be true. In settings with highly distorted education systems, some types of spending
will have low marginal product while others will have high marginal product. Hence,
carefully targeted spending can be extremely productive in such settings.
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7.2. Methodological conclusions

We have learned some things about education, but much remains to be learned. This sec-
tion presents some methodological lessons for future research, drawing on the examples
discussed in this chapter.21

1. Estimates from randomized evaluations can be quite different from those drawn
from retrospective evaluations

As seen in the studies of textbooks and flip charts in Kenya, estimates from prospec-
tive randomized evaluations can often be quite different from estimated effects in a
retrospective framework, suggesting that omitted variable bias is a serious concern
[Glewwe et al. (2004)]. Similar disparities between retrospective and prospective ran-
domized estimates arise in studies of the impact of deworming in Kenya [Miguel and
Kremer (2004)] and the impact of social networks on take-up of deworming drugs
[Miguel and Kremer (2004)]. This is consistent with the findings of Glazerman, Levy
and Meyers (2002), who assessed both prospective (experimental) and retrospective
(nonexperimental) methods in studies of welfare, job training, and employment service
programs in the United States, synthesizing the results of 12 design replication studies.
They found that retrospective estimators often produce results dramatically different
from randomized evaluations, that the estimated bias is often large, and that they were
unable to identify any strategy that could consistently remove bias and still answer a
well-defined question.22 We are not aware of any systematic review of similar studies in
developing countries. Future research along these lines would be valuable, since com-
parative studies can be used to assess the size and prevalence of biases in retrospective
estimates. However, when the comparison group for the retrospective portions of these
comparative studies is selected ex post, the evaluator may be able to pick from a variety
of plausible comparison groups, some of which may have results that match experimen-
tal estimates and some of which may not. To address these concerns, future researchers
should conduct retrospective evaluations before the results of randomized evaluations
are released or conduct blind retrospective evaluations without knowledge of the results
of randomized evaluations or other retrospective studies.

2. Publication bias appears to be substantial with retrospective studies. Randomized
evaluations can help address publication bias problems, particularly if institutions
are put in place to compile the study results systematically

There is a natural tendency for positive results to receive a large amount of public-
ity: agencies that implement programs seek publicity for their successful projects, and

21 This section draws upon the discussion in Duflo and Kremer (2005).
22 A recent study by Buddlemeyer and Skofias (2003) is not included in the analysis of Glazerman, Levy and
Meyers (2002). Buddlemeyer and Skofias use randomized evaluation results as a benchmark to examine the
performance of regression discontinuity design (a type of natural experiment) for evaluating the impact of
the PROGRESA program on child health and school attendance. In this case, they found the performance of
regression discontinuity design to be good.
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academics are much more interested in publishing and more able to publish positive
results than modest or insignificant results. However, many programs are failures, and
publication bias will be substantial if positive results are much more likely to be pub-
lished. In particular, if comparison groups are defined ex post, as in retrospective studies,
researchers who obtain negative results using one potential comparison group may sim-
ply try other comparison groups instead. There is evidence of strong publication bias
[DeLong and Lang (1992)]. Instrumental variable estimates may be particularly subject
to such bias because such estimates tend to have larger standard errors. Ashenfelter,
Harmon and Oosterbeek (2000) show strong evidence of publication bias of instrumen-
tal variables estimates of the returns to education: on average, estimates with larger
standard errors also tend to be larger. This accounts for most of the often-cited result
that instrumental estimates of the returns to education are higher than ordinary least
squares estimates.

Randomized evaluations are likely less subject to publication bias because they re-
quire committing considerable resources in advance to a particular comparison group:
once the evaluation is done the results are usually documented and published even if the
results suggest quite modest effects or even no effects at all.

However, it is also important to put institutions in place to ensure that negative results
are disseminated. Such a system is in place for medical trial results, and creating a
similar system for documenting evaluations of social programs would help alleviate
the problem of publication bias. For example, donors could require programs to submit
the results of their evaluations to a database. Such a database would ideally be readily
searchable and would contain numerous types of information that could be useful in
interpreting the results (e.g., estimates, sample size, region and time, type of project,
cost, cost-benefit analysis, caveats). Over time, such a database could become a basic
reference for organizations and governments as they seek project funding.

3. Randomized evaluations are feasible and can be conducted successfully, although
they are labor-intensive. Nongovernmental organizations are well suited to con-
duct randomized evaluations but will require outside technical assistance and
financing

As is clear from the examples discussed in this chapter, a number of randomized
evaluations have been conducted successfully in developing countries. Randomized
evaluations are labor-intensive and costly, but no more so than other data collection
activities. As the example of the initial PROGRESA program indicates, governments
can sometimes conduct randomized evaluations successfully. However, political con-
straints often make it difficult for governments to randomize their programs, especially
as governments are expected to serve their entire populations. For example, “Opportu-
nidades”, the urban version of PROGRESA, did not start with a randomized evaluation
because of opposition to delaying access to the program for any randomly chosen con-
trol group.

Nongovernmental organizations in developing countries may be very well placed to
conduct randomized evaluations. Unlike governments, NGOs are not expected to serve
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entire populations. Also unlike governments, financial and administrative constraints
often lead NGOs to phase in programs over time, and randomization will often be the
fairest way to of determining the phase-in order. In contrast to developed countries,
where NGOs typically do not have sufficient resources to conduct large programs that
could serve as a model for public policy, this is not the case in developing countries.
Since many NGOs exist and they frequently seek out new projects, NGOs willing to
conduct randomized evaluations can often be found. For example, the set of recent
studies conducted in Kenya have been carried out through a collaboration with the
Kenyan NGO Internationaal Christelijk Steunfonds (ICS) Africa. ICS was keenly in-
terested in using randomized evaluations to see the impact of its programs as well in
sharing credible evaluation results with other stakeholders and policymakers. A second
example is the collaboration between the Indian NGO Pratham and researchers from
the Massachusetts Institute of Technology that led to the evaluations of the remedial
education [Banerjee et al. (2000)] and computer-assisted learning programs [Banerjee
et al. (2004)]. However, while NGOs are well placed to conduct randomized evalua-
tions, expecting them to finance the research is less reasonable, as the results are global
public goods. The evaluations of the ICS deworming programs were made possible by
financial support from the World Bank, the Partnership for Child Development, the U.S.
National Institutes of Health, and the MacArthur Foundation. In the case of the Indian
educational programs, Pratham found a corporate sponsor, India’s second-largest bank,
ICICI Bank, which was keenly interested in evaluating the impact of the program and
helped finance part of the evaluation.

4. Costs can be reduced and comparability enhanced by conducting a series of eval-
uations in the same area

Once evaluation staffs are trained, they can work on multiple projects. Since data col-
lection is the most costly element of these evaluations, cross-cutting the sample can also
dramatically reduce costs. For example, many of the programs to increase school partic-
ipation and learning were implemented in the same area, by the same organization. The
teacher incentives [Glewwe, Ilias and Kremer (2004)] and textbook [Glewwe, Kremer
and Moulin (2006)] programs were evaluated in the same 100 schools: one group had
textbooks only, one had textbooks and incentives, one had incentives only, and one had
neither. The effect of the incentive program should thus be interpreted as the effect of
an incentive program conditional on half the schools having extra textbooks. Likewise,
a computer-assisted learning program was implemented in Vadodara, India, in the same
set of schools where the remedial education study was conducted. This approach must
consider potential interactions between programs (which can be estimated if the sample
is large enough), and may be inappropriate if one program makes the schools atypical.
Finally, as discussed in Section 4, another advantage is that conducting a series of stud-
ies in the same area (such as the set of studies recently conducted in Kenya) enhances
comparability by allowing researchers to compare the cost-effectiveness estimates of
different interventions in the same setting.
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5. Randomized evaluations have limitations, but many of those limitations also apply
to nonrandomized studies

Sample selection bias, attrition bias, and spillover effects can affect both randomized
and retrospective evaluations. When conducting randomized evaluations, correcting for
these limitations is often easier than when conducting retrospective studies.

Sample selection problems could arise if factors other than random assignment in-
fluence program allocation. For example, parents may attempt to move their children
from a class (or a school) without the program to a class with the program. Conversely,
individuals allocated to a treatment group may not receive the treatment (for example,
because they decide not to take up the program). Even if randomized methods have
been employed and the intended allocation of the program was random, the actual al-
location may not be. This problem can be addressed through intention to treat methods
or by using random assignment as an instrumental variable for actual assignment. It is
much harder to address in retrospective studies, since it is often difficult to find factors
that plausibly affect exposure to the program that would not affect education outcomes
through other channels.

A second issue affecting both randomized and retrospective evaluations is differen-
tial attrition in the treatment and the comparison groups: program participants may be
less likely to move or otherwise drop out of the sample than nonparticipants. However,
at a minimum, randomized evaluations can use statistical techniques to bound the po-
tential bias and can attempt to track down individuals who drop out of the sample (e.g.,
administer tests to students who have dropped out of school), which is often not possible
with retrospective evaluations.

Third, programs may create spillover effects on untreated people. These spillovers
may be physical, as found for the Kenyan deworming program. Deworming interferes
with disease transmission and thus makes children in treatment schools (and in schools
near treatment schools) less likely to have worms even if they were not themselves
given the medicine. Spillovers may also operate through prices. Vermeersch and Kremer
(2004) found that provision of meals in some schools leads other schools to reduce
school fees. Finally, there might also be learning and imitation effects [Duflo and Saez
(2004), Miguel and Kremer (2004)]. If such spillovers are global (e.g., due to changes in
world prices), identification of total program impacts will be difficult with any method-
ology. However, if such spillovers are local, randomization at the group level can allow
estimation of the total program effect within groups and can generate sufficient variation
in local treatment density to measure spillovers across groups. For example, the solu-
tion in the case of the deworming study was to choose the school (rather than the pupils
within a school) as the unit of randomization and to look at the number of treatment and
comparison schools within neighborhoods. Of course, this requires a larger sample size.

One limitation of randomized evaluations is that the evaluation itself may cause the
treatment group to change its behavior (the Hawthorne effect) or the comparison group
to change its behavior (the John Henry effect). The Hawthorne and John Henry ef-
fects are specific concerns for randomized evaluations, but similar effects can occur in
other settings. For example, the provision of inputs could temporarily increase morale
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among students and teachers, which could improve performance. While this would cre-
ate problems for randomized evaluations, it would also create problems for fixed-effect
or difference-in-difference estimates.

A final issue is that the program may generate behavioral responses that would not
occur if the program were generalized. For example, children may switch into a school
receiving additional inputs. This may affect the original pupils by increasing class size
(if class size affects the outcome of interest). This would not be part of a reduced form
effect because a nationwide adoption of the policy would not have this effect.

In summary, while randomized evaluation is not a bulletproof strategy, the potential
sources of bias are well known and can often be corrected. This stands in contrast to
biases of most other types of studies, where the bias due to the nonrandom treatment
assignments often cannot be signed or estimated.

A challenge for the future is to integrate randomized evaluations with theory to shed
light on issues of more general interest. In particular, evaluating various school reform
initiatives is likely to shed light on more general issues of incentive and political econ-
omy.
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Abstract

A half a century has passed since the landmark decision Brown v. Board of Education
(1954) overturned the doctrine of separate but equal in the realm of public education.
This chapter attempts to summarize what we know about the impact of Brown on en-
rollment patterns and academic and economic outcomes for blacks. There can be little
doubt that the decisions in Brown and several subsequent cases dramatically altered
public education in the US. From 1968 to 1980 there is an almost 67 percent increase in
the average percentage of blacks’ schoolmates who are white in the US as a whole and a
whopping 130 percent increase in the south despite the efforts of many whites to avoid
the newly integrated schools. The discontinuous nature of the white enrollment changes
following the implementation of desegregation programs provides strong evidence of
a causal link between desegregation and white enrollment declines. Not surprisingly,
programs that require student participation and urban areas with larger numbers of al-
ternative school districts appear to evoke a larger enrollment response. This responsive-
ness along with other factors that determine the choices of neighborhoods and schools
complicate efforts to identify desegregation program and racial composition effects on
academic, social, and labor market outcomes. The evidence on school demographic
composition indicates that expanded inter-racial contact improves both academic and
labor market outcomes for blacks. There is less evidence on desegregation program ef-
fects, and existing evidence is mixed. In recent years demographic changes across the
nation have reduced the average share of blacks’ classmates who are white despite the
fact that segregation of blacks from whites has declined in all regions since 1980 except
in the south, where the increase has been small. Importantly, it is the sorting of families
among communities rather than districts’ allocations of students among schools that
limit the extent of inter-racial contact in the schools.

Keywords

residential segregation, school segregation, school desegregation, white flight, peer
racial composition effects, treatment effects, education policy, school quality, school
integration, desegregation court decisions and policies
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The following two paragraphs come from the majority opinion in the case of Plessy
v. Ferguson (1896):

The object of the [Fourteenth] amendment was undoubtedly to enforce the absolute
equality of the two races before the law, but in the nature of things it could not
have been intended to abolish distinctions based on color, or to enforce social,
as distinguished from political equality, or a commingling of the two races upon
terms unsatisfactory to either. Laws permitting, and even requiring, that separation
in places where they are liable to be brought into contact do not necessarily imply
the inferiority of either race to the other, and have been generally, if not universally,
recognized as within the competency of the state legislatures in the exercise of their
police power.
The most common instance of this is connected with the establishment of separate
schools for white and colored children, which has been held to be a valid exercise
of the legislative power even by courts of States where the political rights of the
colored race have been longest and most earnestly enforced.

A half a century has passed since the landmark decision Brown v. Board of Education
(1954) overturned the doctrine of separate but equal in the realm of public education.
This and subsequent decisions engendered arguably the most far-reaching social exper-
iment in the history of the United States, not only eliminating de jure segregation but
compelling districts to work actively to end racial isolation in the schools. By radically
altering the structure of public education, this decision had a profound effect on the
social fabric of the nation.

From 1968 to 1980 there is an almost 67 percent (14 percentage point) increase in the
average percentage of blacks’ schoolmates who are white in the US as a whole and a
whopping 130 percent (23 percentage point) increase in the south despite the efforts of
many whites to avoid the newly integrated schools. The 1980 school enrollment patterns
contrast sharply with the racial isolation described in the 1966 legislatively mandated
report The Equality of Education Opportunity [Coleman et al. (1966)]. Although the
average percentage of blacks’ classmates who are white has declined in recent years, it
remains far above 1968 levels in the US as a whole and in the south.

This recent decline has prompted many to bemoan the resegregation of America’s
schools [cf. Symonds (2004)]. It is a concern bolstered by evidence of a decline in the
proportion of blacks attending schools with majority white enrollment during the 1980s
[Orfield and Monfort (1992)]. However, a more comprehensive look at the evidence
strongly refutes this view. The segregation of blacks from whites in the public schools
(i.e., the extent to which black and white public school students have different atten-
dance patterns) has declined in all regions since 1980 except in the south, where the
increase has been small. Moreover, in recent years residential segregation has also
declined in all regions following the rapid suburbanization of earlier decades. There
has been a change in the demographic composition of school age children in the US,
driven by immigration and declining birth rates among the endogenous Anglo popu-
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lation. Though the substantial reduction in the white enrollment share has altered the
composition of most classrooms, this is not resegregation.

Unfortunately, our understanding of the impact of school desegregation on academic,
social and economic outcomes for blacks remains far less certain than its effects on
school enrollment patterns. Despite the magnitude of the unfolding changes, no large-
scale data collection effort was undertaken to investigate program effects. Although the
legal and ethical justifications for the elimination of de jure segregation supercede any
cost benefit analysis, that is not justification for the failure to engage in comprehensive
study of the numerous interventions associated with school desegregation.

This is not to say that we have learned nothing about the impact of Brown. There have
been a variety of studies on the effects on academic, social and economic outcomes.
They range from small, random assignment experiments to observational studies using
survey and administrative data. Although methodological concerns raise some questions
about the findings, the bulk of the evidence supports the belief that blacks benefit from
attending less racially isolated schools.

This chapter attempts to summarize what we know about the impact of Brown on en-
rollment patterns and academic and economic outcomes for blacks. Section 1 describes
the landmark court cases that established the legal environment governing the allocation
of students among schools. Section 2 presents the main types of plans used to deseg-
regate schools. Section 3 documents changes over time in school enrollment patterns,
focusing both on the ways in which districts allocate students among schools and the
distribution of students among districts. Sections 4 and 5 discuss the evidence on white
flight and effects of school desegregation and racial composition on academic and eco-
nomic outcomes. In the final section we consider implications for policy in the context
of the current legal environment and discuss areas for future research.

1. Landmark court cases

Although public elementary and secondary education has a long history of state sov-
ereignty over most aspects of the financing and provision of public schooling, school
segregation provides a clear exception to state control. Beginning with the decision in
Brown, states lost the power to separate blacks and whites into two entirely separate
school systems, a power affirmed by the 1896 ruling in Plessy v. Ferguson. Some south-
ern states resisted desegregation, and federal troops were sent in to enforce the law.
Moreover, it soon became apparent that Brown alone was not enough to compel schools
to integrate. Additional litigation was necessary to get desegregation under way on a
large scale, and even today there remains great variation in the intensity of district de-
segregation efforts.

As Table 1 shows, there have been a number of supreme court decisions follow-
ing Brown that have shaped the rules governing the allocation of students into schools.
The early post-Brown decisions expanded the powers of those seeking to desegregate the
schools and substantially broadened the arrangements classified as illegal. However, the
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Table 1
Landmark school desegregation court cases

Year Case Decision Implication

1896 Plessy v. Ferguson Separate but equal constitutional Legalized de jure segregation
1954 Brown v. Board of Education of

Topeka, KS, 347 U.S. 483
Outlawed de jure segregation Led to freedom of choice plans in some

southern districts
1968 Green v. Board of Education of New

Kent County, VA, 391 U.S. 430
Ended use of freedom of choice plans; decreed other methods be
used

Led to debate over choice of desegregation
technique required to achieve desegregation

1971 Swann v. Charlotte Mecklenburg
(NC) Board of Education, 402 U.S. 1

Stated racially identifiable schools must cease to exist and
sanctioned the use of district wide busing

Led to implementation of large scale
involuntary plans throughout the South

1973 Keyes v. School District No. 1,
Denver, CO, 413 U.S. 189

Official action leading to de facto segregation must be viewed
in the same manner as de jure segregation; extended remedy to
Hispanics

Led to increased desegregation activity
outside of South

1974 Milliken v. Bradley, 418 U.S. 717 Detroit school district denied an interdistrict remedy; limited the
inclusion of a suburban district in a metropolitan remedy to cases
in which the suburban district had engaged in segregative practices
that had interdistrict effects

Though there were a small number of
interdistrict remedies, this case set very
stringent conditions that were difficult to meet

1975 Morgan v. Kerrigan, 401 F. Supp.
216 (D. Mass.)

Sanctioned magnets as a component of a desegregation plan Court later decided that a magnet plan could
substitute for involuntary techniques

1991 Board of Education of Oklahoma
v. Dowell

Formerly segregated districts can be released from court ordered
busing once they have taken all “practicable” steps to eliminate
the legacy of segregation; moreover, school districts are not re-
sponsible for remedying local conditions including segregated
housing

Made it easier for districts to be released from
desegregation orders or declared unitary

1995 Missouri v. Jenkins Minority student achievement below the national average is not
enough to require the continued enforcement of a desegregation
plan

Limited responsibilities to do what is
practicable for remedying the vestiges of past
discrimination

1996 Sheff v. O’Neill (Connecticut
Supreme Court)

Found that racial and ethnic isolation in Hartford, CT school
district violated the state constitution’s protection against
segregation and denied students their constitutionally guaran-
teed rights to an education

Required state officials to desegregate the
schools

Sources: Welch and Light (1987) for decisions up to 1975 and Weiler (1998) for decisions subsequent to 1975.
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1974 ruling in Milliken v. Bradley made it difficult to seek a remedy for segregation
across districts, and the 1975 ruling in Morgan v. Kerrigan sanctioning magnet schools
as a valid desegregation method weakened the ability of the courts to mandate the im-
plementation of coercive desegregation plans. Finally, the 1991 and 1995 decisions
that require districts merely to take all practical steps to end the legacy of segrega-
tion (Board of Education of Oklahoma v. Dowell) and not to hold districts responsible
for low achievement (Missouri v. Jenkins) reveal a movement away from mandatory
desegregation as a primary means to increase school quality, at least at the federal level.

The recent Connecticut State Supreme Court ruling Sheff v. O’Neill (1996) that
requires Connecticut officials to desegregate the schools may signal a shift of the de-
segregation battle to state courts, similar to the legal battle over school finance equity.
If this comes to pass, the standards for desegregation will vary by state, just as do those
for funding inequality.

2. School desegregation techniques

Districts have used a number of techniques to desegregate schools. Choice of program
type has depended upon many factors including the legal precedents in effect, severity
of segregation, residential housing patterns, availability of alternative public schools and
the extent of community resistance. Circumstances have sometimes necessitated the use
of more than one technique, while in other cases a simpler construct has been adequate.

Desegregation techniques can be classified as voluntary or involuntary depending
upon whether students are permitted to choose the school they will attend; the distinc-
tion does not reflect whether or not the courts required desegregation. Welch and Light
(1987) divide plans into six categories, three voluntary and three nonvoluntary. The vol-
untary techniques include open enrollment, magnet and other transfer programs, while
the involuntary plans include neighborhood attendance zones, rezoning, and pairing and
clustering.

Open enrollment. Students are free to attend almost any school in the district. If demand
exceeds capacity, students in the school’s own attendance zone typically receive pri-
ority. Importantly, there is no requirement that attendance at a school outside of the
neighborhood reduce segregation.

Magnet schools. Magnets offer a particular type of learning environment or curriculum.
For example, magnets may focus on the arts, college preparation, accelerated learn-
ing, math and science, vocational skills or other fields. Some magnets are open to all
students while others give priority to students in particular attendance zones. If they
are part of a school desegregation plan, magnets typically use racial guidelines in the
admissions process.

Other voluntary transfers. This category encompasses a number of programs including
majority to minority and one-way transfers. The former permits students to transfer
from schools in which they were in the majority to schools in which they are in the
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minority or in some cases less of a majority, while the latter permits minority students
attending predominantly minority schools to transfer to designated receiver schools
that may be in a different district.

Neighborhood attendance zones. Students must attend the neighborhood school. South-
ern districts that had previously required some students to travel substantial distances
to school often used this method to end de jure segregation.

Rezoning. Any change in attendance zones that does not involve pairing and clustering.
Rezoning may be contiguous or noncontiguous. Contiguous rezoning plans alter the
boundaries between adjacent schools, while noncontiguous rezoning reassigns stu-
dents to a school that does not share a boundary with their current school. Junior and
senior high schools may be rezoned by changing elementary school feeder patterns
rather than by changing attendance boundaries.

Pairing and clustering. This technique reassigns students among a pair or cluster of
schools, often by restructuring grades. For example, an elementary school in a pre-
dominantly white neighborhood may be combined with one in a predominantly black
neighborhood. Rather than each school offering grades kindergarten through five to
neighborhood students, one school would offer the first three grades and the other
would offer grades three through five to students from both neighborhoods.

3. Trends in school enrollment patterns: 1968–2000

This section uses Office of Civil Rights Public Elementary and Secondary School En-
rollment Data to describe school enrollment patterns for the years 1968, 1980, 1988 and
2000. Three inter-related pieces of information characterize school enrollment patterns,
and we document changes over time in all three: demographic composition, segrega-
tion and inter-racial contact. By segregation, we refer to the extent to which students
are mixed conditional on the overall demographic shares of the district, state or other
geographic entity; by inter-racial contact we refer to the share of schoolmates who are
white. Notice that overall demographic composition and degree of segregation jointly
determine the level of inter-racial contact. It is also important to recognize that the
distribution of students among districts is a result of both residential choice and the de-
cision to opt out for private schooling and limits the potential effectiveness of district
desegregation programs. Therefore we also describe trends over time in the allocation
of students among districts.

Virtually all major studies of segregation and enrollment patterns use the Office of
Civil Rights school enrollment survey.1 The office collects biennial data on school
enrollment from a sample of US public elementary and secondary schools. The data
provide enrollment counts for Blacks, Hispanics, Native Americans, Asians and Whites.

1 See Welch and Light (1987) for a comprehensive description of the data.
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Table 2
Racial composition of public elementary and secondary schools, by region and the United States as a whole:

1968, 1980, 1988 and 2000 (percentages)

Region Percent

White Black Other∗

1968 1980 1988 2000 1968 1980 1988 2000 1968 1980 1988 2000

Northeast 84.4 78.3 75.8 67.5 11.5 13.6 12.4 15.3 4.1 8.1 11.8 17.2
North Central 87.9 83.8 83.6 76.6 10.6 12.5 11.4 14.7 1.5 3.7 5.0 8.7
South 70.1 65.9 63.7 56.3 25.3 25.4 25.3 26.4 4.6 8.7 11.0 17.3
West 78.2 67.1 62.6 50.2 6.3 6.7 5.7 6.5 15.5 26.2 31.7 43.3

National 79.9 73.3 70.7 61.4 14.8 16.1 15.2 17.1 5.3 10.6 14.1 21.5

∗Residual category including Hispanic, Asian and Native American.

We use the 1968, 1980, 1988 and 2000 surveys and appropriate sampling weights to pro-
duce national and regional trends in enrollment, segregation and inter-racial contact.2

We focus exclusively on the enrollment patterns of non-Hispanic blacks and whites.
Growing numbers of Asian and Hispanic students surely complicate the meaning of
racial segregation, and their increasing presence in many school districts has likely had
a large impact. Nevertheless, the nation’s integration policies have focused on the seg-
regation of blacks, and this section documents the effectiveness of these efforts.

We begin with a brief description of demographic trends prior to examining changes
over time in school enrollment patterns. Table 2 shows the demographic composition
of public schools by region. Between 1968 and 1988 the decline in white enrollment
nationally as a percentage of the total was roughly offset by increases for Hispanics and
Asians, while between 1988 and 2000 the continued decline in the white enrollment
share was offset by increases in both the black (15.2–17.1%) and the Hispanic and
Asian (14.1–21.5%) enrollment shares.

There are regional differences and similarities in both the magnitude and timing of
demographic change. The decline in the white enrollment share was smaller in the north
central region than in the rest of the country, particularly prior to 1988. On the other
hand, all regions experienced their largest white enrollment share decline following
1988, driven in part by the very high rate of migration into the US from Asian, Latin
American and West Indian countries.

Virtually all large urban districts witnessed dramatic decreases in the white enroll-
ment share between 1968 and 2000. By 2000 the white enrollment share fell to 10 per-
cent or less in Los Angeles, Chicago, Detroit, Oakland, the District of Columbia and

2 It is important to note that the 1968 and 1980 samples were drawn from the universe of districts with en-
rollments of at least 300 students. Small districts received weights of zero, but since only a tiny percentage of
students attended such districts their omission has virtually no impact on the regional and national projections.
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New Orleans and to between 10 and 20 percent in a large number of other cities includ-
ing Boston, New York, Philadelphia, Memphis and San Francisco. White enrollment
remained much higher in the county wide southern districts, though they also experi-
enced substantial declines during this period.

Although demographic changes tempered the effectiveness of desegregation efforts
to raise black/white contact in the schools, Table 3 documents the substantial increase
following 1968 in the exposure of black pupils to white schoolmates. The table re-
ports national and regional trends over time using both the exposure index (average
percentage of blacks’ schoolmates who are white)3 and more detailed information about
changes across the distribution.

Nationally exposure to whites increased by more than 50 percent between 1968 and
1980, rising from 22.3 percent to 36.2 percent. Between 1980 and 1988 exposure re-
mained relatively stable prior to declining by 5 percentage points between 1988 and
2000. The most striking changes occurred at the bottom of the distribution, as the share
of blacks in schools with white enrollment below 5 percent fell by more than 50 percent
following 1968. In sum, the decline in segregation between 1968 and 1988 swamped
the loss of whites on a national level, while following 1988 the demographic changes
reduced exposure to whites.

The bottom panels reveal regional differences in the timing of school enrollment
changes. The region with the highest average exposure to whites in 1968, the northeast,
had already become the region with the lowest average exposure to whites by 1980,
while the south went from being the region with the lowest exposure to the region with
the highest exposure during this same period. Trend differences in the share of blacks
with few or no white schoolmates are particularly striking. In 1968 almost three fourths
of students in the south have 5 percent or less white schoolmates; that number fell to
one fifth in 1980 and remained below one quarter in 2000. In contrast, 35 percent of
students in the northeast had 5 percent or less white schoolmates in 1968, and that
number increased to 45 percent in 1980 before falling slightly in subsequent years. The
other regions fell in between the south and northeast, though exposure to whites in the
north central and west regions continued to increase during the 1980s.

The contrast between changes in overall demographic composition and the average
exposure to whites provides clear evidence of a decline in segregation, and we now doc-
ument changes in both school and district segregation. Following Taeuber and James
(1982), analogues of Lorenz curves are used to describe segregation across the entire
spectrum of schools. These segregation curves provide information on the entire dis-
tribution of white enrollment shares including the numbers of blacks attending schools
with no whites or majority white enrollment and are not sensitive to changes in overall
demographic composition that do not affect proportional allocation of whites among
blacks.

3 The average percentage of blacks schoolmates who are white, also known as the exposure index, equals∑n
i=1 Bi ∗ PWi/B, where Bi equals the number of blacks in school i, PWi equals the proportion of white

students in school i, and B equals the number of black students in the region or nation.
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Table 3
Percentage of blacks’ schoolmates who are white by region: 1968–2000

Percent of schoolmates
who are white

Distribution of black students enrollment (percentage)

1968 1980 1988 2000

United States
0–5 61.6 29.5 28.2 31.3
6–25 7.8 13.8 14.6 19.2
26–75 16.7 43.8 44.4 40.1
76–95 12.0 11.7 11.7 8.7
96–100 1.9 1.2 1.1 0.7
All schools 100.0 100.0 100.0 100.0

Average percent white 22.3 36.2 36.2 31.1

Northeast
0–5 35.9 45.3 43.3 44.4
6–25 16.8 13.3 14.6 18.9
26–75 28.6 29.4 29.8 26.6
76–95 15.3 9.3 10.0 8.6
96–100 3.4 2.6 2.3 1.5
All schools 100.0 100.0 100.0 100.0

Average percent white 33.7 27.8 26.9 24.9

North Central
0–5 56.0 40.0 37.2 39.6
6–25 11.4 14.0 14.7 18.0
26–75 19.6 32.6 32.5 29.3
76–95 10.7 11.4 13.5 11.7
96–100 2.3 2.0 1.9 1.4
All schools 100.0 100.0 100.0 100.0

Average percentage white 23.3 30.9 32.1 29.1

South
0–5 73.6 20.9 21.7 26.3
6–25 2.7 13.7 14.0 18.2
26–75 10.7 52.2 52.0 47.2
76–95 11.7 12.6 11.6 8.0
96–100 1.3 0.6 0.6 0.3
All schools 100.0 100.0 100.0 100.0

Average percent white 17.9 40.8 40.1 33.7

West
0–5 44.8 29.8 23.9 22.2
6–25 16.2 14.8 18.3 28.5
26–75 27.2 43.5 46.4 42.2
76–95 10.6 11.5 11.0 7.0
96–100 1.1 0.5 0.3 0.1
All schools 100.0 100.0 100.0 100.0

Average percent white 26.7 34.6 36.0 30.7
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Figure 1. National school segregation curves: 1968, 1980, 1988 and 2000.

We also report the dissimilarity index as a summary measure of school segregation.
This index is constructed conditional on the demographic composition of the nation,
region, or some other grouping of schools, and it measures the degree to which the
distribution of students among schools deviates from a distribution in which all schools
have identical enrollment shares. The dissimilarity index varies from zero to one, with
a value of one indicating complete segregation and a value of zero indicating complete
integration. The magnitude of the index reflects the share of blacks (or whites) that
would have to switch schools to achieve complete integration.4

Figure 1 presents school segregation curves for the nation as a whole. The 1968 curve
traces the horizontal axis until the cumulative percentage of blacks equals 40.1 percent,
meaning that 40.1 percent of blacks attended schools with no white students. The slope
of the curve equals 1 at the 88th percentile for blacks, indicating that 88 percent of
blacks attended schools in which white enrollment fell below the white share of total
public school enrollment, which equaled 80 percent in 1968.5 The cumulative percent-
age of whites equals 63.5 percent at the point where the cumulative percentage of blacks
equals 100 percent, meaning that 36.5 percent of the white students had no black school-
mates in 1968. The remaining curves lie closer and closer to the 45 degree line, implying
that segregation was declining over time. Interestingly, the largest decline occurred dur-
ing the 1970s and second largest during the 1990s: the dissimilarity index fell from

4 Formally, the dissimilarity index measuring school segregation between blacks and whites is defined as∑
ts |ps − p|/2Tp(1 − p), where the subscript “s” indicates school, ts is total enrollment in school s, ps is

the black share of enrollment in school s, p is the black enrollment share in the nation (or region) and T is
total enrollment in the nation (or region).
5 More generally, the slope equals 1/x at the percentile of the black distribution where the percentage of

their schoolmates who were white equals 1/x times the percentage of all students who were white.
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Figure 2. School segregation curves by region: 1968, 1980, 1988 and 2000.

81.2 to 71.0 between 1968 and 1980, remained almost constant during the 1980s and
fell to 66.7 between 1988 and 2000.

Figure 2 depicts substantial differences by region in the desegregation experience that
match up with the observed differences in the changes in inter-racial contact. The south
made by far the most headway against segregation during the 1970s but experienced
little subsequent change throughout the distribution, while the desegregation gains in the
north central region were smaller but steadier. The west also experienced a substantial
segregation decline during the 1970s and additional gains during the 1980s and 1990s.
Consistent with the decline in exposure to whites, the northeast experienced virtually
no change in segregation through 1988 and a modest decline during the 1990s.

The curves in Figures 1 and 2 use school level data and reflect the influences of both
the allocation of students among districts and school district attendance policies. It is
important to recognize that the distribution of students among districts limits district
efforts to increase inter-racial contact, providing an upper bound on the overall deseg-
regation that would be possible even if all districts were completely integrated.

Figure 3 presents district segregation curves for the four regions that isolate changes
in the distribution of students among districts by ignoring all within district segregation.
In each region there was substantial segregation at the district level throughout the time
period. Each region experienced some degree of additional segregation by district dur-
ing the active desegregation period of the 1970s, but they differ in the extent to which



Ch. 17: Has School Desegregation Improved Academic and Economic Outcomes for Blacks? 1031

Figure 3. District segregation curves by region: 1968, 1980, 1988 and 2000.

Table 4
School and district dissimilarity indexes by region: 1968–2000

School districts School District

1968 1980 1988 2000 1968 1980 1988 2000

Northeast 76.9 78.8 78.5 76.0 70.9 76.7 76.7 74.0
North Central 85.7 80.1 78.9 76.4 74.5 77.4 76.9 74.5
South 80.1 57.3 57.1 58.8 44.2 48.9 49.9 49.2
West 81.4 70.6 66.9 64.3 65.7 66.5 63.4 59.6

National 81.2 71.0 70.4 68.7 63.8 66.2 66.2 63.7

segregation lessened in the subsequent decades. The south in particular was notable for
its lack of progress following 1980.

As the school and district level dissimilarity indexes reported in Table 4 show, the
remaining segregation in 2000 resulted primarily from the allocation of students among
districts. Even if all schools had achieved complete integration without changing the
distribution of students among districts, the school level dissimilarity index would
have declined from only 76 to 74 in the northeast, 76.5 to 74.5 in the north central,
58.8 to 49.2 in the south, and 64.3 to 63.7 in the west. Clotfelter (1999) documents a
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Figure 4. Distribution of dissimilarity index for blacks: 1980, 1990 and 2000.

similar degree of segregation using metropolitan area rather than district as the unit of
analysis.

Although school districts are geographically defined, a change in the allocation of
students among districts is not driven solely by housing. Rather changes in both housing
patterns and private school attendance affect the distribution of students among public
school districts. Moreover, residential movements within districts also affect the degree
of segregation for given attendance policies. Unfortunately the Office of Civil Rights
data provide no information on housing and private schooling. We conclude this section
with information drawn from other sources.

The extent of residential segregation in the US has been well documented by Massey
and Denton (1993). A particularly striking pattern is the degree of segregation within
metropolitan areas that remained even among blacks and whites with similar incomes
[Massey and Denton (1993)]. Recent evidence suggests, however, that black/white resi-
dential segregation in metropolitan areas declined during the 1980s and 1990s. Figure 4,
taken from Iceland and Weinberg (2002), documents changes in the degree to which
blacks and whites live in different census tracts within a metropolitan area for the
220 metropolitan areas that were at least 3 percent black or had at least 20,000 blacks in
1980. The figure reveals substantial black/white housing segregation in many metropol-
itan areas. Nevertheless, the median dissimilarity index declined from 0.75 in 1980 to
0.65 in 2000, and similar drops occurred at both the 25th (0.68 to 0.57) and 75th per-
centiles (0.81 to 0.73) of the distribution.

Table 5 shows that black and white private school enrollment patterns also exhibit
quite a bit of variation across regions of the country. Because of changes in cohort size
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Table 5
Percentage of elementary school students grades 1–4 enrolled in private school, by race and region:

1960–2000

Year

1960 1970 1980 1990 2000

Blacks
North East 5.7 6.3 11.1 11.2 10.2
North Central 4.4 4.5 8.1 7.0 7.7
South 1.8 2.1 3.7 3.1 4.4
West 4.4 5.1 9.5 8.8 8.7

US 2.9 3.5 6.4 5.7 6.3

Whites
North East 25.3 19.4 16.7 15.3 15.2
North Central 20.4 14.9 14.0 13.6 15.1
South 8.2 7.5 10.5 10.0 12.8
West 10.3 8.0 10.5 10.0 12.8

US 16.4 12.6 12.6 11.8 13.4

and substantial differences in private school enrollment for elementary, junior high, and
high school levels, this table reports enrollment patterns for grades 1–4 based on U.S.
Census data. Very similar patterns hold for other grade levels.

In 1960 private school enrollment was much higher in the northeast and north central
regions than either the south or west and not surprisingly much higher for whites than
blacks. Over time there has been convergence by both region and race, some of which is
consistent with white flight from desegregated public schools. Between 1960 and 1980
the 17 percentage point northeast/south gap in white private school enrollment declined
to 6 percentage points, in part because private school enrollment in the south increased
by 40 percent during the 1970s.

4. Desegregation and residential shifts

Table 6 describes major studies of enrollment shifts in response to school desegregation,
beginning with Coleman, Kelley and Moore (1975). Although the exact methods varied,
the predominant approach was to compare enrollment changes around the time of pro-
gram implementation with those several years before and several years after, allowing
for differential effects by a number of factors.

The pattern of findings up to 1985 provides no consensus on the magnitude or persis-
tence of white flight from school desegregation. Although most studies reported sizable
enrollment changes surrounding program implementation, these changes were often not
related to program characteristics in the expected ways. In addition, the finding of little
or no long-lasting effect reported by Wilson (1985) contradicted the earlier studies and
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Table 6
Summary of selected research on white flight

Article Data Method Findings

Coleman, Kelley
and Moore (1975)

1968–1973 OCR
surveys

Related
contemporaneous
annual changes in white
enrollment to annual
change in segregation

Plans reduced segregation but
increased the white enrollment
decline

Clotfelter (1976) Mississippi
Department of
Education and HEW

Compared change in
white private school
enrollment with county
racial composition

A higher nonwhite student
population share increased
growth of private school
enrollment for whites

Taeuber and
Wilson (1978)

Louisiana Department
of Education and U.S.
Census housing survey

Cohort comparisons of
enrollment changes

No lasting desegregation effect
on rate of white enrollment
decline; schools not often cited
as a primary reason for moving

Rossell (1978) 1968–1975 OCR
surveys

Related contemporane-
ous annual changes in
white enrollment to pro-
portion of students reas-
signed, by type of plan
(court ordered or volun-
tary)

Significant implementation year
decline in white enrollment, but
small or nonexistent longer term
effects

Armor (1978) 1968–1976 OCR
surveys and U.S.
Census data

Compared white enroll-
ment following plan
adoption with projected
district enrollment

Enrollment fell relative to its
projection, dropping sharply
following plan implementation
and continuing to fall thereafter

Farley, Richards
and Wurdock
(1980)

1968–1976 OCR
surveys

Used more flexible
functional form than
Coleman, Kelley and
Moore (1975)

Confirmed findings of large
contemporaneous white
enrollment decline following
plan implementation

Wilson (1985) 1968–1976 OCR
surveys

Autoregressive model
that related white enroll-
ment changes with
changes in exposure to
blacks, conditioning on
plan type

Enrollment response was
short-lived and did not depend
upon the attributes of the
desegregation program

Welch and Light
(1987)

1968–1982 OCR
surveys augmented by
district data

Related change in white
enrollment to change in
the index of racial dis-
similarity by timing and
type of desegregation
plan and district
characteristics

White enrollment dropped below
trend when desegregation
programs were introduced, and
the effect appeared to persist.
Effect magnitudes varied with
plan type and district
characteristics

Rivkin (1994) 1968–1988 OCR
surveys

Related change in white
enrollment to change in
the Gini index of racial
segregation

White enrollment declined
substantially in virtually all large
central city districts regardless of
the scope of desegregation efforts
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Table 6
(Continued)

Article Data Method Findings

Reber (2003) 1968–1984 OCR
surveys augmented by
district and common
core survey for the
years 1987–1998

Used panel data models
to estimate the dynamic
effects of desegregation
plans on white enroll-
ment

Desegregation plans had a
significant effect on white
enrollment, and the type of
program and number of nearby
school districts were important
predictors of white response

Lutz (2004) 1987–2001 common
core surveys, school
district data book, and
information on deseg-
regation plans and dis-
missal of desegrega-
tion orders

Used panel data models
to estimate the dynamic
effects of dismissal of
desegregation orders on
white enrollment

Dismissal of desegregation
orders moderately reduced black
exposure to whites and did not
reverse white flight in the short
term

raised doubts about the importance of white flight. However, problems with Wilson’s
analysis documented by Welch (1985) weakened the contradictory evidence.

Nevertheless, the failure to identify a pattern of enrollment responses that were con-
sistent with expectations about the effects of transition costs and desegregation program
characteristics meant that important questions remained unanswered. Welch and Light
(1987) set out to resolve these issues through an analysis of 125 large districts. They
compiled sixteen years of data on enrollments and desegregation program status and
examined in detailed the changes in white enrollment surrounding the implementation
of 116 major plans during the period of study.

The following two tables taken from Welch and Light (1987) contain their main
findings on the changes in white enrollment surrounding the implementation of deseg-
regation plans. The first reports average changes in white enrollment and segregation
(as measured by the dissimilarity index) by timing of the plan (pre- and post-Swann)
and plan type, while the second further divides the plans by region and district urban
status. Note that both tables mix plans that had relatively small desegregation effects
with those that brought about major changes.

The top panel of Table 7 [Table 19 in Welch and Light (1987)] reveals that the dis-
similarity index fell an average of 0.217 during implementation, by roughly one third
that amount in the years more than one year before, and by only a very small amount
in the year before and years after. White enrollment also declined much more in the
year of implementation, though in contrast to the change in segregation the average en-
rollment decline picked up in the year prior to implementation and remained above the
pre-plan level in the year following implementation. The higher enrollment losses in
the years following implementation are consistent with national enrollment data show-
ing that losses were greater during the late 1970s than in earlier periods. But the fact that
enrollment losses are much greater during implementation provides strong evidence of
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Table 7
Average change in dissimilarity index and average annual percent change in white enrollment before, during

and after plan implementation by plan type and implementation date

Number Type Before During After

More than
one year

One year One year More than
one year

116 All
Index −0.066 −0.023 −0.217 −0.010 −0.010
Enrollment −2.51 −3.76 −6.27 −4.58 −2.85

Pre-Swann (1970 or earlier)
3 Pair/Cluster

Index −0.013 −0.036 −0.189 0.045 0.015
Enrollment −3.55 −2.17 −4.94 −9.35 −3.84

12 Rezone/Pair/Cluster
Index −0.072 −0.025 −0.430 −0.024 0.026
Enrollment 1.55 3.08 −2.20 −1.23 −1.76

17 Rezone
Index 0.001 −0.036 −0.247 −0.014 −0.047
Enrollment −0.118 0.795 −2.59 −1.53 −1.97

Post-Swann (1971 or later)
14 Pair/Cluster

Index −0.051 −0.025 −0.209 −0.007 0.025
Enrollment −3.00 −4.32 −7.75 −5.48 −3.76

23 Rezone/Pair/Cluster
Index −0.098 −0.019 −0.250 −0.007 −0.021
Enrollment −3.05 −6.68 −11.7 −7.29 −3.58

6 Pair/Cluster/Magnets
Index −0.026 −0.017 −0.165 −0.015 −0.032
Enrollment −4.05 −6.29 −12.7 −7.85 −3.33

17 Rezone
Index −0.062 −0.038 −0.178 −0.004 0.014
Enrollment −1.06 −2.86 −4.20 −2.87 −2.09

5 Rezone/Magnets
Index −0.130 −0.016 −0.143 −0.014 −0.022
Enrollment −2.98 −2.13 −3.50 −3.39 0.368

13 Major voluntary
Index −0.081 −0.007 −0.111 −0.019 −0.019
Enrollment −3.90 −6.72 −5.13 −6.09 −3.25

3 Other voluntary
Index −0.012 0.000 −0.038 −0.032 0.005
Enrollment −3.86 −10.2 −7.42 −7.11 −4.75

Source: Welch and Light (1987), Table 19.
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the existence of an enrollment response to segregation, just as the timing of the changes
in the dissimilarity index document desegregation’s substantial effect on district atten-
dance patterns.

The remainder of Table 7 partitions plans on the basis of timing and plan type. Not
surprisingly, the most comprehensive plans led to larger declines in segregation. Both
before and after the Swann (1970) decision stating that racially identifiable schools
must cease to exist and sanctioning the use of district wide busing, plans that combined
rezoning with pairing and clustering produced the largest decline in the dissimilarity
index. A second clear pattern emerging in the post-Swann period is that plans using
pairing and clustering produced larger average changes in enrollment (prior to Swann
there is no obvious pattern in enrollment changes, likely because this was a period of
trend reversal in total white enrollment that varied geographically).

The finding that pairing and clustering leads to greater departures from trend than
rezoning, magnets, and other voluntary plans reflects qualitative differences among the
desegregation techniques. Not only is pairing and clustering mandatory, but it typically
requires that students travel greater distances than under rezoning, the other mandatory
program type. All in all, it is not surprising that the mandatory plan type that is most
disruptive for students produces the largest average changes in both segregation and
white enrollment.

Table 8 [Table 21 in Welch and Light (1987)] further divides plans on the basis of
region and district urban status in order to allow for different responses in the south and
in county wide districts. County wide districts are particularly interesting, because the

Table 8
Average change in dissimilarity index and average annual percent change in white enrollment before, during

and after plan implementation by plan type and implementation date

Number Type Before During After

More than
one year

One year One year More than
one year

Countywide southern districts; pre-Swann
10 Rezone/Pair/Cluster

Index −0.088 −0.034 −0.442 −0.037 0.050
Enrollment 2.04 3.04 −2.50 −0.835 −1.55

11 Rezone
Index −0.002 −0.043 −0.248 −0.008 −0.050
Enrollment 4.30 2.00 −0.787 −0.199 −0.898

Countywide southern districts; post-Swann
5 Rezone/Pair/Cluster

Index −0.122 −0.034 −0.373 0.003 0.005
Enrollment −0.113 −2.56 −7.86 −4.47 −1.94

4 Rezone
Index −0.061 −0.028 −0.356 0.020 0.087
Enrollment −0.073 −4.62 −5.45 −0.970 −1.38
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Table 8
(Continued)

Number Type Before During After

More than
one year

One year One year More than
one year

Large urban southern districts; post-Swann
4 Rezone/Pair/Cluster

Index −0.047 −0.015 −0.147 −0.012 0.034
Enrollment −5.48 −10.6 −20.4 −11.6 −5.33

Large urban nonsouthern districts; post-Swann
3 Pair/Cluster

Index −0.004 −0.045 −0.148 −0.014 −0.009
Enrollment −8.27 −6.25 −13.2 −9.74 −6.54

6 Rezone/Pair/Cluster
Index −0.085 −0.019 −0.222 −0.013 −0.103
Enrollment −4.40 −9.83 −10.7 −7.53 −4.51

4 Pair/Cluster/Magnets
Index −0.042 −0.030 −0.173 −0.014 −0.025
Enrollment −4.69 −8.66 −14.3 −8.50 −3.20

7 Major voluntary
Index −0.035 −0.002 −0.132 −0.017 −0.035
Enrollment −3.67 −7.39 −5.47 −7.05 −3.99

Medium urban nonsouthern districts; post-Swann
4 Rezone/Pair/Cluster

Index −0.107 −0.019 −0.211 0.011 0.005
Enrollment −2.96 −6.39 −10.2 −5.91 −3.05

4 Rezone
Index −0.087 −0.030 −0.174 −0.005 −0.041
Enrollment −1.70 −3.32 −4.41 −4.18 −2.33

4 Major voluntary
Index −0.139 −0.023 −0.087 −0.016 0.011
Enrollment −3.02 −5.20 −4.01 −5.07 −2.98

3 Pair/Cluster
Index −0.054 −0.010 −0.097 0.002 0.006
Enrollment −2.33 −3.54 −5.48 −3.53 −4.24

Small urban nonsouthern districts; post-Swann
3 Rezone

Index −0.050 −0.033 −0.016 −0.015 −0.002
Enrollment −2.60 −3.32 −3.68 −2.79 −2.63

Source: Welch and Light (1987), Table 21.

districts typically include suburban areas where white students are concentrated. These
geographically larger districts tend to raise both the cost of moving out of the district
in terms of the additional commute time to work and average distance students must be
bused to achieve a given amount of desegregation. Consequently it is unclear a priori
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whether county wide districts should experience a larger white enrollment response to
desegregation plan implementation, though families in these districts do have an un-
ambiguously greater incentive to switch to a private school if one is available. In fact
the table shows that departures from trends in white enrollment tended to be smaller
for the countywide districts than for the urban southern and nonsouthern districts de-
spite the fact that the countywide districts experienced much larger average reductions
in segregation.

The discontinuous nature of the white enrollment changes following the implemen-
tation of desegregation programs provides strong evidence of a causal link between
desegregation and white enrollment declines. Nonetheless, the possibility remains that
other factors could produce a similar pattern. As an alternative to the approach used by
Welch and Light (1987), Reber (2003) uses differences in the timing of implementation
for the same set of school districts to estimate white enrollment changes around the
time of implementation. The panel data method essentially compares changes in school
districts around the time of implementation to the national average white enrollment
changes over corresponding years. Her results confirm the findings in Welch and Light
(1987). Moreover, she finds that white flight appeared to increase with the number of
districts in a metropolitan area, supporting the notion that the higher relocation costs
of geographically larger districts more than offset larger increases in school commute
times in terms of the incentive to switch districts.

An additional dimension over which the effects of desegregation programs could vary
is the initial share of white enrollment, and Clotfelter (1976) finds evidence that white
flight is an increasing function of the nonwhite share of the student population. Yet
because the design of desegregation programs and other factors that affect residential
relocation are almost certainly related to the nonwhite enrollment share, these findings
are susceptible to omitted variables bias.

Importantly, desegregation induced enrollment declines may appear quite large at the
time of program implementation but may have very little impact over the long term
given the widespread suburban migration. The evidence in Rivkin (1994) suggests that
desegregation programs may not have been a primary contributor to white enrollment
loss over the longer term. Between 1968 and 1988, the distribution of white enrollment
loss in the 10 large urban districts that experienced the largest decline in segregation
is quite similar to the distribution for the ten large urban districts that experienced the
smallest decline in segregation. This holds despite the fact that the ten nonintegrating
districts began with much lower white enrollment shares and thus lower potential losses.
It appears that as the time horizon increased the deviations from trend caused by the
implementation of a desegregation plan diminished in importance relative to persistent
long-term influences.

The ubiquitous white enrollment decline in large urban districts across the coun-
try also imposes a severe limit on district efforts to expand inter-racial contact. Even
if whites in the 2000s were to respond much more favorably to expanded desegrega-
tion programs than did whites in the 1970s, the low white enrollment share in virtually
all large districts precludes sizable increases in exposure to whites. As the district and
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school level segregation curves and measures highlighted in the previous section, it is
the sorting of families among communities rather than district attendance policies that
limit the extent of inter-racial contact in the schools as long as the Milliken (1974) find-
ing that there can be no inter-district relief without an inter-district violation remains
the law of the land.

Moreover, given recent Supreme Court decisions lowering barriers to the dismissal of
desegregation orders, a contraction of desegregation efforts is much more likely than an
expansion. Lutz (2004) finds that the dismissal of court ordered plans appeared to cause
a modest reduction in black exposure to whites and no immediate white enrollment
response. This preliminary evidence suggests that the dismissal of desegregation orders
is unlikely to produce radical changes, though longer term effects may differ and the
responses in the affected districts may not be representative of all districts with court
ordered plans currently in place.

5. Racial composition and desegregation program outcome effects

Despite the movement of large numbers of whites out of central city school districts,
school desegregation succeeded in dramatically increasing black exposure to whites.
Moreover, many programs reallocated students among schools, exposing blacks and
whites to different teachers, facilities and other factors thought to affect school quality.
Supporters of desegregation expected these changes to improve the quality of education
for blacks and reduce the racial gap in school quality and future economic and social
outcomes.

There are also reasons to believe that student or school efforts to neutralize deseg-
regation, longer commute distances and other adverse side effects might limit or even
eliminate the benefits of school desegregation. Clotfelter, Ladd and Vigdor (2005) find
evidence of substantial within school segregation in North Carolina junior high and high
schools but not in elementary schools. Clotfelter (2002) also finds some racial differ-
ences in the distributions of blacks and whites across extra-curricular activities, although
these activities do provide a vehicle for inter-racial contact. Such resegregation within
schools not only reduces inter-racial contact, it may also lessen the improvement in
teacher and school quality actually experienced by blacks bused to a nonneighborhood
school.6 Finally, evidence suggests that busing students out of their neighborhoods de-
creases parental participation [Edwards (1993), Leake and Faltz (1993)].

Consequently the question of whether desegregation benefited blacks must be an-
swered empirically, and that answer likely depends on characteristics of both programs
and students. This section describes existing research on racial composition and de-
segregation effects on achievement and other outcomes. It begins with a discussion of
relevant methodological issues prior to summarizing the findings.

6 Rivkin (2000) finds that busing and other desegregation programs appear to weaken the link between the
quality of education experienced by blacks and nonblacks in the same school.
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Methodological issues

School desegregation provides a prime example of the difficulty of isolating the causal
effect of a social program. Consider the substantial improvement of blacks relative to
whites on the National Assessment of Educational Progress (NAEP) during the 1970s
and 1980s, a period in which the black/white mathematics and reading achievement
gaps for thirteen year old children were cut by almost 50 percent. Although test changes
and inadequacies of the sampling scheme may account for some of the decline, the
evidence suggests substantial academic improvement for blacks coinciding with the
desegregation of many large urban school districts.

However, other factors may also be responsible for this improvement, as this was a
period of dramatic changes in schools, communities and families. In this vein, Armor
(1992) argues that school desegregation accounted for little of the improvement based
on the fact that the achievement of blacks in “segregated” districts (those less than 50%
white) improved as much as the achievement of blacks in “desegregated” districts. Yet
because many of the districts in the segregated category actually had desegregation plans
in place and experienced sizable increases in black exposure to whites, the simple dif-
ference in differences comparison does not provide persuasive evidence. This example
highlights the need to control for the influences of other changes and the importance of
comprehensive information about schools and districts.

The endogeneity of school and neighborhood choice seriously complicates efforts
to identify the causal effects of school racial composition and desegregation programs.
Manski (1993), Moffitt (2001) and others consider these issues in the more general
context of the estimation of peer effects; here we focus on those specific methods used
in the study of racial composition and desegregation. Following a discussion of the
impediments to the identification of causal effects of peer racial composition, we discuss
briefly the relevance of empirical findings for current policy discussions.

Analyses of peer group influences typically divide peer measures into endogenous
(behavioral) variables and exogenous or contextual variables. The first category refers
to the contemporaneous and reciprocal influences of peer achievement on schoolmates,
while the second refers to socio-demographic variables unaffected by the efforts of a
student. Racial composition falls clearly in the latter category, making it unnecessary
to consider the simultaneity issue that severely complicates efforts to identify effects
of peer achievement. Nonetheless, the nonrandom grouping of students in districts and
schools provides a formidable impediment to the identification of the relationship be-
tween academic, social and economic outcomes on the one hand and desegregation
efforts and school racial composition on the other.

Equation (1) models outcome O for student i in grade G in school s as a function of
family, desegregation program status, and peer influences:

(1)OiGs = XiGsβ + DGsγ + �P(−i)Gsλ + DG
�Pθ + eiGs,

where D is an indicator variable for desegregation program status (or a vector of in-
dictors for program type), �P is peer quality measured by average characteristics of
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schoolmates (individual i is omitted from the calculation); X is a vector of family back-
ground variables; and e is the error term. Note that the effects of peer composition are
permitted to vary by desegregation program status.

The identification of γ , λ and θ is complicated by the nonrandom sorting of children
into schools and classrooms and the cumulative nature of schooling. Any correlation
between �P and D on the one hand and current or past unobserved factors that affect
outcomes on the other leads to biased estimates of γ , λ or θ . Failure to account for the
dynamic character of the learning process can also introduce bias and complicate the
interpretation of the estimated effects.7

A number of different methods have been used to identify desegregation program
and racial composition effects including random assignment experiments, ordinary least
squares regression, value added models, and panel data techniques. Regardless of the
approach, virtually all empirical work focuses on the identification of the “reduced
form” relationship between outcomes and desegregation program status or peer racial
composition, typically ignoring the precise structure of the underlying causal linkage.
Peer racial composition may affect motivation, the quality of classroom interaction [cf.
Lazear (2001)], teacher quality, or attitudes and expectations of teachers. Transportation
of students to nonneighborhood schools certainly changes a number of components of
the education experience, but it may also reduce parental participation, and the time cost
of travel may adversely affect performance.

A separate issue from identification is the relevance of the results for education pol-
icy. Most desegregation programs were implemented around 1970, and much of the
research on desegregation effects on achievement comes from that period. Not only have
demographic changes and residential movements dramatically altered the composition
of schools, school finance reform, shifts in student and teacher attitudes regarding race,
expansion of school accountability systems, charter schools, and other public school
reforms almost certainly affect the benefits of both expanded inter-racial contact and
attendance at a nonneighborhood public school. The heterogeneity of both desegrega-
tion program types and the environments that form the context of racial interactions
introduce additional variation into the likely effects of specific interventions.

The existing estimates of both desegregation and racial composition effects should be
viewed most conservatively as capturing the effects of treatments on the treated. Care
should be taking prior to drawing inferences about the likely effects of expansion or
contraction of specific programs on students in different contexts. Nevertheless, the lit-
erature provides important information on the contribution of desegregation to black
academic and economic progress, the likely benefits of program expansion and the po-
tential harm from the dismissal of desegregation orders.

7 Rivkin (2005) examines the identifying assumptions regarding the depreciation of knowledge for a number
of education production function specifications.
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Summary of results

The only social science evidence of harm from school segregation cited by the U.S.
Supreme Court in Brown involved psychological studies of black children that related
low self-esteem to segregated schooling.8 Following the decision in Brown there have
been numerous analyses of the effects of racial composition and desegregation on aca-
demic, social and labor market outcomes, and Table 9 summarizes a number of these.

The studies summarized in Table 9 provide mixed evidence on the effects of school
desegregation programs and school racial composition. On the one hand, the random
assignment experiments of the benefits of busing reveal little evidence that desegrega-
tion substantially increased black student achievement. On the other hand, observational
studies generally support the hypothesis that desegregation and inter-racial contact are
beneficial, particularly for longer term outcomes including school attainment and earn-
ings. All in all, the diversity of research findings on effects of integration on black
students remains largely unsettled. If there is a marginal consensus, it is that effects are
probably small, but beneficial.

In a comprehensive summary of random assignment studies of school desegregation
effects on reading and mathematics achievement in early grades, Cook (1984) concludes
that meta-analyses of the results of a number of studies supports the view that the effects
were quite small or even zero. There are a number of factors, however, that raise doubts
about this interpretation of the evidence. First, the small sample sizes common in studies
of single desegregation programs limit the power of the estimates, and this makes it very
difficult to identify small but potentially important effects on test scores. Second, any
heterogeneity in the effects of different types of desegregation programs implies that the
estimates depend in part on the composition of programs included in the studies. Third,
it may take a few years to work out the glitches of new programs.

Nevertheless, the contrast between the generally small estimated effects of desegrega-
tion on elementary school achievement in random assignment studies and the generally
much larger effects on achievement and longer term outcomes in observational studies
is striking. Beginning with the landmark legislatively mandated report, Equality of Eco-
nomic Opportunity [Coleman et al. (1966)], the bulk of observational research finds that
desegregation and inter-racial contact raised achievement, schooling, and earnings, and
in some cases the estimated effects are quite large.

A number of alternative explanations could separately or together reconcile these
disparate results. First is the aforementioned concern that the random assignment stud-
ies failed to uncover the true benefits of desegregation. Second is the possibility that
contact with whites resulting from desegregation is less beneficial than contact result-
ing from residential integration, though Guryan (2004) finds that expanded interracial
contact contributes to the positive desegregation effect on schooling. Third is the pos-
sibility that the benefits of desegregation and exposure to whites increase with age.

8 Footnote 11 of Brown refers to the doll studies of Kenneth and Mamie Clark [Clark and Clark (1939)] that
found that blacks in the segregated South tended to identify with white dolls and not black dolls.
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Table 9
Selected research on effects of desegregation and racial composition on student outcomes

Article Data Method Findings for black students

Coleman et al.
(1966)

Survey OLS Higher percentage of black school-
mates lowered achievement

Crain (1970) 1968 survey of
blacks in northern
metropolitan areas

Related incomes, education
and occupational achieve-
ment of blacks to racial
composition of high school

Found that exposure to whites
raised income and occupational
achievement by leading to greater
interaction with whites

Cook (1984) Summary of meta-analyses
of random assignment
studies of busing

Desegregation had at most a small
effect on academic achievement

Armor (1992) NAEP Examine NAEP trends by
school percentage white

School desegregation contributed
little to the closing of the black/
white achievement gap

Boozer, Krueger
and Wolkon
(1992)

National Survey
of Black
Americans

OLS and IV using year by
state dummies as instru-
ments

A higher proportion of high school
schoolmates who were black was
associated with fewer years of
schooling, a less integrated work
environment and lower wages

Grogger (1996) NLS72 and High
School and
Beyond

OLS A higher proportion of high school
schoolmates who were black re-
duced wages, and the size of the
effect increased between 1979 and
1986

Rivkin (2000) High School and
Beyond and OCR
Surveys

OLS and IV using district
exposure as instrument for
school percent white

Finds little or no effect of exposure
to whites on achievement, school
attainment or earnings regardless of
type of desegregation plan

Hoxby (2000) Texas public
school
administrative
data

OLS removing school
specific enrollment trends

Higher black enrollment share
lowered achievement, and the effect
was larger in schools with a
mid-range proportion black

Hanushek, Kain
and Rivkin (2004)

Texas public
school
administrative
data

Value added model with
school by grade and school
catchment area by year
fixed effects

Higher black enrollment share
lowers achievement, and peer
average achievement accounts for
little of the proportion black effect

Guryan (2004) 1970 and 1980
U.S. Census
microdata

Difference in differences
based on timing of deseg-
regation program imple-
mentation

Desegregation accounted for
roughly one half of the decline in
the black high school dropout rate
between 1970 and 1980

Angrist and Lang
(2004)

Brookline public
school
administrative
data

OLS and IV based upon
Maimonides class size rule

Little or no evidence that urban,
black and Hispanic students bused
to a suburban district adversely
affected achievement of nonblack
or Hispanic suburban students
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Again, the findings of positive effects on elementary school achievement in Hanushek,
Kain and Rivkin (2004) and Hoxby (2000) contradict this view, as do the findings that
neither desegregation nor increased exposure to whites benefits high school students
and graduates [Rivkin (2000)]. The final explanation is that the observational studies
fail to account for confounding factors and other sources of bias despite the use of a
variety of empirical methods.

The early studies by Coleman et al. (1966) and Crain (1970) and later work by
Grogger (1996) use observable characteristics alone to control for other determinants
of achievement, schooling or earnings. Given the limited and often imprecise data that
are available, this approach probably does not account for all confounding variables.
In addition, both Crain (1970) and Boozer, Krueger and Wolkon (1992) rely on ret-
rospective information on racial composition, raising the possibility of recall bias that
could lead to overestimates of the benefits of exposure to whites if blacks who had
more contact with whites later in life tended to systematically overestimate high school
proportion white.

Two studies use instrumental variables to account for unobserved factors. Boozer,
Krueger and Wolkon (1992) use state of birth by cohort fixed effects as instruments for
school percent black. The IV results are quite imprecise but fairly similar to the OLS
findings. Yet there is no strong reason to believe that the timing and scope of integration
is the only or even the most important determinant of academic performance captured
by these fixed effects. Rivkin (2000) uses district average exposure to whites as an
instrument for school racial composition, thereby eliminating the effects of systematic
sorting within districts. Although this does not alter the finding of no racial composition
effect, these instruments do not account for between district differences in unobservable
determinants of achievement.

Hanushek, Kain and Rivkin (2004) and Hoxby (2000) use panel data methods to
investigate the effects of peer racial composition on achievement in Texas public
elementary schools. Hoxby’s use of de-trended between cohort differences in racial
composition to identify the effects of peer racial composition eliminates school level
confounding factors that evolve linearly over time, though the assumption that de-
trended year-to-year differences in racial composition are orthogonal to all other deter-
minants of achievement is likely to be violated. In addition, the large amount of student
mobility introduces substantial year-to-year variation within cohorts, and the aggregate
school data cannot distinguish between movers and stayers.

By comparison, Hanushek, Kain and Rivkin (2004) use a value added model with
school by grade and school catchment area by year fixed effects. Although the fixed
effects and included variables almost certainly account for the primary confounding
factors, they also remove much of the variation in racial composition and raise the pos-
sibility that school switchers are driving the results. However, the pattern of findings
reveals little or no evidence of mobility induced bias.

Finally, Guryan (2004) uses difference-in-difference and fixed effects methods and
finds that desegregation explains roughly half of the decline in the black dropout rate
during the 1970s. However, the lack of information on school or even district actually
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attended for a given year and heterogeneity of desegregation program type and timing
raise questions about the validity of the approach, particularly given the high rate of
school transfers among blacks.

A number of these studies also attempt to learn about the underlying sources of any
effect on outcomes. Grogger (1996), Hanushek, Kain and Rivkin (2004) and Rivkin
(2000) do find that effect magnitudes are largely insensitive to the inclusion of controls
for school resources, and Hanushek, Kain and Rivkin (2004) provides evidence that peer
average achievement does not account for a substantial portion of the racial composition
effect.

It thus appears that racial composition does not serve as a proxy for school quality
or peer achievement and that the observed racial composition and desegregation effects
require alternative explanations. Some researchers, commentators, and community lead-
ers argue that some blacks discourage others from excelling academically, but this view
remains controversial.9 A related literature focuses on cultural issues, including eco-
nomic models that determine cultural behavior.10 Others have suggested that teachers
lower expectations for black students or that schools might adjust placement in acad-
emic tracks as the black concentration increases [see Ferguson (1998b)].

Finally, there is limited evidence of the effects of peer racial composition on whites
owing in large part to the likely presence of white flight induced endogeneity bias.
Angrist and Lang (2004) find that a program that provides opportunities for inner city
children to attend school in affluent suburban districts does not adversely affect white
students in the receiving districts. Instrumental variables estimates are noisy, and the fact
that the suburban districts maintain strict controls over the number of incoming students
and that all busing is voluntary makes it difficult to generalize beyond this limited type
of intervention. In fact the finding in Hanushek, Kain and Rivkin (2004) that a higher
black enrollment share reduces academic achievement for whites suggests that the costs
to whites in terms of academic achievement are not generally zero.

6. Conclusion

Half a century has passed since the decision in Brown v. Board of Education profoundly
altered public elementary and secondary education in the US. The persistent racial gaps
in achievement, academic attainment, earnings, teen pregnancy, crime and poverty in
combination with the extensive school segregation that remains has lead many to lament
the failure of Brown. However, a closer look at the evidence reveals that Brown had a
profound effect on the composition of schools and the academic experience of blacks

9 Some early discussions, drawing on a number of perspectives and reaching different conclusions, can be
found in Fordham and Ogbu (1986), Cook and Ludwig (1997), Steele and Aronson (1998), Ainsworth-Darnell
and Downey (1998), Ferguson (1998a), McWhorter (2000) and Bishop et al. (2001).
10 These include Austen-Smith and Fryer (2003), Fryer and Levitt (2003), Ogbu (2003) and Thernstrom and
Thernstrom (2003).
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and whites across the United States. In the absence of desegregation there would have
been far less inter-racial contact in schools, and the weight of the evidence suggests that
integration improved academic and labor market outcomes for blacks.

Yet given the level of residential segregation in the US today and recent Supreme
Court decisions, desegregation programs are much more likely to contract than to ex-
pand. Perhaps most telling is the dwindling support for the view that schools must be
integrated in order for blacks to receive a high quality education. This might connote im-
plicit recognition of the limits of desegregation or a response to the continued racial gap
in educational attainment. Regardless, arguments in support of charter schools, vouch-
ers, accountability, and other reforms resonate in many predominantly black central city
neighborhoods.

Nevertheless, the findings that racial isolation harmed blacks should not be dismissed
as irrelevant to education policy today. The potential for widespread dismissal of de-
segregation orders and adoption of school reforms that increase segregation in many
jurisdictions should evoke concern and a commitment to careful examination of future
changes in school enrollment patterns and their effects on academic, social and labor
market outcomes.
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Abstract

Improving the quality of instruction is a central component to virtually all proposals
to raise school quality. Unfortunately, policy recommendations often ignore existing
evidence about teacher labor markets and the determinants of teacher effectiveness in
the classroom. This chapter reviews research on teacher labor markets, the importance
of teacher quality in the determination of student achievement, and the extent to which
specific observable characteristics often related to hiring decisions and salary explain
the variation in the quality of instruction. The evidence is applied to the comparison
between policies that seek to raise quality by tightening the qualifications needed to
enter teaching and policies that seek to raise quality by simultaneously loosening entry
restrictions and introducing performance incentives for teachers and administrators.
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Introduction

Teachers are central to any consideration of schools, and a majority of education policy
discussions focus directly or indirectly on the role of teachers. There is a prima facie
case for the concentration on teachers, because they are the largest single budgetary ele-
ment in schools. Moreover, parents, teachers, and administrators emphasize repeatedly
the fundamental role that teachers play in the determination of school quality. Yet there
remains little consensus among researchers on the characteristics of a good teacher, let
alone on the importance of teachers in comparison to other determinants of academic
performance.

This chapter considers research related to the quality of teachers. Like many other ar-
eas where quality is important but difficult to observe, much of the evidence is indirect.
Consideration of quality variation in the education sector is complicated further by the
dominance of public provision of education, constraints on market operations, and the
importance of nonpecuniary factors in the teacher supply decision. With public provi-
sion, schools are not necessarily operating in an efficient manner and do not necessarily
make hiring decisions based on expected performance.1

The relevant research follows three distinct lines that relate in varying ways to teacher
quality. At the most aggregate level and possibly the most influential, a variety of stud-
ies have traced changes over time in the salaries of teachers relative to those in other
occupations. This set of studies flows naturally into analyses of the importance of pay
and nonpecuniary factors in determining the distribution of teachers among schools.
A second line of research, following directly from the first, investigates the extent to
which specific teacher characteristics account for differences in student achievement.
Finally, the third line of research drops the parametric, input-based view of teacher
quality and attempts to identify the total impact of teachers on student learning without
the constraints imposed by relying on measurable characteristics.

Most of the evidence examines US schools, where data and analysis have been
generally more plentiful. Relevant research on other countries is included and, where
available, does not indicate qualitative differences in conclusions.

1. Aggregate salary trends

A starting point in the consideration of teacher quality is the evolution of teacher salaries
over time in comparison to other workers.2 Teacher salaries constitute equilibria in the
teacher labor market, and both demand and supply side factors contribute to changes
in relative teacher salaries. Importantly, even if the correlation between alternative em-
ployment opportunities and instructional quality is weak and school districts do not

1 The issue of efficiency of public schools is the subject of Hanushek, this volume.
2 More details on the time pattern of salaries in both the United States and the United Kingdom can be found

in Dolton, this volume.
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Figure 1. Percent college educated earning less than average teacher, by gender and age, 1940–2000.

systematically hire the best available teachers, any shift in supply would tend to move
average quality in the same direction.

Figure 1 traces shows the proportion of 20–29 year old US college graduate non-
teachers who earn less than the average 20–29 year old teacher by gender for the
decennial censuses from 1940 to 2000.3 Over this period the earnings of young fe-
male and male teachers both declined relative to those for other occupations. However,
there are substantial gender differences in the time path of relative salaries. For males,
relative salaries fell between 1940 and 1960 but remained roughly constant afterward.
For females by comparison, relative salaries started out high – above the median for
college educated females – but fell throughout the period. The changes are easiest to
see for young teachers and college graduates, where the adjustment has been larger, but
they also hold for teachers of all ages [see Hanushek and Rivkin (1997)]. In other words,
growth in late career salaries has not offset the decline in salaries for younger teachers.

Discussions of the education industry cost structure and women’s employment and
earnings point to specific factors that have contributed to the decline in relative earnings
of teachers and quite likely the quality of instruction as well. Perhaps most important

3 Note that salaries for teachers include all earnings, regardless of source. Thus, any summer or school
year earnings outside of teaching are included. No adjustments are made, however, for any differences in the
length of the school day or in the days worked during the year. Nor is any calculation of employer paid fringe
benefits made. A clear discussion of the importance of each of these along with interpretation of the overall
salary differences can be found in Podgursky (2003). For the time series comparisons, these omitted elements
of compensation are most relevant if there have been relative changes in the importance of them between
teachers and nonteachers over time. We currently have little data on any such changes.
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is the cost pressure placed on schools and other slow growth industries by productiv-
ity improvements elsewhere in the economy [see Baumol and Bowen (1965), Baumol
(1967)]. In contrast to other industries, education has experienced little technological
change, driving up the price of teachers in real terms [Lakdawalla (2001, 2002)]. Notice
that real wages tend to rise even if districts do not absorb fully the increased price of
skilled labor, in which case the relative quality of new teachers is likely to decline over
time.

Because almost all teachers are college graduates and most elementary and secondary
school teachers are women, any factors that affect the earnings of highly-skilled workers
or women invariably affect the price of teacher quality. Many highlight the adverse
impact of the recent expansion in job opportunities for women on the supply of teachers
[Flyer and Rosen (1997), Corcoran, Evans and Schwab (2004b), Bacolod (2003), Hoxby
and Leigh (2004)]. The aforementioned effects of productivity growth elsewhere in the
economy and expansion of international trade in ways that favor skilled workers almost
certainly amplify the adverse effects on the supply of teachers. On the other hand, the
rapid rise in college enrollment and female employment almost certainly offset at least a
portion of the negative effects on the supply of teachers. Nevertheless, as a whole these
developments appear to have imposed severe cost pressures on schools, and schools
appeared to have responded by raising salaries less than the full increase in the wage
growth for college educated females.

The decline in the relative earnings of teachers has likely led to a fall in average
teacher quality of incoming teachers over this period. But, as Ballou and Podgursky
(1997) point out, the short term implications of a change in relative earnings are not clear
cut, because salary affects both the supply of new teachers and retention of currently
employed teachers.

The extent of any teacher quality decline remains unclear and depends in large part
on the correlation between teaching skill and the skills rewarded in the nonteacher labor
market. In a simple unidimensional skill framework in which nonpecuniary factors play
no role, the substantial decline in relative salary would be expected to lead to a large
fall in teacher quality. However, a more complex and realistic framework in which the
skill set of teachers differs from that of other professionals suggests the possibility of
a more muted response to the salary changes. For example, if teaching places greater
emphasis on a set of communication and interpersonal relation skills than the general
labor market, the salaries relative to all college graduates may not provide a particularly
good index of teacher quality. These concerns about the congruence of skills in different
sectors point to a priority area for further research. The discussion in the following
sections offers some insights into possible separation of the various markets, but that
evidence also remains indirect.

Another important determinant of the elasticity of teacher quality with respect to
salary is the responsiveness of current and prospective teachers to salary changes. There
is reason to believe that teachers may be less responsive than other professionals. Specif-
ically, the “family friendly” nature of teacher employment (with, for example, hours and
vacations coinciding with those of kids) or intrinsic rewards from teaching may have
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limited substitutes, making the decisions to enter or remain in teaching less sensitive to
salary [see, for example, Scafidi, Sjoquist and Stinebrickner (2002)].

2. Distribution of teachers

One approach for disentangling the implications of the aggregate salary movements on
quality has been to identify impacts on the distribution of observable teacher charac-
teristics as proxies for quality. Investigations of salary effects on teacher characteristics
take many forms and include both intertemporal evidence and cross-sectional evidence
derived from different schooling systems and teacher labor markets.

A substantial body of research examines the effects of salary and nonpecuniary fac-
tors on the flows into and out of teaching and implicitly the supply of teachers with
particular characteristics. This research, extended in a variety of dimensions, typically
appears in two forms. The first analyzes the relationship between a specific teacher
characteristic (TC) on the one hand and pay (P ), benefits (B), or proxies for work-
ing conditions (WC) on the other. Examples include the determinants of the share of
teachers with full certification, particular levels of experience, education, or teacher test
scores,

(1)TC = f (P,B, WC).

A second set of studies examines the determinants of teacher transitions, where tran-
sition probabilities are a function of the pecuniary and nonpecuniary factors described
in equation (1), proxies for quality, and importantly the interactions of these two. Stud-
ies of shortages also fall into this category. Four types of teacher characteristics have
received considerable attention: (1) experience; (2) measured achievement or skill;
(3) specialty or subject area; and (4) credentials and teacher certification.

As is the case in other occupations, transition probabilities are quite high early in
the career, decline with experience, and then increase as teachers move closer to retire-
ment [e.g., Hanushek, Kain and Rivkin (2004)]. Evidence indicates that nonpecuniary
characteristics likely related to working conditions have much stronger effects than pay
on teacher transitions.4 Moreover, it appears that opportunity costs in terms of fore-
gone earnings in other occupations are much less important than the complementarity of
family considerations and school working conditions [e.g., Scafidi, Sjoquist and Stine-
brickner (2002), Podgursky, Monroe and Watson (2004)] in determining the probability
of exiting teaching. This is consistent with the view that salary plays a larger role in
the decision to become a teacher than the choice of schools or exit from teaching. Fi-
nally, studies of teacher exits find that salaries and outside opportunities have differing
impacts on teachers depending on experience; see, for example, Murnane and Olsen

4 Greenberg and McCall (1974), Murnane (1981), Hanushek, Kain and Rivkin (2004), Lankford, Loeb and
Wyckoff (2002), Boyd et al. (2002, 2005) provide evidence on determinants of teacher transitions.
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(1989, 1990), Dolton and Van der Klaauw (1995, 1999), Brewer (1996), Stinebrickner
(1999, 2001a, 2001b), Gritz and Theobald (1996), Murnane et al. (1991), Scafidi, Sjo-
quist and Stinebrickner (2002).5 It appears that district personnel policies also affect
teacher flows [cf. Murnane (1981)]. Therefore this evidence captures the reduced form
relationship between characteristics and transition probabilities, and inferences about
supply responses rely upon specific assumptions about the demand side of the market.

Scores on licensing, college entrance, and other examinations provide objective skill
measures, and a number of studies investigate the relationship between scores on a par-
ticular test on the one hand and salaries and other school or labor market characteristics
on the other [Murnane et al. (1991), Hanushek and Pace (1995), Podgursky, Monroe and
Watson (2004)]. The majority of this work considers entry into the teaching profession.

The change in the character of entering teachers over time has also been addressed
[Bacolod (2003), Corcoran, Evans and Schwab (2004a, 2004b)]. The impact of salary
changes and of changes in other occupational opportunities for women, discussed
above, is clearly seen from data splicing together performance on standardized tests
over time. Bacolod (2003) combines information from the various National Longitu-
dinal Surveys (Young Men, Young Women and Youth). Corcoran, Evans and Schwab
(2004a, 2004b) extend the samples of teachers to other data sets, thus expanding the
periods that can be investigated, and also concentrate on individuals who actually enter
teaching.

Bacolod (2003) shows that the standardized test scores of people entering teaching
as opposed to other professions have fallen over time – dramatically in the case of
females. Specifically, recent birth cohorts who score near the top of IQ or AFQT tests
are much less likely to want to be teachers than those in earlier birth cohorts.6 This
drop is especially dramatic for women, but also holds for men and is consistent with the
aggregate salary trends. Corcoran, Evans and Schwab (2004b) find that the relative fall
in mean performance of female teachers, while significant, is much less than the fall at
the top of the distribution.

The consideration of preparation has focused on the varying opportunity costs of
teachers with different specialties. One of the first such studies considered how the
uniform pay structure in teaching leads to shortages in specific areas, such as mathe-
matics and science teachers who have better outside earnings opportunities [Kershaw
and McKean (1962)]. That study highlighted the differential effects of policies and in-
stitutions on teachers with different characteristics. Following on Kershaw and McKean
(1962), Rumberger (1987) examines how salaries affect the supply of science and math
teachers.

Finally, considerable attention (although limited analysis) has been devoted to the
possibility that school characteristics affect the ability of schools to hire fully cre-
dentialed teachers. In general this analysis simply reports gross correlations of lower

5 Note that these conclusions are frequently implicit from an analysis of hazard functions for exiting teach-
ing.
6 This evidence splices together information from different surveys. By relying on relative performance

measures, however, differences in tests are minimized.
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proportions of uncertified teachers in central city and lower SES schools. Nonetheless,
these casual observations almost surely do describe the reality – even if they do not fully
identify the underlying impacts of individual, district, and state policy choices on the
outcomes.

These studies provide information on the determinants of teacher transitions and the
distributions teachers along a number of dimensions. The importance of the findings
depends crucially on the relevance of the identified characteristics for determining stu-
dent performance and other outcomes, i.e. the relationship with actual effectiveness in
the classroom. This issue is the subject of the next section.

3. Teacher characteristics and student achievement

One general approach to understanding more about the extent to which specific teacher
characteristics capture differences in instructional effectiveness is the estimation of the
effects of specific characteristics on achievement and other student outcomes. We begin
by describing the basic framework within which much of this research sits and then
discuss the findings.

3.1. Basic structure

A large number of investigations of teacher quality focus on the effects of specific
teacher characteristics on outcomes, controlling for student differences. These studies
take a variety of forms. Here we provide an overview of the range of approaches that
have been used. We critique the underlying modeling and interpretation in the subse-
quent sections.

A basic framework for the study of teacher effects begins with a model of achieve-
ment such as

(2)Og = f
(
F (g), P (g), C(g), T (g), S(g), α

)
,

where Og is the outcome for a student in grade g; F , P , C, T and S represent vectors
of family, peer, community, teacher and school inputs, respectively; α is ability; and
the superscript g indicates all of the inputs are cumulative from birth through grade g.
Simply put, student achievement at any point in time represents the cumulative outcome
of a wide variety of inputs.

This model, which is frequently referred to as an educational production function,
has been applied often. Its history is generally traced back to the “Coleman Report”
[Coleman et al. (1966)], an early study conducted under the auspices of the United
States government. Since 1966, over 400 such studies have been published in journals
and books. Empirical research pursuing this type of analysis typically collects data on
the relevant inputs into performance from either administrative records or surveys.

The numerous current and past factors that affect achievement at any point in time
seriously complicate efforts to estimate the effects of specific characteristics. Perhaps
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most important is the extent to which any observed association between a school or
teacher variable and student outcomes capture a causal relationship. For example, if
children in higher income families attend schools with smaller classes on average than
children in lower income families, the finding that smaller classes raise achievement
may be driven in part by a failure to account fully for the direct effect of family income
on student performance.

Teacher choice of schools can also complicate the estimation of teacher effects. As
noted above, experienced teachers frequently have an option to move across districts and
to choose the school within the district in which they are teaching, and they tend to take
advantage of this [Greenberg and McCall (1974), Murnane (1981)]. Hanushek, Kain
and Rivkin (2004) further show that teachers switching schools or districts tend to move
systematically to places where student achievement is higher. This movement suggests
the possibility of a simultaneous equations bias – that higher student achievement causes
more experienced teachers or at least that causation runs both ways.

Another potential source of omitted variables bias is variation in state policy that
might be correlated with the teacher characteristics. States, for example, determine the
requirements to be a certified teacher, set the rules of collective bargaining on teacher
contracts, and determine the financial structure including providing varying amounts of
support for local schools depending upon their circumstances and tax base. States also
specify the specific curriculum and outcome standards, establish testing requirements,
and regulate a wide range of matters of educational process including various class size
requirements, the rules for placement into special education classes, and disciplinary
procedures. Because these policies vary widely across states, their omission could lead
to bias coefficients in analyses that use data on a number of states. On the other hand,
this concern is not relevant for cross-sectional analyses conducted within a single state
where the policy environment is constant.7

More generally, value added models use prior achievement to mitigate problems of
omitted variables bias. These models can take several forms depending upon assump-
tions regarding the depreciation of knowledge over time, and the most flexible form
includes prior achievement in grade g∗ as an additional explanatory variable:

(3)Og = f ′(Og∗ , F (g), P (g), C(g), T (g), S(g), α
)
.

The precise estimation approach, and the resulting interpretation of any results, depends
fundamentally on a series of assumptions about the structure of achievement and the
underlying data generation process [see Hanushek (1979), Rivkin, Hanushek and Kain
(2005), Todd and Wolpin (2003), Rivkin (2005)].

Though the use of such value added models mitigates problems resulting from the
lack of historical information, it does not protect against the confounding influences of

7 In some other estimation, say, related to overall spending or class sizes, aggregation of data becomes an
additional issue, but this is relatively unimportant for the teacher characteristics considered here, because
those analyses have uniformly been conducted at lower levels of aggregation (the school district down to the
classroom). See Hanushek, Rivkin and Taylor (1996).
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contemporaneous factors related to the variables of interest and not captured by prior
achievement. Given the limitations of most data, available variables may not account
for all relevant variables. This has led to the use of panel data methods, instrumental
variables, and other approaches described below.

A remaining limitation of virtually all education production function studies is the
use of a small number of observed characteristics to capture school and teacher qual-
ity. Although this parametric approach lends itself to standard regression techniques, it
provides limited information on the variation in teacher quality, in part because most
studies use administrative or survey data that typically contain a very limited set of
characteristics. The most commonly available characteristics, teacher education and ex-
perience, are clearly important variables to consider, because they almost always enter
into the determination of teacher pay. Yet, as described below, they explain little of
the actual variation in teacher effectiveness, and even more detailed information about
college quality, scores on standardized examinations or other information continues to
leave much unexplained. Moreover, whenever separate surveys are designed to provide
a richer set of characteristics, the specific items are seldom replicated in other surveys,
thus providing little ability to ascertain the generalizability of any findings.

3.2. Evidence on measurable characteristics

Investigations of measurable teacher characteristics invariably begin with education and
experience. In the United States and many other countries, these account for much of
the salary variation within school districts. Because of their administrative use, these
variables are frequently available for researchers. A smaller number of studies use other
characteristics including teacher test scores, college quality, salary and teacher certifi-
cation.

The empirical analyses take many forms. A vast majority investigate variable effects
on student achievement as measured by some form of standardized test, while the others
estimate effects on school attainment, future earnings and other outcomes. The studies
cover a range of grade levels, types of schools, areas of the United States and other
countries, and they produce a divergent set of results on the key variables of interest.

3.2.1. Teacher experience and education

As noted, the most frequently studied aspects of teachers include their education and
experience levels, the items that generally enter into pay determination. The simplest
summary of their impact on student achievement from available analyses comes from
aggregating the results across studies. Table 1, taken from Hanushek (1997, 2003), de-
scribes the estimated parameters from studies through 1994 in the United States.8

8 While more studies have appeared since then, they are small in numbers relative to the stock in 1994, and
they show no discernibly different pattern of results from those in Table 1. For a description of the studies,
a discussion of inclusion criteria, and the bibliography of included work, see Hanushek (1997).
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Table 1
Percentage distribution of estimated effect of key teacher resources on student performance

Resources Number of
estimates

Statistically significant Statistically
insignificantPositive Negative

All estimates
Teacher education 170 9% 5% 86%
Teacher experience 206 29 5 66

High-quality estimatesa

Teacher education 34 0 9 91
Teacher experience 37 41 3 56

Source: Hanushek (1997, 2003).
aHigh-quality estimates come from value-added estimation [equation (3)] where the sample is drawn for indi-
vidual students from a single state.

Perhaps most remarkable is the finding that a master’s degree has no systematic rela-
tionship to teacher quality as measured by student outcomes. This immediately raises a
number of issues for policy, because advanced degrees invariably lead to higher teacher
salaries and because advanced degrees are required for full certification in a number of
states. Indeed, over half of current teachers in the US have a master’s degree or more.

Teacher experience has a more positive relationship with student achievement, but
still the overall picture is not that strong. While a majority of the studies finds a positive
effect, only a minority of all estimates provides statistically significant results. Even the
subset of studies that use a value added approach and information from a single state
produce a highly variable set of results (see bottom panel in Table 1). If anything, the
37 value-added estimates within individual states suggest more strongly that experience
has an impact, although still only 41% of the estimates are statistically significant. It is
quite likely that a number of these studies lack the statistical power necessary to identify
precisely the experience effects.

An important consideration in the case of experience is the possibility of a highly
nonlinear relationship between the quality of instruction and experience. Murnane and
Phillips (1981b) investigates the impact of experience with spline functions and find
nonlinearities, although the actual estimates differ sharply across data samples. Rivkin,
Hanushek and Kain (2005) also pursue a nonparametric investigation of experience and
find that experience effects are concentrated in the first few years of teaching. Specifi-
cally, teachers in their first and, to a somewhat lesser extent, their second year tend to
perform significantly worse in the classroom. Using a different estimation methodology,
Hanushek et al. (2005) pinpoint the experience gains as arising during the first year of
teaching, with essentially flat impacts of experience subsequently. Consequently, mis-
specification of the relationship between outcomes and experience likely contributed to
the failure to find a systematic link between quality and experience.
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Because of the high turnover rate early in the career, estimated returns to experience
typically combine the acquisition of skills on the job with any nonrandom transitions
out of teaching. Rivkin, Hanushek and Kain (2005) estimate experience coefficients
identified by variation both across and within teachers with coefficients identified solely
by within teacher changes in experience. The estimated experience effects are quite
similar, indicating that the dominant effect is learning by doing in the first year in the
classroom.

Similar investigations of teacher education and experience have been conducted in
a wide range of developed and developing countries [Hanushek (2003)]. As a broad
statement, the results are qualitatively similar except there is perhaps slightly stronger
support for a positive impact of these in developing countries. At the same time, the
additional support is slight with the majority of studies still not finding significant im-
pacts. Moreover, these studies seldom provide truly adequate controls for the omitted
variables problems discussed here.

3.2.2. Teacher salary

Instead of concentrating on the prior characteristics of teachers that enter into salary
decisions, it is of course possible to analyze whether or not salary directly relates to
student performance. Unfortunately such studies are frequently muddled. The majority
of analyses relate the salary levels of teachers to the achievement of student. Yet, the
salary level for any individual teacher is a composite of pay for specific characteris-
tics (experience, education and other attributes as identified above) and, whenever the
analysis crosses school districts, differences in the salary schedule. In other words, it
has elements of movements along the salary schedule and shifts in the entire schedule.

The econometric evidence, presented in Table 2, again shows no strong evidence that
salaries are a good measure of teacher quality. Overall, the studies show that salaries are
more likely to be positively related to student achievement than negatively. Nonetheless,
only a minority is statistically significant.

Many of the studies of teacher salaries are subject to the prior mentioned quality
problems – lack of historical information and missing measures of state policy. The
state policy concerns are especially important because states intervene in wage determi-
nation in a variety of ways that also are likely to influence school outcomes. The bottom
portion of the table provides information on the more refined set of value-added, single
state estimates. For this very small set of estimates, most are statistically insignificant.
The estimates that are significant all come from a set of studies considering just single
districts, so they provide estimates just about moves along the schedule and not what
might happen with shifts in the entire schedule.

A series of other issues complicate efforts to identify the link between salaries out-
comes. Perhaps most important is the possibility that nominal salaries in part reflect
compensating differentials – for cost-of-living differences, for the desirability of partic-
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Table 2
Percentage distribution of estimated effect of teacher salaries on student performance

Resources Number of
estimates

Statistically significant Statistically
insignificantPositive Negative

All estimates
Teacher salary 118 20% 7% 73%
Teacher test scores 41 37 10 53

High-quality estimatesa

Teacher salary 17 18 0 82
Teacher test scores 9 22 11 67

Source: Hanushek (1997, 2003).
aHigh quality estimates come from value-added estimation [equation (3)] where the sample is drawn for
individual students from a single state.

ular schools and their working conditions, or for such other things as urban crime.9 Most
of the studies considering compensating differentials do not directly relate job-related
characteristics and salaries to student outcomes but simply show that salaries vary with
such characteristics. [An exception is Loeb and Page (2000) who argue on the basis of
state panel data that compensating differentials have masked the effects of salaries in
many prior studies of educational outcomes.10]

A second vexing issue is the importance of both past and current salaries in the dis-
tribution of the current stock of teachers. Salary influences entry into the profession,
choice of first job, and movements among jobs, but tenure, lack of transferability of
experience credit, and other factors almost certainly reduce the sensitivity of teacher
transitions to salary as experience rises. Because virtually all analyses of salary effects
compare current salaries with the effectiveness of the existing stock of teachers, this
stock/flow amalgamation raises questions about the findings. An exception is Hanushek
et al. (2005) who use a sample of district switchers to identify the relationship between
salary and the quality of instruction. They do not find that higher salaries attract signifi-
cantly more effective teachers, though the very small number of district switchers leads
to imprecise estimates.

9 See, for example, Antos and Rosen (1975), Levinson (1988), Eberts and Stone (1985), Kenny (1980),
Toder (1972), Hanushek and Luque (2000), Chambers and Fowler (1995), Fowler and Monk (2001) and
Hanushek, Kain and Rivkin (2004).
10 Their study, relying on interstate variations in school completion and teacher pay, faces an analytical
tradeoff between using aggregate state data subject to potential missing policy information and providing
some control for state amenity differences.
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3.2.3. Teacher tests

One measured characteristic – teacher scores on achievement tests – has received con-
siderable attention, because it has more frequently been significantly correlated with
student outcomes than the other characteristics previously discussed. Table 2 displays
the results of these studies. Several points are important. First, while the evidence is
stronger than that for other explicit teacher characteristics, it is far from overwhelming.
Second, the tests employed in these various analyses differ in focus and content, so the
evidence mixes together a variety of things. At the very least, it is difficult to transfer
this evidence to any policy discussions that call for testing teachers – because that would
require a specific kind of test that may or may not relate to the evidence. Third, even
when significant, teacher tests capture just a small portion of the overall variation in
teacher effectiveness (see below).

The open research questions on both changes over time in the quality of instruction
and the distribution among districts relate directly to the nature of tested knowledge and
how it influences achievement. For example, Wayne and Youngs (2003) suggest that
achievement does not uniformly matter but may relate to specific subjects (e.g., more
important in secondary school mathematics instruction than in primary school reading).
Additionally, as the investigations of time patterns cited suggest, the changes in teacher
scores have not been uniform but instead have related more to the thickness of the upper
tails of the distribution than to the mean. The existing research gives no hints of whether
there is any nonlinear impact of knowledge in different ranges.

3.2.4. Teacher certification

The most pervasive policy action of states aimed at teacher quality is setting certification
requirements. Although there is substantial variation across states in what is required for
certification, the underlying theme is to set minimum requirements in an effort to ensure
that no students are subjected to bad teaching. The problem is that, though certification
requirements may prevent some poorly prepared teachers from entering the profession,
they may also exclude others who would be quite effective in the classroom. Not only
may some potentially good teachers be unable to pass the examinations, the certifica-
tion requirements may discourage others from even attempting to enter the teaching
profession; see, for example, Murnane et al. (1991). The nature of this tradeoff depends
in large part on the objectives and skills of administrators who make teacher personnel
decisions.11

The literature provides mixed evidence on the effects of certification on teacher qual-
ity. Extensive literature has been accumulating on the importance of teacher certification
and credentials, although it has proved quite controversial. Much of the work is based
on specifications that are susceptible to substantial biases from other determinants of

11 We thank Dale Ballou for providing a clear description of this tradeoff.
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achievement, though a few recent papers provide more persuasive empirical specifica-
tions. Wayne and Youngs (2003) document the limitations of most studies on certifica-
tion while reviewing some of the components of certification. Elements of the debate
over the effectiveness of teacher certification can be traced through National Com-
mission on Teaching and America’s Future (1996), Abell Foundation (2001), Walsh
(2002), Goldhaber and Brewer (2000, 2001), Darling-Hammond, Berry and Thoreson
(2001). Goldhaber and Brewer (2000) find, for example, that teachers with subject-
matter certification in mathematics perform better than other teachers, while teachers
with emergency certification perform no worse than teachers with standard certifica-
tion, although Darling-Hammond, Berry and Thoreson (2001) dispute the interpretation.
Jepsen and Rivkin (2002) find small certification effects on teacher value added to math-
ematics and reading achievement once the nonlinearities in the return to experience are
adequately controlled.

Two elements of this line of research merit particular attention. First, most states re-
quire teachers to meet certification requirements either upon hiring or within a short
period of time. The studies that investigate teacher certification rely upon observations
of existing school systems, where the lack of a teaching certificate generally implies a
special situation. For example, urban school systems with heavily disadvantaged pop-
ulations frequently find it hard to attract sufficient numbers of fully certified teachers
and thus resort to hiring noncertified teachers. A very different situation is the devel-
opment of specialized recruitment programs that are designed to bring people into the
teaching profession for short periods of time. For example, the Teach for America pro-
gram actively recruits top graduates of some of the best undergraduate schools to teach
in difficult urban schools for a two year period [Raymond, Fletcher and Luque (2001),
Raymond and Fletcher (2002), Decker, Mayer and Glazerman (2004)]. In these cases,
not having a teacher certificate is intertwined with having attended a high-quality col-
lege or university. The nature of these hires is seldom explicitly described, but it clearly
complicates the interpretation of the estimated effects. None of the studies of certifica-
tion is clear about the nature of the selection process and, thus, about the generalizations
that can be drawn from the findings.

Second, teacher certification varies dramatically across states. Simply identifying
whether or not a teacher is certified will mean very different things depending on the
state. Moreover, a variety of states have gone into alternative entry systems, and many
will award a teacher certificate based on different criteria from those entering through
traditional training institutions. Thus, even within a state, a teaching certificate may not
indicate the completion of a given set of requirements.

4. Outcome-based measures of quality

An alternative approach to the examination of teacher quality concentrates on pure
outcome-based measures of teacher effectiveness. The general idea is to investigate “to-
tal teacher effects” by looking at differences in growth rates of student achievement
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across teachers. A good teacher would be one who consistently obtained high learning
growth from students, while a poor teacher would be one who consistently produced
low learning growth. In its simplest form, we could think of separating teacher effects
from other inputs as in equation (4):

(4)Og − Og∗ = f ′′(F (g−g∗), P (g−g∗), C(g−g∗), T (g−g∗), S(g−g∗), α
) + tj ,

where tj is the influence of having teacher j [conditional upon the other inputs, f ′′(·)].
Equation (4) obviously places some structure on the achievement process, but the

approach is appealing for several reasons. First, it does not require the choice of spe-
cific teacher characteristics, a choice that data limitations often constrain. Second, and
related, it does not require knowledge of how different characteristics might interact
in producing achievement. (Most prior work on specific characteristics assumes that the
different observed characteristics enter linearly and additively in determining classroom
effectiveness.) Third, it gives a benchmark for the importance of variations in teacher
quality against which any consideration of specific skills or types of policy interventions
can be compared.

A variety of studies have pursued this general approach over the past four decades;
see Hanushek (1971, 1992), Armor et al. (1976), Murnane (1975), Murnane and Phillips
(1981a), Aaronson, Barrow and Sander (2003), Rockoff (2004), Rivkin, Hanushek and
Kain (2005) and Hanushek et al. (2005). Careful consideration of such work reveals the
difficulties that must be overcome in order to estimate the variation of overall teacher
effects.12

The major threats to the semiparametric estimation of the variance of teacher quality
result from the nonrandom sorting of families among schools, the nonrandom sorting of
students among classrooms, and test measurement issues.13 In addition to problems in-
troduced by random measurement error, most achievement tests are not designed to
provide valid rankings of the effectiveness of teachers with very different mixes of
students in terms of academic preparation. For example, a test that concentrates on rudi-
mentary material will do a poor job identifying differences in teacher quality among
teachers whose students could answer the vast majority of questions on the basis of
knowledge acquired prior to the current school year. Moreover, the average achieve-
ment gain could be higher for a poor teacher with initially low achieving students than
for an excellent teacher with initially high achieving students if the test does not cover
most of the material taught by the high-quality teacher.

Much of the early work was based on a single cross-section of teachers. In this frame-
work, the observed student characteristics must control for all student heterogeneity.
Moreover, the between teacher variance in achievement will conflate actual differences

12 A similar study for developing countries (specifically Brazil) finds very consistent findings [Harbison and
Hanushek (1992)].
13 The discussion of measurement error in school accountability measures is related. Kane and Staiger
(2002a, 2002b) point out that aggregate school measurement error will introduce variability in apparent school
performance over time.
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and measurement error requiring the estimation of the teacher fixed effect error vari-
ance.14 In other words, the estimated teacher effect (t̂) equals the true teacher effect (t)
plus error.

The availability of multiple years of information for teachers permits the identifica-
tion of the variance in teacher quality on the basis of the persistence of teacher fixed
effects across years [Hanushek (1992), Hanushek et al. (2005)]. This eliminates the
influences of random measurement error and year to year differences in student charac-
teristics within classrooms. Specifically, if the measurement error in estimated teacher
quality is uncorrelated across years, the expected value of the correlation of teacher by
year fixed effects for years t1 and t2 is

(5)E(r12) = var(t)

var(t̂ )

and the variance in true teacher quality (t) can be estimated directly (as long as it is
constant across years).

Of course actual teacher effectiveness may change from year to year, and this ap-
proach classifies all nonpersistent outcomes as noise. This is particularly problematic
in specifications that focus on within school and year variation. These estimated fixed
effects are quite sensitive to teacher turnover, because turnover can dramatically change
a teacher’s place in the quality distribution in her school even when her effectiveness
in the classroom is unchanged. Therefore, by focusing solely on the persistent quality
differences [Equation (5)], some true systematic differences in teachers are masked by
a varying comparison group and are treated as random noise. On the other hand, any
persistent differences in classroom composition even within schools continue to bias
the variance estimates.

Efforts to eliminate the confounding influences of student heterogeneity take a num-
ber of forms. Both Aaronson, Barrow and Sander (2003) and Hanushek et al. (2005)
focus on within school variation in some specifications, eliminating both the actual
variance in teacher quality between schools and any unobserved student, community,
and school differences including the impacts of principals and other administrators.
Controlling for differences in the quality of school administration is crucial given the
important role attributed to principals and superintendents and the failure of observable
characteristics to explain much of the variation in administrator quality.15 This approach
mitigates most of the problem introduced by the nonrandom sorting of students among
schools, and the inclusion of observed student and peer characteristics further reduces
the effects of confounding factors. Hanushek et al. (2005) also transform the test score
gain measure such that teachers are measured on the basis of the performance of their
students relative to other students at a similar place in the initial test score distribution.

14 Aaronson, Barrow and Sander (2003) and Rockoff (2004) use different information from the teacher fixed
effect regressions to construct estimates of the error component of the estimated between teacher variance.
15 See Broad Foundation and Thomas B. Fordham Institute (2003) for a discussion of administrator creden-
tials.
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Using a very different approach, Rockoff (2004) simultaneously estimates both stu-
dent and teacher fixed effects on the level of achievement. This controls for all time
invariant student differences in the level of achievement but does not account for sys-
tematic changes as students progress through school. In particular, knowledge acquired
in a given year likely affects achievement in subsequent years, raising serious questions
about the validity of this approach.

Regardless of the approach, the direct estimates of the teacher quality variance re-
main subject to biases resulting from unobserved student differences across classrooms.
In order to control fully for student heterogeneity and avoid problems introduced by
measurement error, Rivkin, Hanushek and Kain (2005) aggregate across teachers in a
grade, remove student and school by grade fixed effects, and focus on the link between
teacher turnover and variation in student achievement. This approach produces a lower
bound estimate of the variation in teacher quality that almost certainly underestimates
the true variance by a substantial amount. Not only does it ignore all between school
variation in teacher quality, but violations of the maintained assumptions (about the sta-
bility of teacher effects and about the distribution of teacher quality) and measurement
error both attenuate the estimated variance.

The magnitude of estimated differences in teacher quality is impressive. Hanushek
(1992) shows that teachers near the top of the quality distribution can get an entire
year’s worth of additional learning out of their students compared to those near the
bottom.16 That is, a good teacher will get a gain of 1.5 grade level equivalents while a
bad teacher will get 0.5 year for a single academic year.

The more conservative lower bound estimators used by [Rivkin, Hanushek and Kain
(2005)] also generate sizable estimates of the teacher quality variance: moving from
an average teacher to one at the 85th percentile of teacher quality (i.e., moving up one
standard deviation in teacher quality) increases student achievement gains by more than
4 percentile ranks in the given year. With their data, this is roughly equivalent to the
effects of a ten student (approximately 50%) decrease in class size. As noted above,
this method almost certainly understates the true variance in the quality of instruction.
The within school estimators of the teacher quality variance reported in Hanushek et
al. (2005) are roughly 50 percent larger. Importantly, the results for specifications that
focus solely on within school differences do not differ markedly from those that also
include teacher quality differences among schools, indicating that most of the variation
in the quality of instruction occurs within schools.

The pattern of findings in the Project STAR study is also consistent with existence
of substantial within school differences in teacher quality. Project STAR is the widely
cited study of class size that involved random assignment of students to classes with
varying numbers of students [Word et al. (1990)].17 Average differences by class size

16 These estimates consider value-added models with family and parental models. The sample includes only
low-income minority students, whose average achievement in primary school is below the national average.
The comparisons given compare teachers at the 5th percentile with those at the 95th percentile.
17 Students were assigned to three separate treatment groups: regular-sized classes (22–25 students), regular-
sized classes with an aide (22–25 students) and small classes (12–17).
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were the focus of the experiment, but the student results actually differed widely by
specific classroom. In only 40 out of 79 schools did the kindergarten performance in
the small classroom exceed that in the regular classrooms (with and without aides).
This is significantly greater than random (26 out of 79), but much smaller than might
be expected to result from simple random test error given the large difference in class
size among classrooms. The most straightforward interpretation of this heterogeneity
is that variations in teacher quality are very important relative to the effects of smaller
classes.18

These estimates of teacher quality can also be related to the popular argument that
family background is overwhelmingly important and that schools cannot be expected
to make up for bad preparation from home. This perspective emanates from work that
treats schools as monolithic institutions or equates quality with expenditure. The exis-
tence of substantial within school variation in teacher quality documented in Rivkin,
Hanushek and Kain (2005) points to the fact that high quality teachers can offset a sub-
stantial portion of disadvantage related to family economic and social circumstances.

The discussion to this point treats teacher quality as common to all students in a
classroom, but evidence suggests that teachers may be more effective with some stu-
dents than with others. Specifically, both Dee (2004) using the random assignment data
from the Tennessee STAR experiment and Hanushek et al. (2005) find strong evidence
that teachers are more effective with students whose race matches their own. Similar
variations across student ability dimensions do not, however, show such variations –
suggesting that a good teacher is generally good for all students.

5. Markets for teacher quality

Output-based quality measures can also be used to trace patterns of teacher movements
by classroom effectiveness rather than by proxies for quality as is the case in the work
discussed in Section 2. Hanushek et al. (2005) utilize the matched panel data for teachers
and students for a single large metropolitan district in Texas to describe the distribution
of teacher quality by transition status.

Figure 2 plots the distributions of estimated teacher fixed effects by transition sta-
tus based just upon within school variations in teacher performance [Hanushek et al.
(2005)]. Neither these distributions nor comparisons of average quality across transi-
tion categories indicate that the average quality of teachers who leave inner city schools
either for other districts or for employment outside of the Texas public schools exceeds
the average quality of those who remain. This contrasts sharply with the popular belief
that inner city districts disproportionately lose their better teachers to other school dis-
tricts or other occupations. The inner city districts do have higher teacher turnover, but
this evidence suggests that it is not concentrated among higher-quality teachers.

18 A discussion of the experiment and overall results can be found in Word et al. (1990). Hanushek (1999)
analyzes the basic experimental results and identifies the variation across classrooms.
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Figure 2. Kernal density estimates of teacher quality distribution: standardized average gains compared to
other teachers at the same campus by teacher move status.

These data also permit an exploratory analysis of the market for quality and the com-
petition across districts. Specifically, a number of the teachers in the large urban district
decide to move to suburban districts. With the available data, the specifics of market
interactions are not observed, only the results. It is not known where teachers applied
for jobs or what districts were advertising for teachers. Nonetheless, if the simple as-
sumption that higher salary and student demographic characteristics found to attract
teachers deepens the applicant pool holds, the relationship between quality on the one
hand and salary and school characteristics on the other provides information about dis-
trict demand for quality. The preliminary results show little systematic evidence that
districts prefer teachers who were more effective. Rather, the evidence suggests that
higher salaries and lower minority enrollments enable districts to hire teachers with
master’s degrees, a characteristic with virtually no value in predicting quality. Impor-
tantly, this finding is consistent with both the inability to form an informative estimate
of teacher effectiveness and with a lack of district focus on quality. Note, however, that
the small sample size and use of estimates of teacher quality led to quite noisy estimates.

The possibility of obtaining outcome based quality measures from a wider range of
local labor markets offers the prospect of understanding better the choices of teachers
and of districts. It would, for example, be useful to investigate how the competitiveness
of different areas in terms of alternative school districts affects the hiring patterns.
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6. Policy connections

The research into teacher quality is scrutinized intensely because it has a direct relation-
ship to current policy debates. Policy makers face conflicting suggestions about how
to proceed. It is useful to relate the evidence on teacher quality to some of the central
debates and to consider where the evidence is strong and weak.

Perhaps the key issue that pervades discussions is the tension between expanded state
or even federal regulation of teacher labor markets versus decentralization of authority
to schools and local education authorities. Another way to frame this discussion is as a
debate over whether to tighten or to loosen licensing requirements for teachers.

The available evidence indicates clearly that legislating “good teachers” has been
extraordinarily difficult. The idea behind most certification requirements is that they
ensure that nobody gets a really terrible teacher. In other words, the general idea is that
we can put a floor on quality. But doing this requires knowledge of characteristics that
systematically affect performance. The prior evidence does not indicate that we can do
this with any certainty.

Two caveats are, however, important. First, the existing research has not been very
precise about the characteristics of certification requirements. The requirements in the
US vary significantly by state, but the typical analysis has not investigated the com-
ponents of certification in any detail. Second, and related, much of the attention to
certification has centered on calls to expand current certification in significant ways.
For example, certification for secondary school mathematics and science might require
a college major in the subject (as opposed to a degree in mathematics education per
se). Certification might also require advanced degrees in a combination of child psy-
chology, pedagogy and the like. These details have not been adequately addressed in
existing research.

Tightening up on requirements essentially makes it more costly to enter teaching,
and thus one would expect it to the lower supply of teachers. This would imply that
the cost of teachers of any given quality would rise. Nonetheless, virtually nothing is
known about the magnitude or importance of such feedback effects on the teacher labor
market.

The other side, loosening up, begins with the observation that existing evidence shows
substantial variation in teacher quality, even among teachers with similar education and
experience. This variation likely results from several factors: differences in teacher skill
and effort; inadequate personnel practices (particularly the retention process but also the
hiring process) in many schools and districts; and differences in the number and quality
of teachers willing to work by subject and working conditions.

This policy position would allow more flexibility on who could enter the teaching
profession but then would focus more on the overall incentive structure including re-
tention, promotion, and pay decisions. The key ambiguities here center on the ability to
identify teacher quality with sufficient precision to be useful in formulating policies and
the ability to craft incentives that lead to higher quality.
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Schools could utilize two basic methods for measuring teacher quality, one based
on evaluations of overall effectiveness and the other based on statistical estimation of
teacher value added. The former measure is clearly more comprehensive and nuanced,
but it requires that administrators can both formulate a useful measure of teacher effec-
tiveness and actually use that measure to rate teachers. There is evidence that principals
can identify high-quality teachers in terms of value added to student learning. Early
research on this by Murnane (1975) and Armor et al. (1976) showed that the normal
evaluations of principals were highly correlated with the value added of teachers, even
though the principal did not have the test and value added information available. This
research has, nonetheless, not been replicated using different samples or different es-
timation approaches for finding the value added of teachers. In addition, the lack of
success of merit pay programs suggests that it might be quite difficult for principals to
actually apply these ratings in a high stakes environment.

In terms of the statistical evaluation approach, the State of Tennessee formalized
the estimation of value added for teachers using annual state tests that linked pupil re-
sults with their teachers [Sanders and Horn (1994, 1995), Sanders, Saxton and Horn
(1997)].19 This approach, while mandated for the state, has not been directly linked
to incentives for teachers in Tennessee, though other states have linked student perfor-
mance with teacher compensation. Concerns have arisen about flaws in the structure of
some state accountability systems, but little or no evidence exists regarding the impact
of these systems on the quality of classroom instruction.

Most policy evaluations also take the existing training of teachers as given without
considering alternatives.20 For example, loosening up on the certification requirements
for entry and relying more on subsequent evaluation of performance should, in theory,
lead principals and school decision makers to pay more attention to teacher perfor-
mance. This new role could well imply that they pay more attention to the pre-service
and in-service training that teachers receive and this in turn could put pressure on edu-
cation schools to alter their programs.

There remains limited evidence on the effect of incentive systems more generally on
the quality of instruction. Some evidence has accumulated about merit pay plans, and
this does not indicate that merit pay as applied to schools has been very effective [Cohen
and Murnane (1986)]. There is reason to believe that these experiments are, however,
too limited in the magnitude and character of the incentive scheme [cf. Hanushek et al.

19 For a discussion of the specific approach along with an analysis of its sensitivity, see Ballou, Sanders and
Wright (2004). The issues of error variance in teacher quality estimates are also relevant [Kane and Staiger
(2002b)].
20 There have been a variety of experiments in different states with alternative routes to teaching that do
not involve traditional certification. The existing evidence on their success or failure is limited, but one pro-
gram that has been carefully studied, the Teach for America program, shows generally positive results [see
Raymond, Fletcher and Luque (2001), Decker, Mayer and Glazerman (2004)]. This program concentrates on
getting graduates from very selective universities to commit to teaching for a limited amount of time and does
not require the commitment to formal teacher training that normal certification requires.
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(1994)]. Newer evidence from direct experiments provides stronger results with incen-
tive pay comparing favorably to other school policies [Lavy (2002)]. For consideration
of the available evidence on teacher merit pay, see Karnes and Black (1986), Cohen and
Murnane (1985, 1986), Ballou and Podgursky (1993, 1997), Cohn (1996) and Brickley
and Zimmerman (2001).21

Credible research into training versus selection issues as related to certification poli-
cies, merit pay, and so forth clearly requires longitudinal observations that link teachers,
programs, and student performance. Until recently, there has been little possibility of
such work, although recent developments of large, longitudinal databases from admin-
istrative records indicate that this may soon change.

7. Research agenda

The range of research needs and productive areas of inquiry can largely be seen by re-
tracing the open questions of the previous sections. The most obvious complication to
research arises from the fact that observed schooling situations represent the outcomes
of several interrelated choices – those of parents, teachers, administrators and policy-
makers. This complexity makes it difficult to separate the various influences reliably.
Thus, for example, judging variations in teacher quality require distinguishing teacher
effects from elements of students and parents themselves.

Attention to these issues of selection, omitted variables bias, and causation was not
a central element of the early work on teacher quality but has come to the forefront
in recent research. As has developed in related work in public economics and in labor
economics, there are a variety of ways of potentially disentangling the effects of various
programs and elements. While this is not the place to go through these approaches, it is
clear that refinement of research in these directions is an important part of any research
agenda.22

Another area at the top of any agenda has to be developing a better understanding
of how the market for teacher quality works. This research is clearly dependent upon
developing reliable measures of teacher quality in a variety of different institutional
circumstances. Suffice it to say that, even though a majority of discussion of teachers
concentrates directly on teacher quality, most of the research about teacher markets
lacks any direct investigation of teacher quality differences.

One area, however, warrants special attention. The discussion to this point has been
virtually silent on the issue of cost. Policy decisions clearly require combining informa-
tion about benefits with that about costs. Yet, almost nothing has been done to measure

21 One important issue in the evaluation of merit pay schemes is the expectations for where results should
show up. With an evaluation over a short period of time, the results would indicate whether a merit pay scheme
affects the amount of additional effort that is induced from teachers. Over a longer period of time, however,
evaluation would point to the impact on selection into teaching and retention of teachers.
22 See also the related discussions in Hanushek, this volume, and Glewwe and Kremer, this volume.
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the cost of teacher quality. For example, the costs of various training programs (pre-
service and in-service) focused on improving teacher quality can be estimated, but they
are never related to variations in teacher quality that are achieved. Similarly, discussions
of salary policies tend not to be related to any measures of teacher quality. Attention to
cost issues is a neglected area that sorely needs further work.

A second area of considerable neglect has been the interaction of teacher unions with
teacher quality. Although it is widely believed that teacher unions create rigidities in
hiring systems, little specific analysis identifies the magnitude or impact of these.23 The
discussion of retention and selection of teachers, for example, suggests that more fo-
cused policies might improve teacher quality, but these policies would appear to conflict
with many union objectives and contract restrictions. Such an analysis, which necessar-
ily gets into questions of political economy, is closely related to issues of policies related
to incentives.

Along the same lines, much of the current policy discussion of accountability in
schools and of choice in schools has a direct bearing on teacher quality concerns. In-
deed, most people would see the potential effects of these policies as coming through
their impacts on teacher quality. But, again, little is known about the potential interac-
tions of these institutional structures and teacher quality.

Finally, recent advances in the economic analysis of contracting has obvious applica-
tion to schools. The range of questions involving partial observability of performance,
principal-agent problems, and the like are frequently motivated by suggestions of school
reward structures [see, for example, Baker (1992, 2002), Lazear (1995)].

8. Conclusions

The growth in interest in questions of teacher quality is being met by an explosion of
new data and analytical possibilities. This is married with increased interest in new
strategies to separate true causal effects from associations due to selection and omit-
ted variables. It seems reasonable then to presume that many of the open issues in the
discussion here will soon be addressed if not resolved.
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1. Introduction

In most countries in the world there is frequently a shortage of qualified teachers.
Teacher shortages are not a new phenomenon. In 1967, 83 out of 91 countries, when
surveyed [see IBE/UNESCO (1967)] said they were experiencing a shortage of sec-
ondary teachers. Since then, a vast literature in education policy from many different
countries, has described the teacher supply problems and suggested policies to handle
their own version of the shortage. Why does the supply of teachers cause a problem?
Simply stated, in most countries in the world, the market for teachers is dominated by
the government (or the federal state authorities) in the sense that the demand for teach-
ers is a public sector demand and often the government will set teachers wages. In this
context the root of the problem will be that the relative wages in teaching are too low to
attract young people into the profession.

It is difficult to overstate the importance of teacher supply issues. Accordingly the
problems have received high profile attention in the UK and the USA. In a major high
level review of the problems in the US education system Darling-Hammond (2000) sug-
gests that qualified teachers are not only a major determinant of student achievement but
also one of the most inequitably distributed resources. She documents how poor children
are exposed to lower quality teachers and poorer curricula. She describes a range of pol-
icy options to successfully recruit, prepare, retain and support a diverse, well-qualified
teaching force. She comes down in favor of policies which increase teacher salaries, pro-
vide teachers with more support, renewed efforts on training and recruitment including
more proactive recruitment, improved mentoring and induction for beginning teachers
and designing schools to provide more support for teaching and learning.

The approach of this overview will be to first provide some empirical insight into the
market for teachers by examining the supply of teachers and their salaries in the UK,
USA and the rest of the world. We then provide an overview of the different theoretical
and statistical models which have been used in the literature to investigate the supply
of teachers. Sections 4 and 5 of the chapter provide an overview of the results which
have been found from various countries about the factors which empirically influence
the supply of teachers.

2. Empirical evidence on teacher supply and salaries

2.1. Measuring teacher supply

The measurement of teacher supply and most specifically the changes in teacher sup-
ply from year to year is problematic. The teacher supply function would theoretically
be described by knowing how many teachers would be prepared to work at any given
teacher wage on offer. Such a supply function, based on aggregating individual poten-
tial supply decisions, is difficult to recover. To clarify the different concepts we employ
the terminology used in the UK. In the data which exists in several countries there are a
variety of ways in which the change in teacher supply can be measured:
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1. Changes in the pool of inactive teachers (PIT), i.e., those who have previously
qualified as teachers but are currently not working as teachers.

2. Changes in the size of the pool of recoverable teachers (PRT) – who are those
members of the PIT who can, in fact, be induced to re-enter teaching.

3. Changes in the stock of those teachers actually in service. This is the Zabalza,
Turnbull and Williams (1979) definition and it relies on the idea that this stock is
the number of people actually employed at the current salary on offer.

4. The number of new entrants into teaching.
5. The number of those leaving teaching.
6. The number of people enrolling and leaving teacher training programmes.
Figure 1 shows the teacher demand and supply elements that may be used to deter-

mine if the teacher labor market is in shortage or in surplus. Determining the demand
for teachers is relatively more straightforward, as demand is dependent on the number
of pupils in the country and on the Government’s desired Pupil Teacher Ratio (PTR).
The higher the number of pupils enrolled in schools along with a lower PTR target set
by the Government will boost demand for teachers.

The supply of teachers as outlined in Figure 1 can be divided into two: the current
supply of teachers and the potential supply. The current supply of teachers, consists of
those who are currently in service in the teaching workforce. These teachers in service
are denoted by “s” in Figure 1 and would contain those who are continuing teachers, the
new entrants (e) and the re-entrants (rf ). The new entrants are those who are first timers
teaching in public schools while re-entrants are those with previous teaching experience
in public schools, who left and are now returning to teaching. The number of students
enrolled in the Initial Teacher Training (ITT) courses sustains the flow of new entrants
as they can enter into teaching upon completion of their training. A shortage (ex) occurs
when the demand for teachers is not matched by supply and a surplus occurs when the
current supply of teachers exceeds the demand of teachers.

To complete the teacher supply and demand model, the outflow of teachers needs
to be considered as well. Wastage makes up the outflow of teachers from the current
supply. This group of leavers can be divided into those who leave at retirement age and
those who leave for reasons other than retirement (i.e., those below the age of 60–65).
When teachers (and those who are qualified to teach) leave the profession, they become
inactive and enter the stock of potential teachers in the Pool of Inactive Teachers (PIT).
In addition to the leavers below retirement age, the PIT also contains the ITT graduates
who do not enter into teaching. A second component in the potential supply of teachers
is the Pool of Recoverable Teachers (PRT). The teachers in the PRT are those who leave
the profession but can be enticed to return to teaching and are therefore the main source
of potential supply.

Using the distinctions in Figure 1 it is possible to argue that several of the variables
which may exist in national data may serve as an adequate proxy for the state of teacher
supply. It should be appreciated that there are limitations with all these proxy measures
of the supply of teachers.
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Figure 1. Teacher demand and supply.
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The problem with using the PIT figures is that the calculation of these figures is sub-
ject to various assumptions about the retirement rate. The same is true of the PRT. Using
the Zabalza, Turnbull and Williams (1979) definition of supply – as the number of peo-
ple actually in teaching – does not give an adequate idea of the number of people who
could teach. The number of people in post determines the actual number of people in
teaching. It takes no account of the number of vacancies or the number of unemployed
teachers who are seeking jobs but cannot find them. Importantly there may be a geo-
graphical mismatch of those seeking teaching jobs and where the vacancies are. In the
UK there are many more vacancies in London and the South East but many more trained
teachers who are not in work but seeking jobs in the North of England.

Using the wastage from teaching as a measure of supply is clearly indicative of the
outflow rate from teaching but takes no account of the inflow rate. The problems with
using the numbers entering and leaving ITT are that this gives one an impression of only
part of the inflow rate. Other streams in the inflow are those who are possible re-entrants
to teaching.

2.2. Evidence from the US

The empirical position on teacher supply and demand in the USA has been docu-
mented by Maaske (1951), Kershaw and McKean (1962), Kelsall and Kelsall (1969),
Graybeal (1974), Corrigan (1974), Weaver (1983), Dimmock (1980), Haggstrom,
Darling-Hammond and Grissmer (1988), Darling-Hammond (1989), Boe and Gilford
(1992), Billingsley (1993), Boe, Bobbitt and Cook (1997), Grissmer and Kirby (1997),
Flyer and Rosen (1997) and Darling-Hammond and Berry (1999). The account of the
teacher supply position in the USA is brought up to date in Dolton, Tremayne and
Chung (2003) and Dolton, McIntosh and Chevalier (2003).

In the USA, each Federal state is autonomous in acting as the teacher employer,
deciding on the teacher training requirement, recruitment and pay issues. Therefore
Dimmock (1980) suggests that the teacher labor market in the USA conforms to a
laissez faire model. The USA does not have a set of consistently collected aggregate na-
tional education statistics. This means that although it is possible to obtain data on pupil
enrollment changes and teacher numbers over time, other statistics such as the number
of new entrants, new graduate teachers, re-entrants and wastage rates are unavailable for
the USA. The actual data on some of these groups of teachers (mainly leavers, mover
and new entrants) are limited to the years when the National Center of Educational Sta-
tistics’ School and Staffing Survey (SASS) is conducted, that is, 1987–1988, 1990–1991
with follow-up surveys in 1988–1989, 1991–1992 and 1994–1995. In Figure 2 we graph
the change in the pupil enrollment over the 1960–2000 period. From this graph it can
be seen that the school pupil population was growing up until the 1970s then it declined
until the 1980s before growing again from 1986. These trends will be reflected directly
in the demand for teachers.

Figure 3 shows the number of teachers in the USA from 1960 to 2000. Teacher num-
bers in the USA were increasing throughout the 40-year period. Breaking it down into
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Figure 2. Pupil enrollment change in the USA, 1960–2000. Source: NCES.

Figure 3. Number of teachers in the USA, by sector, 1960–2000. Source: NCES.

the different decades, the 1960s saw the highest growth in the number of teachers (at all
levels) in the USA. This high growth in teacher supply was encouraged by the post-war
baby boom. The total number of teachers was growing at an average of 4% in the 1960s,
decreasing to 0.8% in the 1970s and the 1980s and increased substantially by 2.07% in
the 1990s. The growth in the teacher numbers by each schooling level is similar to that
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found at the total level. Secondary school teachers were increasing faster than the El-
ementary school teachers with the exception of the 1980s where the Secondary school
teacher’s growth was negative (−0.23%).

Putting the data on teacher and pupil numbers together it is possible to graph the
teacher pupil ratio for the USA over the period 1965–2000. Figure 4 shows the trend of
the teacher–pupil ratio in the USA from 1965 to 2000. In essence this is the pattern of
teacher supply relative to pupil numbers. It suggests that on average pupils in the USA
were taught in classes of 23 in 1965 – but this has fallen to classes of 16 by 2000. This
represents a dramatic growth in teacher supply over the last 35 years in the USA.

In examining the teacher supply and demand situation in the USA, we can apply
the model used by Weaver (1983) who looked at the number of additional teachers
required in the event a change in 3 factors, i.e., the change in the teacher turnover rate,
the change in the pupil–teacher ratio and the change in pupil enrollment. Additional
demand was then derived from taking the total number of teachers required as a result
of these 3 factors.

On the supply side, Weaver’s model looked at how this additional demand could be
filled by new graduates and re-entrants in the profession. The supply of new graduates
in Weaver’s model is limited due to the lack of data on the number of new graduates
in teaching. While he was able to obtain actual numbers of new graduates in teaching
for 1970–1980, he had to estimate the number of new graduates in teaching for his
remaining years of 1980–1990.

Weaver used linear extrapolation to estimate the number of new graduates for the
years 1980–1990. This extrapolation of the supply of new graduate teachers is based

Figure 4. Teacher–pupil ratio in the USA, 1965–2000.
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Figure 5. Additional demand for teachers in the USA, 1960–2000. Source: Weaver (1983) and own calcula-
tions.

on the average rate of change for the previous five years of information. Therefore, if
supply shows a net decline for the period 1975–1980, the 1981 supply and supplies
to the subsequent years to 1990 will show a continuous decline. Applying this same
method it is possible to extend Weaver’s data set to the year 2000. The total number of
additional teachers required in the USA for the period 1960–2000 is shown in Figure 5.

One important factor which this research on teacher supply ignores is the qual-
ity dimension in the teacher stock. This is an important aspect of supply which has
been variously treated by Ballou (1996), Ballou and Podgursky (1997, 1998a, 1998b),
Lakdawalla (2001) and Corcoran, Evans and Schwab (2002). The suggestion has been
that teacher quality has been falling in the US mainly due to the opening up of alternative
career options for women. If this was correct then the “effective supply” as measured
by the TPR in efficiency units may not be rising as graphed in Figure 4. This assertion
has been questioned by Corcoran, Evans and Schwab (2002).

While we do not have a trend of the number of teachers leaving in the USA, in a
NCES report on the “characteristics of stayers, movers and leavers: results from the
Teacher Follow-up Survey of 1994–1995”, it is reported that the teacher attrition rate
in public schools in the USA was 6.6 percent between the 1993–1994 and 1994–1995
school years. In the USA, teachers who were likely to leave are teachers in their first
years, younger woman teachers, white teachers compared to black teachers, secondary
school teachers, teachers with high scores on standardized tests and teachers who were
paid the least [Murnane et al. (1991)].

In the 1994–1995 Teacher Follow-up Survey, the main reasons cited for leaving were
retirement and pregnancy/child rearing. Many teachers in the USA were leaving the pro-
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fession due to dissatisfaction in the teaching conditions at school. In the NCES (1997)
report, student discipline and related problems were some of the reasons given for teach-
ers wanting to leave the profession. There is also evidence that indicates that relative
wages play a role in the decisions that teachers take in deciding whether to continue
in their teaching career or not. The NCES (1997) reported that 53.1% of public school
teachers were of the opinion that higher salaries would be the most effective way of
retaining teachers at schools. This indicates that the teacher labor market would need to
be competitive enough to attract and retain teachers in the profession.

When the two elements of teacher supply and demand are interacted, the picture is
that between 1945 and 1969, the USA faced a shortage of teachers but that there was a
surplus of teachers in the decade after 1969 [Dimmock (1980)]. The main reason for this
surplus of teachers in the 1970s was the falling number of pupils enrolled during this
period. From Figure 2, the pupil number declined dramatically in the 1970s, especially
among the elementary pupils. The decrease in the number of pupils enrolled caused the
number of teachers required to decrease and hence, caused a teacher surplus.

In the past two decades there has been a shortage of teachers in the USA because of
the increasing number of pupils. The shortage has been exacerbated by the fact that the
teachers who were hired during the baby boom years are now approaching retirement.
There has also been considerable political pressure at the federal level to reduce class
size. Hence, there is now a need to fulfill additional demand for teacher as a results
of the changing pupil teacher ratio and pupil enrollment, as well as a need to fill the
vacancies left by retiring teachers. In Hussar (2002), it is predicted that by 2008–2009,
1.7 million to 2.7 million teachers would need to be hired by public schools in the USA.

Figure 6 graphs the trend in the relative teacher wages in the USA from 1959 to 2000.
We can see that teachers earned 19% and 24% above the average wage in 1970 and 1990
respectively, but that in between these years teacher’s relative pay has declined to be-
tween 6–8% of average earnings in 1959, 1979 and 1999. A major factor in the decline
of teacher salaries in the 1970s was the surplus of teachers over these years. However,
since teacher salaries are set at the state level it is more difficult to explain the process
by which these salaries adjust to market forces.

In the next section of this chapter, we will examine why not only average relative
wages in teaching are important for teacher supply but also the pattern of teacher and
nonteacher pay over the life cycle is important. Figure 7 shows what the profile of
female average teacher pay and nonteacher pay by college graduates is over the life
cycle. We see from this figure that nonteacher pay is higher for most of the life cycle but
that the two curves cross after about 30 years of work experience. The corresponding
graph for men (not shown) does not have these two functions crossing. This finding
is consistent with that described by Flyer and Rosen (1997). This suggests that the
occupational choice of becoming a teacher or a nonteacher must be made not only on
financial grounds. We return to this important question in the next section.
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Figure 6. Teacher relative wages in the USA.

Figure 7. The life cycle average monthly female teacher and nonteacher wages of USA graduates ($2002).
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2.3. Evidence from the UK

There has been a large literature summarizing the labor market situation for teachers in
the UK over the last 30 years [Tropp (1957), Ahamad (1970, 1973), Zabalza, Turnbull
and Williams (1979), Dimmock (1980), Blackstone and Crispin (1982), Booth (1989),
Straker (1991a, 1991b), Grace (1991), Grace and Lawn (1991), Fidler, Fugl and Esp
(1993), Wilson and Pearson (1993a, 1993b), Dolton (1996), Hutchings et al. (2000),
Smithers and Robinson (2000a, 2000b, 2001)]. Edmonds, Sharp and Benefield (2002),
Godwin (2002) and Ross and Hutchings (2003) all survey the alternative policies for
attracting and retaining teachers in the UK. These papers provide a thorough overview
of the institutional and administrative detail of the UK system of teacher pay and school
organization. They include a description of the UK funding. They detail the various
initiatives which have been used in the UK to attempt to overcome the problems with
teacher shortage. This section reviews the empirical position regarding teacher supply
and demand and the factors like relative teacher salaries which influence it.

Figure 8 graphs the trend in pupil numbers in the UK over the 1947–2000 period. The
“switchback” nature of these trends show clearly the nature of the baby boom periods
of the immediate post war period and that of the late 1960s. The graph shows how the
balance of the demographic structure of the school population will shift the demand for
teachers. In 1947 there were 3.7 million primary school pupils and only 1.2 secondary
pupils. By 1984 there were 4 million of both primary and secondary pupils. This pattern
will have a dramatic impact on the relative demand for primary and secondary school
teachers.

Figure 8. Primary and secondary school pupil numbers in the UK, 1947–2001.
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Figure 9. Teachers in service, UK 1947–2000. Source: Statistics of education.

Figure 9 depicts the situation of teachers in service in the UK for the period
1947–2000. The number of teachers in service rose markedly up until 1980 and has
been declining since then. The number of teachers in service will be determined directly
by the number of pupils to be taught and the pupil teacher ratios which are used. A sim-
ilar pattern is observed among the male and female teachers. The ratio of female–male
teachers in the UK for the period 1947–2000 is 60:40. Teaching is also a predominantly
female occupation in most other OECD countries.

Looking at the information in Figures 8 and 9 we can derive the overall supply po-
sition by graphing the teacher pupil ratio experienced by pupils in the UK over the
1947–2000 period. This is graphed in Figure 10. It shows that the average child in a UK
primary school was taught in a class of 29 in 1947; that this declined to 20 by 1990 and
has subsequently risen to 23 in 2000. The average secondary school pupil was taught in
a class of 27 in 1947, 16 in 1990 and 22 in 2000.

The interaction between supply and demand will tell us if there is a shortage or sur-
plus of teachers in the UK. The number of pupils and the Government’s published target
pupil teacher ratio determines the demand for teachers. For example, in 2000, there
were 4,278,123 primary school children (full-time equivalents). According to the Gov-
ernment’s target pupil teacher ratio1 there would be 21.2 primary school children for
every primary school teacher, implying that over 210,000 primary school teachers are

1 Successive government publications have included a figure for a desired target pupil teacher ratio for
primary and secondary schools. See Bee and Dolton (1995) for the details of the UK government’s published
desired PTR.
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Figure 10. Teacher–pupil ratio in the UK, 1947–2000.

Figure 11. Excess demand of teachers, by sector, UK, 1947–2000. Source: Own calculations.

needed. In actual fact, there were over 183,000 primary school teachers in 2000, im-
plying an excess demand of around 27,000 primary school teachers. A similar analysis
for secondary school teachers reveals that there was an excess demand of nearly 16,000
teachers, giving the overall excess demand figure of approximately 34,000. Figure 11
uses this logic to chart the situation for all years since 1947.
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The graph shows that there has been an overall excess demand for teachers almost
continuously throughout this period. However, closer inspection shows that there has,
in fact, been a surplus (negative excess demand) of primary school teachers over the
1973–1998 period. This is a feature of the market in the UK – namely that in some
segments of the market there is a shortage and in others a surplus. Overall there is a
shortage but this disguises the surplus of primary school teachers which is offset by the
shortage of secondary school teachers and in particular science and maths teachers and
teachers in London and the South East of England.

A major part of the structural determinants of teacher supply relates to the rate at
which males and female teachers leave the profession during their careers, the extent of
wastage from the profession and how it has changed over time and what has happened
to the stock of inactive teachers and those who could return to the profession. We exam-
ine these factors for the UK in Figures 12–14. Figure 12 shows how women leave the
occupation in much larger numbers during their child rearing and household production
years than men but subsequently return to the job in their later life.

The average wastage rate by gender is graphed in Figure 13. It shows how on average
around 10% of female teachers in the UK leave the job each year. Traditionally male
wastage from teaching was much lower at around 5% up until the mid-1980s. Since
then the rate of male wastage from the profession has risen markedly to around 8% per
year in the 1990s. These trends give cause for concern for the UK government since
male teachers are predominantly secondary school teachers and are more likely to be in
science and maths subjects.

Figure 12. Exit rates of trained teachers by gender over experience.
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Figure 13. Male and female wastage rates in the UK, 1959–2000.

Figure 14. The change in the pool of inactive male and female teachers in the UK, 1960–2000.

The trend of the change in the male PIT and female PIT as presented in Figure 14
show an upward trend with a decreasing change over the years. This means that in every
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Figure 15. UK relative teachers’ wages. Source: Own calculations.

year the PIT and the PRT is growing but that this growth has slowed down over the last
25 years.

Having observed the trends of teacher supply in the UK and from the literature that
is available on teachers, we recognize that teachers’ pay relative to other graduate oc-
cupations is of prime importance, since it is relevant to consider how graduates make
choices between becoming a teacher and taking up another occupation. Figure 15 graphs
the relative earnings of teachers compared to average nonmanual earnings and national
average earnings.2 The highest relative wages were paid to teachers in the mid-1960s,
followed by a considerable deterioration in the period up to 1973. There followed a
series of dramatic adjustments after the Houghton Report (1974) and the Clegg Com-
mission (1980) recommended that teachers’ pay had been allowed to decline too far.
More recently, the 1990s have seen a continuous decline in the relative wage of teach-
ers, although of less dramatic extent than the decline of the late 1960s and early 1970s.

2 Data on earnings are available from two sources, the October survey of earnings and, since 1968, the New
Earnings Survey (NES). With respect to average earnings of all employees, the two surveys give similar esti-
mates over the period that they are both in existence, and so the reported average earnings is a simple average
of the two estimates. For specifically nonmanual earnings, the DfES’s Labour Market Trends (formerly the
Employment Gazette) reports an index based upon the October Survey until 1970, and from then onwards,
the NES. However, the resulting estimate is considerably above the estimate of nonmanual earnings supplied
by the NES, and so in Figure 3, we only display teachers’ earnings relative to the nonmanual average from
1968 onwards using the NES. We estimate the position relative to nonmanual earnings for 1966 (to gauge
the situation for our first cohort), by adding the average difference between the October Survey and NES
estimates of teachers’ earnings relative to nonmanual earnings (approximately 20 percentage points), to the
October Survey estimate of the relative position for that year.
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(a)

Figure 16. Age-earning profile of primary school teachers, secondary school teachers and an alternative oc-
cupation, (a) males and (b) females, 1975–2000. Source: DfES publications, NES and LFS.

Of course in the decision to become a teacher it is possible that the individual would
consider the lifetime profile of earnings in the alternative career destinations. In Fig-
ure 16(a) we graph the average salary profile over the life cycle3 of a male teacher and a
graduate who works in an alternative occupation.4 The figure displays the age-earning
profile for males for selected years. The alternative occupation (Alt_Occ) legend repre-
sents the earnings in the alternative occupation for those with a teaching qualification
who do not teach. In recent years we can see that the male nonteacher in the UK has

3 This figure is complied from Labour Force Survey data and represents only the life-time earnings as mea-
sured in 2001 prices for teachers and other graduates based on salary data for people aged less than 25, 25–29,
30–39, 40–49, 50–59, 60–64 in each year from 1975, 1980, 1985, 1995 and 2000. They of course do not nec-
essarily reflect what will be the lifetime earnings of those beginning their career in each year based on what
they could observe people of different ages in teaching and alternative occupations earning in each of these
years.
4 Early studies of teacher salaries in the UK are Greenhalgh (1968), Conway (1962a, 1962b), Thomas

(1973), Turnbull and Williams (1974).
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(b)

Figure 16. (Continued.)

an average salary which always exceeds that of the teacher. The position is completely
reversed for women as we see in Figure 16(b).5

Overall, in Figure 16(a), it is quite clear that the earnings of male teachers were
uniformly higher than earnings in the alternative occupation in 1975. But over time, the
earnings profile in the alternative occupation has been shifting up whilst that of teachers
has been moving down. By 2000, it is clear that the wage in the alternative occupation
is almost uniformly above that of teaching.

Additionally, the lower age categories appear to be earning a much higher level of
earnings in the alternative occupation in all years after 1975, while in the later age cat-
egories, earnings from teaching exceed earnings from the alternative occupation. This
gap between the older age grouped teachers and nonteachers is clear in the 1980s. How-
ever, the age-earnings profile in the 1990s and into the new century appear to indicate a
slow erosion of the higher level of earnings for the older age group in teaching compared
to the alternative occupation. Calculations based on these graphs indicate strongly that

5 These life-cycle earning profiles do not cross even if we plot the teacher wage at the 90th percentile and
the nonteacher wage at the 10th percentile.
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males benefit financially from being in an alternative occupation compared to the teach-
ing profession. The same analysis for women in Figure 16(b) shows that although the
age-earnings profile in teaching drifts down over time, it is still above that in the alter-
native composite occupation. In Dolton and Chung (2004) full details of the analysis is
reported. The authors show that internal rate of return to teaching has been declining for
the last 25 years and is now negative for men and this means that on average men lose
up to £40,000–67,000 in terms of the Pet Present Value of Earnings over their lifetime
whereas women gain approximately the same relative to an alternative occupation.

The above analysis begs the question about why an individual male graduate will
decide to enter the teaching profession. There are several explanations which must be
borne in mind: firstly that nonpecuniary factors (like hours of work, job satisfaction and
the type of vocational element to work) loom large in the individual’s choice, second
that the average graduate who enters teaching has a lower ability or exam performance
making it less likely that they will get a nonteacher graduate job; or finally that compo-
sitional differences between the teacher and nonteacher populations regarding subject
specialty, gender and other factors are the cause. We will return to these explanations
in considering the theory of teacher/nonteacher occupational choice and examine the
empirical validity of these explanations in the empirical econometric literature we ex-
amine.

2.4. Evidence from the rest of the world

The literature on aspects of teacher supply in the other countries in the rest of the
world is large. See Macdonald (1999) for an international review of teacher attrition.
There have been studies on Argentina by Vegas, Pritchett and Experton (1999), Aus-
tralia by Lewis and Norris (1992), Belgium by Van den Berghe (2000), Bolivia by Piras
and Savedoff (1998), Brazil by Vegas (1999), Delannoy and Sedlacek (2000) and the
OECD (2001), Canada by Tremblay (1997), Press and Lawton (1999) and McIntyre
(1998), Cote d-Ivoire by Komenan and Grootaert (1990), Ghana by Glewwe and Jacoby
(1994), Israel by Angrist and Lavy (2001), Mexico by Nelson, Lutenbacher and López
(2001) and Lopez-Acevedo and Salinas (2001), Nigeria by Abubakar (1983), Norway
by Falch and Storm (2002), Bonnesronning, Falch and Strom (2003), the Netherlands by
Borghans (1991), New Zealand by Gilbert, King and Cregan (2002), Oman by Al-Salmi
(1994), Philippines by Acedo (1999), South Africa by Black and Hosking (1997) and
Kgobe (1995), Switzerland by Wolter and Denzler (2003), Trinidad and Tobago by
Premdas (1971) and Zimbabwe by Chivore (1985). Chapman (1983) provide a review
for the developing countries of the world.

The single most comprehensive source of comparative information about teachers in
different countries around the world is in OECD (2001). Together with the “Education
at a Glance” publications from the OECD (2002a, 2002b) and earlier years it is possible
to build up a picture of what has happened with teachers in different countries. These
publications provide information on teacher salaries, both starting, as well as 15 years
into the profession, educational expenditure, the percentage of teachers who are women,
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teacher work hours, educational personnel as a percentage for the labor force, instruc-
tion time by subject. In addition much of this information is available across primary,
lower secondary and upper secondary school sectors.

Data of the kind we have examined for the USA and the UK relating to pupil num-
bers, teacher numbers, teacher wages and other factors relating to teacher supply are
difficult to obtain on a consistent basis for most other countries for any reasonable time
series.6 Hence, in order to understand what is happening across countries we turn to an
examination of evidence from a cross section of OECD countries data. Until now we
have explored the evidence relating to the different aspects of the teacher labor market
in the UK and USA over time over the whole post war period. In this section, we will
attempt to shed light on the relationship between teachers’ salaries and some economic
and educational variables for most of the OECD countries.7

It should be noted that a major difficulty in any study of this sort is the existence of
heterogeneity in the educational systems of the different countries that cannot be easily
observed. This is an inevitable shortcoming in the data set that we have used in this
section. Nevertheless an examination of this nature, i.e., using a cross-country set of
data would be interesting. In such an analysis, each country would be at different points
in the economic cycle and hence, any significant relationship between the variables
representing teacher supply and the economic cycle in this data set would be evidence
of a link between these two components.

Our task is to explain the variation in teacher’s salaries across different countries by
relative supply and demand factors having controlled for the basic cross country het-
erogeneity which can be observed. In the OECD data there is information on teacher:
starting salaries, salaries after 15 years, and salaries at the top of the professional pay
scale for the Primary, Lower Secondary and Upper Secondary levels in the education
system. All this data is presented in terms of indexed purchasing power parity in US
dollars and are therefore directly comparable. From this information it is possible to de-
rive relative teachers pay compared to GDP per head and teachers pay per hour. Dolton
and Marcenaro-Guiterrez (2004) discuss all these different possible dependent variables
of interest. Here we report only their results for the last two, most interesting, variables.

The data which is available from the OECD “Education at a Glance” publications
allows us to construct a panel data set relating to 1995, 1996, 1998, 1999, 2000 and
2001.8 For most of these years up to 35 countries are observed. At the maximum this
gives us in our unbalanced panel data set of 425 observations (i.e., 35 countries, times
3 education sectors times 6 years minus missing values). However, for some variables
not all years are observed. This means that our resulting panel data is unbalanced. In
this data basic characteristics of the educational system are observed (or derived).

6 Waterreus (2003) plots age/wage profiles in teaching and nonteaching for 7 countries France, Germany,
US, UK, Sweden, Australia and the Netherlands for men and women separately.
7 The data is available for countries which participated in the WEI Project. This project was carried out by

the OECD and UNESCO, with the support of The World Bank.
8 There are unfortunately no data for 1997 published by the OECD.
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In the endogenous growth literature the relationship between education and growth
has been extensively examined. The relationship between teacher supply and economic
growth is therefore one of interest [see Tamura (2001)]. We measure the nature of the
country’s investment in education by the level of educational expenditure as a fraction
of GDP and we control for the rate at which a country is growing, since clearly this
will constraint its choice set of educational investment possibilities. The relative supply
of teachers is measured by the number of teachers (and other educational staff) as a
fraction of the labor force and the student–teacher ratio in the education system. An
additional supply factor relates to the composition of the teacher stock in terms of the
proportion of teachers in the country who are women. We also control for the number of
teacher hours supplied in the country, as obviously fewer teachers can compensated for
by a lower number of teachers working more hours. The changing nature of the demand
for teacher services is proxied for in this data by the demographic growth in the size of
the population of school age. In addition we are able to control for the salary differences
in the three education sectors: primary, lower secondary and secondary schools.

We also collected data to try to control for the quality of educational output – by using
results on the PISA tests – and the relative importance of science and mathematics in
the curriculum of each country – by using the fraction of time spent on these subjects in
the curriculum. The suggestion here is that since there is a relative shortage of teachers
in these subjects in most schools then this might show up in the relative earnings of
teachers if the fraction of time devoted to science and mathematics was higher. In the
event neither of these two variables were significant in our regressions and since they
reduced our sample size somewhat further we have omitted these results.

Table 1 presents the regression estimates of the aggregate factors that have an im-
pact on the teachers salaries (expressed in PPP) relative to GDP per head and average
teachers’ salaries per hour in primary education, lower secondary education and upper
secondary education. It shows the results of two different specifications for each of the
two different dependent variables, those obtained by using OLS on the whole data and
random effects when treating the data as a panel.

Looking at the table as a whole there are some clear indications that the relative
supply of teachers, as measured by the stock of teachers in the labor force, has a clear
effect on teacher salaries in the intuitively sensible way – that it to say – the greater
the potential supply, the lower will be teacher’s earnings. Likewise the pupil–teacher
ratio has a supply effect which is picked up in the OLS results but not significant when
the data is recognized as a panel. On the demand side it appears that as the stock of
school age children grows then this demand push will factor into higher teacher wages
per hour – although not into higher teacher’s wages relative to GDP per head.

Further evidence of the influence of supply factors is present in the significance of
the percentage of teachers who are women for both of the dependent variables under
consideration. This variable has a negative impact on teachers’ salaries. This may result
from the possibility of gender wage discrimination or from the occupational segregation
which takes place in most countries where teaching is still regarded as predominantly a
female occupation. Alternatively, it may be a consequence of the different career pro-
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Table 1

Estimation explaining the variation in teachers’ salaries across 35 countries from 1995–2001

Variables Teachers wage/GDP per head Teachers wage per hour

OLS Random effects OLS Random effects

Coefficient S.E. Coefficient S.E. Coefficient S.E. Coefficient S.E.

Constant 1.1302∗∗∗ 0.272 1.5344∗∗∗ 0.5833 32.8512∗∗∗ 6.4504 25.9023∗∗ 12.3274
Teachers and educational staff as a fraction
of the labor force (%)

−0.1917∗∗∗ 0.0451 −0.2908∗∗∗ 0.1075 −3.2530∗∗∗ 1.0246 −2.1446 2.4813

Teaching hours per year 0.00003 0.0002 0.0003 0.0003
Women fraction of teaching staff (%) −0.0073∗∗∗ 0.0024 −0.0018 0.0027 −0.5717∗∗∗ 0.0545 −0.2796∗∗∗ 0.0523
Lower secondary dummy 0.1083 0.0662 0.1579∗∗∗ 0.0605 −0.4816 1.5716 2.5731∗∗ 1.1642
Upper secondary dummy 0.1413 0.0811 0.2533∗∗∗ 0.0866 −1.7056 1.9602 5.2414∗∗∗ 1.6747
GDP growth (%) −0.0098∗∗∗ 0.0019 −0.0089∗∗∗ 0.0016
GDP per head 0.0014∗∗∗ 0.0001 0.0009∗∗∗ 0.0001
Expenditure on educational institutions as
a percentage of GDP

0.2452∗∗∗ 0.0355 0.1617∗ 0.0893 6.1510∗∗∗ 0.9495 4.1793∗∗ 1.9743

Student–teacher ratio 0.0287∗∗∗ 0.0045 0.0085 0.0059 0.0921 0.1326 −0.0443 0.1330
Growth in the size of the population at the
age of primary/lower secondary and upper
secondary education (%)

0.0001 0.0030 0.0035 0.0039 0.2415∗∗∗ 0.0626 0.1071 0.0755

Number of observations 425 425 in 30 countries 388 388 in 30 countries

F-statistic 26.35 89.29
R-squared within 0.118 0.4011
R-squared between 0.471 0.7659
R-squared overall 0.349 0.327 0.646 0.6289

∗Coefficient significantly different from zero at 10% confidence level.
∗∗Coefficient significantly different from zero at 5% level.
∗∗∗Coefficient significantly different from zero at 1%.
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motion prospects faced by the male and female teachers in the various countries that we
examine.

With our two different dependent variables we must be careful how we control for the
relative wealth of a country and the effect of economic growth. When using the teacher’s
wage relative to GDP per head we can clearly only control for economic growth and not
the absolute size of the wealth in the country. However in the teachers wage per hour
equation we must control for this absolute wealth effect although this will limit the
specification to exclude growth in GDP. This specification strategy will hopefully allow
us to assess the importance of wealth in explaining teachers’ salaries in the different
countries.

The results relating GDP growth to teachers’ relative salaries compared to GDP per
head indicate that there exists a negative relationship between the changing wealth of a
country and their teachers’ salaries. This may be due to the rate at which an economy
grows is largely determined by the productivity of the private sector. Those countries
which have private sectors which are growing more rapidly are more likely to be leaving
their public sector workers behind – in relative pay terms. Looking at the teacher pay
per hour results we find that the wealthier a country is (as measured by GDP per head)
the more likely they are to pay their teachers more per hour. As expected, any increase
in the expenditure on educational institutions (as a percentage of GDP) has a significant
and positive effect on teachers’ salaries.

Two dummy variables are used to measure the differences among teachers’ salaries
in the lower secondary, upper secondary and primary education levels (the latter is the
reference group). These variables are have positively significant coefficients when the
panel models are estimated suggesting that when cross country heterogeneity is ac-
counted for then there is some evidence that teachers in lower or upper secondary
schools are paid up to 15% or 25% more, respectively, than their primary school coun-
terparts.

The overall goodness of fit of these estimated equations is reasonable with around
32–35% of the variation in teacher’s wages relative to GDP per head explained and
62–65% of the variation in teachers wages per hour explained. This indicates that the
included variables have a reasonable capacity to explain the variance observed in teach-
ers’ salaries in the countries sampled. Moreover, the results of the F-test indicate that
the model estimated is significant at the 1% confidence level (for both specifications).

3. Modeling teacher supply

A variety of theoretical econometric models have been used to estimate aspects of
teacher supply. The OECD (2002a, 2002b) report on teacher supply is careful to dis-
tinguish the different components of a satisfactory explanation of teacher supply. These
would include: an explanation of the choice of training to be a teacher by those eligible,
the initial occupational choice and entry into the profession, what conditions whether an
individual leaves or stays in the job and the length of duration in the job, and who returns
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to teaching after an interruption to working in the job. Additional supply considerations
are the hours of teaching and nonteaching time an individual teacher chooses to supply
and whether the individual will be absent from work on any specific day. Finally, how
can individual’s teachers supply decisions be aggregated to provide a national picture
about aggregate supply?

This section starts with a simple characterization of the aggregate market in diagram-
matic terms before examining, in some detail, the models which have been used to
model individual training and occupational choice, entry to the job, exit from the job
and duration in the job.

3.1. A simple model of the aggregate teacher labor market

In the Zabalza, Turnbull and Williams (1979) model of the labor market, the demand
for teachers is formulated in terms of the number of children of school age, and the
government’s own desired pupil–teacher ratio. Clearly, if the government was willing
to accept larger class sizes then it could cut the demand for teachers immediately by
increasing its desired pupil–teacher ratio. Since in many countries the current political
climate puts pressure on governments to cut class sizes and improve SAT examination
performance, this option is unlikely to be adopted. The other factor determining the
level of demand for teachers, the number of children who require teaching, is outside
government control. It would therefore appear that the most feasible route for reducing
the excess demand for teachers is via an increase in their supply. The supply of teachers
is the focus of this chapter.

The supply of teachers can be regarded as all those currently in teaching, plus those
currently not teaching, but who are qualified to teach, and would consider teaching if
the conditions were right. The supply issues at stake are therefore ones of recruitment
and retention, as well as inducing the return of qualified individuals who have left the
profession. There are many factors that are likely to influence the supply of teachers,
such as the relative earnings on offer in teaching and other careers, other labor market
opportunities, and varying relative nonpecuniary conditions of work. To a certain extent,
some of these factors can be controlled by the government (or federal authorities), for
example, the earnings that teachers receive, and so public policy can have an influence
on supply.

Much of the analysis that follows focuses on the earnings that individuals can earn
as teachers, relative to what they could earn in alternative occupations, as one of the
key determinants of the decision to become a teacher. It is likely that nonpecuniary
factors such as workload, job stress, physical surroundings and related factors also play
an important role in the decision to enter teaching. Indeed, anecdotal evidence would
suggest that such conditions are adversely perceived by current and potential teachers,
which can have a real effect on reducing the supply of labor to teaching [Kyriacou and
Coulthard (2000)].

We now outline a simple model of the labor market for teachers, illustrating how a sit-
uation of excess demand (or insufficient supply) can arise. Following Zabalza, Turnbull
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Figure 17. The labor market for teachers.

and Williams (1979), the labor market for teachers can be thought of within a traditional
supply and demand framework, with the additional complication that the government is
virtually the sole hirer of labor.9

The demand for teachers can determined by the number of children in the country
of school age, and the government’s desired pupil–teacher ratio. For a given such ratio,
the demand for teachers is therefore a constant, denoted by Q∗ in Figure 17. Under
the reasonable assumption that the supply of teachers is a positive function of average
teacher earnings, an upward-sloping labor supply schedule can be drawn as S. In a per-
fectly competitive market, a teacher wage of W ∗ would therefore clear this labor market.
However, the teachers’ labor market is of course not competitive, and the government,
in its role as (almost) exclusive purchaser of teaching labor, has other considerations,
prime among which is the level of expenditure on teachers’ salaries in total. For a given
level of such expenditure, an inverse relationship can be plotted between teachers’ earn-
ings and the number of teachers hired, labeled E1 in Figure 17; if the government wants
to raise the salaries of teachers, it can afford to hire fewer of them, given a fixed budget.
The number of teachers hired is therefore Qg at average earnings of W g, and the excess
demand for teachers is Q∗ −Qg. This can only be eradicated by a relaxing of the budget

9 The private sector in most countries accounts for no more than 5–7% of all teachers hired.
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constraint leading to higher earnings, or other factors changing to make teaching more
attractive, so that more potential teachers supply their labor at any given wage.

Of course, the above analysis is simplistic in that it treats all teachers as being the
same. In reality, within the same country, there may be teacher shortages in particular
geographical locations or regions or in particular subjects, with an over-supply else-
where. In addition, the real market position is very different for primary and secondary
school teachers. We can amend Figure 17 to allow for such possibilities by creating a
simple distinction of different kinds of teachers. A simple analysis would suggest that
the possibility of differential wages by subject, in different regions or between primary
and secondary sectors could be adopted to solve the problems of short supply in par-
ticular areas. Whether this solution is actually viable, given the demands of teachers’
unions and the political process in general, is another question. In any detailed empirical
analysis, we would wish to allow for the possibility that supply responses differ by sub-
ject of study among potential teachers. In addition, there are of course other conceptual
problems with the simple concepts of supply and demand which have be used in the
literature [see Zabalza, Turnbull and Williams (1979) for a discussion].

3.2. Initial occupational choice models

In this section we review the basic static model of occupational choice as applied to the
initial decision to become a teacher. This model is taken from Zabalza (1979a, 1979b),
Willis and Rosen (1979) and Dolton (1990). The basic form of this model is that the in-
dividual is assumed to be making the choice of becoming a teacher or not when teaching
is compared to the best of the other alternative occupations. Let regime A refer to those
who make the choice of becoming “a teacher” and regime N models the behavior of
those who choose “not to become a teacher”. In the basic Willis and Rosen model it is
assumed that earnings streams in two occupational regimes may be parameterized by a
simple geometric growth process. The model can then be written out formally.

To consider the model in detail it is necessary to examine the individual’s choices.
If individual i chooses to enter teaching after graduation then his expected earnings
stream is

(1)

{
W a

i (t) = 0, 0 � t � T a
i ,

W a
i (t) = W a

si exp
[
ga

t

(
t − T a

i

)]
, T a

i � t � ∞,

where T a
i is the fixed period of postgraduate teacher training for individual i, W a

si is the
starting salary on commencing work after T a

i months, and ga
i is the per period growth of

earnings of the individual i in group A. Notice that salary at any time W a
t (t) is assumed

to be a function of the length of service t − T a
i , and the growth of earnings.

If individual i chooses not to enter teaching then the individual may, or may not, enter
vocational or academic postgraduate study after graduation, prior to taking a job. The
expected earnings stream for a nonteacher is
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where T n
i is the period of full time study to be chosen by individual i, W n

si is the start-
ing salary on commencing work after T n

i months, and gn
i is the per period growth of

earnings of the individual i in group N. Notice that salary at any time is assumed to be
a function of T n

i , as is initial renumeration and the growth in earnings. If the individual
has made a rational decision the human capital model would predict that W a

t (t), W n
si

and gn
i would be increasing functions of T n

i .
The present value of earnings for individual i in group A is

(3)V a
i =

∫ ∞

T a
i

[
W a

i (t) exp(−ri t)
]

dt.

The maximum present value of earnings, chosen over alternative investment periods
for any individual i in group N is

(4)V n
i = Max

T n
i

∫ ∞

T n
i

[
W n

i

(
t, T n

i

)
exp(−ri t)

]
dt,

where it is assumed that the choice of the full time study months investment by in-
dividuals is rational. Denote this optimal choice by T ∗n

i . One important problem with
the choice of T n

i is that most courses are of a fixed duration e.g. one year. This cre-
ates problems in any model which assumes continuous investment possibilities in T n

i .
Rather it is convenient to acknowledge that T n

i may only be available in discrete lumps
and assume for modeling purposes that each graduate has rational expectations of future
earnings (and earnings growth) with different levels of T n

i and makes the choice which
maximizes his present value of future earnings.

Assume that a person i chooses not to go into teaching if V n
i > V a

i . Defining I1i =
ln(V n

i /V a
i ) and substituting from Equations (1) and (2) into (3) and (4) would give10

(5)I1i = ln W n
s − ln W a

s − ri
(
T ∗n − T a) − ln

(
ri − gn) − ln

(
ri − ga).

One consideration which has been overlooked in this simple model is the possibility
that graduates entering different occupations may face different employment prospects.
Zabalza (1979a, 1979b) and Zabalza, Turnbull and Williams (1979) raise this possibility
and explicitly introduce the probability that having trained for a job a graduate may be
unemployed for a period of time – which may be different in different jobs. Let the per
period probability that a trained teacher finds a job be πa, then the expected time until
a trained teacher finds a job will be τ a = 1/πa. Likewise the typical nonteacher will
have a per period probability of finding a job of πn then the expected time until they
find a job will be τ n = 1/πn. Without rehearsing all the notation presented above, it
is straightforward to see that the time taken to find a teaching job after training, will
now be the training time and the average waiting time, i.e., [T a + τ a]. Likewise the time
taken to find a nonteaching job will now be [T ∗n + τ n]. This means we can rewrite the

10 After a Taylor series expansion and some mathematical manipulation Willis and Rosen (1979) show.
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occupational choice function (5) as

I1i = ln W n
s − ln W a

s − ri
([

T ∗n + τ n] − [
T a + τ a])

− ln
(
ri − gn) − ln

(
ri − ga),

I1i = ln W n
s − ln W a

s − ri
(
T ∗n − T a) − ri

(
1

πn − 1

πa

)
(6)− ln

(
ri − gn) − ln

(
ri − ga).

Hence, we can see that the choice of entering one occupation or another will also depend
on the relative probability of being offered a job in the different destinations. We will re-
turn to this expression when we consider the derivation of the aggregate supply function.

3.3. Nonpecuniary considerations and subsequent occupational choice

An important aspect of modeling an individual’s decision to be a teacher is the potential
nonpecuniary aspects of teaching compared to other jobs. The theory of compensat-
ing wage differentials and equalizing differences [Rosen (1986)], would suggest that
individuals weight such nonpecuniary considerations as well as the pecuniary rewards
in decision making. Hence the “actual wage” has components of both pecuniary and
nonpecuniary rewards in jobs. Following the model suggested in Dolton (1990) we can
assume that this can be captured in one parameter, μ, so that “real” earnings in teach-
ing ωa, and outside teaching, ωn, are money wages, W a and W n respectively, weighted
by the individual’s perception of the nonpecuniary rewards in teaching relative to non-
teaching, μit (0 < μit < 1) at time t :

(7)ωa
it (t) = μit

1 − μit

W a
it (t),

(8)ωn
it (t) = 1 − μit

μit

W n
it (t).

We assume that this μ parameter is simultaneously an index measuring the charac-
teristic “propensity to teach” which each individual has but is unknown before working
and is learned and revised as the individual spends time in the labor market. For conve-
nience we assume that prior to entry into any job any individual i has μi = 0.5 so that
nonpecuniary rewards to jobs are considered equal. After some time in the labor market
the individual may modify their subjective evaluation of μ. At time t , μit could also be
used to capture the difference in short term “actual earnings” of changing jobs caused
by transition costs, extra training and other factors.

Assume that the individual is considering a change in occupation at time t ′. Assume
also that wages continue to grow at their constant rates in the two regimes so that the
expected earnings stream for teachers and nonteachers are given by
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The difference in the present value, V an
it of future “actual” earnings of an individual

who is a teacher but decides to become a nonteacher at time t ′ is

(11)V an
it − V a

it =
∫ ∞

t ′

{[
ωa

i (t) − ωn
i (t)

]
exp(−ri t)

}
dt.

If V an
it − V a

it > 0 the individual who started in the labor market as a teacher will change
his occupation at time t ′. The corresponding expression for the present value of earnings
of individuals who were nonteachers but considering a change into teaching at time t ′ is

(12)V na
it − V a

it =
∫ ∞

t ′

{[
ωn

i (t) − ωa
i (t)

]
exp(−ri t)

}
dt.

3.4. Modeling using cross-section data

Using equation (6) a Taylor series approximation to the nonlinear terms around their
population mean yields a “reduced form” determination of the I1i as a function of the
independent variables in (6). Therefore the statistical representation of I1i may be writ-
ten as

(13)I1i = δ0 + δ1
(
ln W n

s − ln W a
s

) + δ2τ
n + δ2τ

a + δ2g
n + δ2g

n + X1iβ1,

where X1i measures the postgraduate training variables and includes a vector of other
relevant exogenous variables and cannot be observed directly but the decision by each
individual concerning his or her preferred regime is recorded. The implication of this
decision criteria is that the individual will make the choice of whether or not to become
a teacher on the basis of comparative salaries, their expected earnings growth and the
employment prospects in the different regimes.

There are inevitably clear problems in reconciling the theoretical model described
above with the data which is usually available for the econometric modeling of the
teacher decision. There are many econometric problems with such estimation proce-
dures.

One of the most difficult problems in the modeling of a system of equations is ob-
viously that of determining which variables can be regarded as exogenous in order to
ensure identification via exclusion restrictions. Typically relative wages and previous
occupation choices are endogenous variables in the current occupational choice de-
cision. Most importantly to identify the decision equation we have to find exclusion
restrictions which are factors which influence occupational choice but do not influence
the earnings and earnings growth equations. In practice this means finding regressors for
the determination of occupational choice which are exogenous to the determination of
wages. In many datasets this will be a difficult task. This means that (at least) two stage
estimation procedures are required to derive consistent estimates of these variables in
order to use their predicted value in a second (or subsequent) stage of estimation. Com-
monplace in econometric models of this kind is to employ the Willis and Rosen (1979)
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type structural model combining both earnings determination, earnings growth and oc-
cupational choice into a simultaneous structure. This is the procedure adopted by Dolton
(1990).

A second and related problem that has received a lot of attention in the economics
literature in the issue of sample selection bias. The problem directly affects our ability
to estimate a model relating to one group in the population when entry into that group is
determined in a way which is not unrelated to the original dependent variable we wish
to explain. For example, estimating an equation for teachers only when teachers as a
group may be a nonrandom subset of the population will lead to biased estimates of
the coefficients in the relevant equations. Hence in modeling teacher earnings equations
we would first need to make the appropriate corrections for the fact that the sample
observed earning wages as teachers are only those who have chosen to be teachers and
that such a decision may be related to the wage prospects on offer in teaching relative
to other jobs. Care must therefore be exercised in attempting to model the correlations
between the relevant structural equations.

A related problem plagues the estimation of an equation relating to the occupational
choice of women when the choice is only being observed for those women who are
participating in the labor market. Hence this means that a teacher choice equation needs
to be jointly estimated in a bivariate probit model to allow for the simultaneity of the
occupational choice and participation decisions. Such a model is estimated by Dolton
and Makepeace (1993). A more complete econometric representation of this problem
would require the dynamic modeling of the women’s occupational choice and partici-
pation decision jointly with fertility and even marital decisions.

An associated important problem is that the theory relies on a comparison of the
lifetime earnings in different regimes. Naturally it is only possible to approximate the
earnings of any individual in the regime chosen. This presents us with the problem of
how to estimate the foregone earnings in other regimes which will influence an indi-
vidual’s investment decision. The approach adopted in Dolton (1990) was adapted from
Willis and Rosen (1979). It suggested using a structural model of the joint decision
to enter teaching with the determination of earnings and earnings growth in the teach-
ing and nonteaching regimes. From these equations the predicted level of earnings and
earnings growth that a teacher would have got in nonteaching and a nonteacher would
have got in teaching are predicted. This then enables us to estimate the equation relating
to the teacher/nonteacher decision via the use of the predicted wage differential terms
included as regressors.

3.5. Duration modeling and exit from teaching

A natural corollary of the modeling of the occupational decision at any specific point in
time is to model the length of time someone stays in a given labor market state. This is
possible if the econometrician has available to them panel data which tells them what
state the person occupied at various points in time. Alternatively if we have good retro-
spective data from a survey which asks when the respondent changed labor market state
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we may also model the duration of time in the state. This is of particular importance
in studying the market for teachers as we wish to know how long people stay in teach-
ing, what state they exit to (i.e., is it another job outside teaching or is it to household
production) and what influences the timing of these decisions.

A commonly used econometric model for this problem is to analyze the duration of
the stay in teaching as a continuous time reduced form proportional hazard specification
with unrestricted baseline hazard:

(14)hi(t) = h(t) exp
{
Xi(t)

′β
}
,

where h(t) is the baseline hazard at time t , Xi(t)
′ is a vector of possibly time dependent

explanatory variables for individual i at time t and β is a vector of unknown parame-
ters. In many cases the explanatory variables will include the relative earnings in the
two destinations of teaching and nonteaching. This basic model, or variants of it have
been used by Dolton and Van der Klaauw (1995a, 1995b), Brewer (1996), Stinebrickner
(1998a, 1998b) and Van den Berghe (2000) to model the duration of stay in the teaching
occupation. An important generalization of this model involves the using of a compet-
ing risks specification to allow the possibility of exit to several different labor market
states. Dolton and Van der Klaauw (1999) and Stinebrickner (2002) use this model to
consider the exit of women teachers to either other jobs outside teaching or directly into
household production.

The econometric problem which has received the most attention in the duration data
literature is the modeling of the presence of unobserved heterogeneity. That is to say
that there are influences on the dependent duration variable which are not captured in
the measured regressors available to the econometrician. If unobserved heterogeneity is
present but erroneously the model specification assumes it absent then the estimated pa-
rameters may exhibit erroneous negative duration dependence. The models of duration
in teaching estimated by Dolton and Van der Klaauw (1995a, 1995b, 1999) explicitly
model this unobserved heterogeneity both in a Gamma form and in the nonparametric
way using mass points.

A second important problem in the estimation of duration models for teacher job
duration is that of the most appropriate specification for the baseline hazard. The models
of duration in teaching estimated by Dolton and Van der Klaauw (1995a, 1995b, 1999)
explicitly model this baseline in a variety of ways. The most appropriate specification
turns out to be that of the flexible baseline hazard estimated nonparametrically for each
month or each quarter. When estimated using this method the baseline hazard reveals
the distinctive pattern of job tenure, which exhibits clearly defined spikes for the periods
which coincide with school term ends and academic year ends. Indeed, the use of any
other modeling assumption on the baseline hazard can understandably be shown to be
a model misspecification as clearly the institutional nature of the restrictions imposed
on possible lengths of job tenure by the duration of school years and academic terms
requires the use of the flexible baseline hazard. This is clearly another example of a
situation in which the correct econometric model yields new insights into the economic
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structure of the data to be explained and where use of the wrong technique would give
rise to biased results.

Modeling the exit from teaching should undoubtedly distinguish between the differ-
ent types of reasons for leaving teaching. Most importantly, a women leaving teaching
for family reasons is quite distinct from one leaving teaching to enter a job in a different
sector. Modeling job durations by different types of exit is most often estimated using
the independent competing risks framework which assumes that the underlying error
structure for each type of exit is independent of each other type. A new departure in this
literature is to recognize that the reason for exit from teaching for one reason may not be
independent of the latent variable of the time to exit for another reason. Such a model
of dependent competing risks estimation is estimated by Dolton and Van der Klaauw
(1999).

3.6. Dynamic models and uncertainty

So far in our discussion we have assumed that the individual makes a decision to enter
a job in the initial period, or leave a job in a subsequent period, based on a single calcu-
lation relating to the wage and nonwage benefits as calculated at the time the decision
is being made. In reality, the decision maker will not know the wage on offer in the
alternative careers with certainty or their growth into the future.

One simple model of occupational choice with uncertainty is presented by Flyer and
Rosen (1997). In this model, which essentially attempts to capture this crucial feature
of the teacher labor market, it is suggested that the individual faces the choice between
a low variance earnings occupation (teaching) and high variance earnings occupation.
They show that there is an increasing propensity to choose the high variance occupation
as θ increases (where θ is the time devoted to work). This result is consistent with
results found by Polachek (1981) which suggests that female dominated occupations
have lower human capital depreciation rates.

The static occupational choice model in the previous section is myopic in its assump-
tions about individual decision making because it assumes: that current period decisions
do not affect the utility of future decisions and that current period decisions do not in-
fluence the state variables that will affect the utility that the person receives from the
different available alternatives into the future. For example the acquisition of an extra
year’s experience in teaching now could affect the future wages in teaching since it may
affect promotion and advancement prospects.

More complex models which attempt to capture the dynamic nature of the career
decision process for teacher entry and exit have been suggested by Van der Klaauw
(1997), Stinebrickner (2001a, 2001b) and Csellack (2002) based on dynamic program-
ming models adapted from other the occupational choice literature [Miller (1984), Siow
(1984)], or other applications in economics [Eckstein and Wolpin (1989)]. A further im-
portant complication which we have so far ignored is the possibility that the individual
may not wish to work in any career at various points in their life cycle to be primarily
engaged in home production. We can now introduce this possibility into the theoretical
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framework. We follow closely the exposition of Stinebrickner (2001a, 2001b) as it is
most directly relevant to our concern to model the supply of teachers.

Let W
j
it and Z

j
it represent respectively the wage and nonwage utility of person i at

time t for some employment option j . Let j = A,N,H , where A denotes the teach-
ing alternative, N the nonteaching alternative career and H the household production
alternative,

(15)U
j
it = W

j
it + Z

j
it .

Assume that the individual is assumed to know their current utility associated with
each option but that they do not know the utility of each option in the future. Hence
we assume that both W

j
it and Z

j
it are partly determined by stochastic factors which

represent the randomness in wage and nonwage utility (respectively) of each person in
each option into the future.

The value function of an option, which depends on the person’s state variables, can
be written as

(16)V
j
it = U

j
it + βE max

[{
V

j

it+1 | dit = j
}]

,

where β is the discount rate, E is the expectation operator, and the set {V j

it+1 | dit = j}
includes the value functions associated with the set of available options for the person
in the next period, t + 1, conditional on the choice at time t , dit , being equal to j .

In principle this model is sufficiently general to allow the econometrician to consider
modeling a panel data set of individuals entering and leaving teaching and nonteaching
jobs or engaging in home production throughout their working lifetime. The use of the
dynamic model of teacher choice requires detailed panel data in which the participation
and occupational choice are observed at each point in time.

3.7. The aggregate teacher supply function and time series models

It is relatively straightforward to derive [see Zabalza (1979a, 1979b) for formal details]
an aggregate time series model of teacher supply directly from the simple microecono-
metric model set out in Section 3.2. In this framework (in which only monetary factors
condition decisions) then it is possible to show that a direct consequence of the deci-
sion rule (16) is that there exists an individual specific reservation relative wage ζ such
that for each person in the eligible labor force (L) such that if the wage is below this
level the person becomes a teacher and below it they become a nonteacher. Out of a
possible total potential labor force L, the proportion selecting A(La/L) will be given
by those whose reservation wage is less than, or equal to, the market relative wage; that
is P(ξ � Wa/Wn). Given a distribution of the reservation wage in the population, the
proportion choosing to enter teaching will change if the relative wage on offer changes.
This aggregate supply function will also change as the relative employment prospects
in the alternative occupations change, the reservation wage changes and the discount
rate changes. We can write this basic aggregate supply function in the following simple
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form

(17)
La

L
= S

(
Wa

Wn+
, πa

+
, πn

−
, r

+
, ξ

−

)
.

Variants of this aggregate teacher supply function have been estimated by Thomas
(1975), Zabalza (1979a, 1979b), Zarkin (1985), Court, Reilly and Williams (1995),
Dolton, Tremayne and Chung (2003) and others.

Such aggregation ignores: regional disparities in pupil–teacher ratios, the deployment
of teachers as opposed to the total numbers and the overall total level of unfilled vacan-
cies, ad hoc temporary or part time supply teacher arrangements and the substitution of
untrained teachers into specialist subjects. Obviously the huge variation indifferent the
demand for different subjects also complicates the position.

A structural form model of the aggregate working of the teacher labor market over
time would have the determinants of market supply and market demand in its struc-
tural equations and be estimated using time series data. A commonly used reduced
form of such a model is written in terms of a market adjustment equation describing
how movements in relative earnings change with the changing level of excess demand.
This equation was first suggested by Arrow and Capron (1959) to model the market for
scientists. It has been used to model the market for teachers by Dahlby (1981), Zabalza
(1979a, 1979b), Dolton and Robson (1996) and Bee and Dolton (1995). Such a “Market
Adjustment Equation” has the form

(18)rwt − rwt−1 = g(EDt−1, Xt ) + ut ,

where excess demand, EDt−1 = (dt−1−st−1), where dt−1, st−1 are respectively demand
and supply in period t − 1, rwt is the average relative wage of teachers at time t and Xt

are the set of exogenous variables affecting demand or supply at time t .
In its simplest form the market adjustment model is a naïve specification with regard

to the implicit assumed perfect market structure. In practice the public sector demand
for teachers predominates and several authors have been concerned to model the role
of monopsony power in the market. Research by Dahlby (1981) in the UK found some
support for the monopsony model with supply elasticities ranging from 0.20 to 0.75.
A later paper by Luizer and Thorton (1986) has been concerned to measure the concen-
tration of the monopsony power over local education authority boundaries, claiming that
previous, more naive, measures of monopsony which ignore concentration, are flawed.

3.8. Government and manpower planning models

Manpower planning models were developed in the 1960s and 1970s in response to
the need of governments to model the flows of workers into and out of occupations
and forecast the need for qualified manpower into the future. Such models were ex-
tensively used by governments in various countries to model the demand for and
supply of teachers. For early expositions of the operation and application of these mod-
els see IBE/UNESCO (1967), Hansen (1966), Ahamad (1970, 1973), Edmonston and
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Knapp (1979), Williams (1975, 1979), Denton, Feaver and Spencer (1994). The statis-
tical theory of the most sophisticated versions of these models are well described in
Bartholemew, Forbes and McClean (1991). The manpower planning model is still the
basis of the government’s model for the teacher labor force in the UK, see DES (1965,
1990), DfEE (1997, 1998).

The demand for teachers in these models is calculated by using the available fig-
ures on pupil numbers and desired pupil–teacher ratios. This will give a crude estimate
of the required number of teachers to staff the existing school system under various
assumptions. This demand calculation may be made more complex by allowing for
subdividing the aggregate demand into demand for teachers into primary school teacher
and secondary school teacher demand and examining the demand for teachers of differ-
ent subjects and factoring into the calculation the regional variations in the population of
school children or the enrollment rate trends. Other factors which may be brought into
the calculation are: the size of the existing stock of qualified teachers who are trained
but not yet employed, the numbers who may return to the job after a household or fam-
ily break, any changes in the structure of the school day, class size or teaching load or
conditions of work. In any year, to compute the required additional demand for new
teachers it is also necessary to model the rate of retirement and resignations from the
existing stock of teachers.

In the manpower planning context the supply of teachers is modeled using a formal
model of the process described in Figure 1. This involves estimating the number of
teachers who are in service in any year and into the future by modeling the process of
entrance, re-entrance retirement and wastage from the profession. This includes mod-
eling the process by which those who are being trained as teachers either enter the
workforce or drop into the pool of inactive teachers, PIT on graduation. It also involves
establishing which teachers from the PIT are in fact likely to return to teaching – i.e.,
are really in the pool of recoverable teachers, PRT. Again such modeling can become
fairly complex, if it takes into account the demographic age structure of the existing
teacher workforce and the pattern of wastage by gender and age which may operate.
Further complications arise if the differential demand by geographical region is consid-
ered or the primary or secondary balance is taken into account and the existing subject
specialist stock of teachers is considered.

In general, the manpower planning approach is to collect as much data on the ex-
ogenous factual variables, like pupil numbers by age, existing numbers of teachers by
age, gender, sector and subject, as possible, then making the most appropriate use of this
data make assumptions about the existing set of relationships between variables – by ex-
trapolating from, for example, recent wastage trends and retirement rates into the future.
This technique allows the planner to forecast the demand for and supply of teachers into
the future. It must be stressed that such forecasts will only be relevant estimates of the
future state of supply and demand if the assumptions used to generate the prediction are
reliable. By and large these models are fairly deterministic and do not usually ascribe
any role to economic variables like relative teacher salaries. The excess demand/excess
supply figure (Figure 11) relating to the UK was constructed using the most basic form
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of a manpower planning model as it relied on the existing stock of serving teachers as an
estimate of supply and the fulfillment of the government’s target pupil–teacher ratio as
the driver of demand when pupil numbers are given exogenously. Although the calcu-
lation is naïve – it does – nevertheless provide a basic benchmark for the determination
of pattern of shortage or surplus over the last 40 years.

3.9. Other models

Surprisingly in a consideration of teacher supply there are relatively few studies which
actually model the conventional labor supply hours of work decision for teachers. This
is because – for the most part – teachers have little scope to choose their hours of work
as the school day is fixed in terms of length and the school terms are already set prior
to the individual choosing to become a teacher. Two exceptions to this are when we
consider the decision to be a part time or full time teacher or if we consider the pattern of
teacher absence as part of the labor supply decision. Waterreus and Dobbelsteen (2001)
have considered the former and Lindeboom and Kerkhofs (2000) have considered the
latter. We need not rehearse the standard labor supply model in order to discuss their
contributions as this is available elsewhere [see Blundell and McCurdy (1999)].

4. The determinants of teacher recruitment, turnover, retention, mobility
and re-entry

A large literature exists on the factors affecting the supply decisions of teachers, most
of it originating in the US. This literature can be divided into studies that examine
the factors that influence the decision to enter teaching, and those that influence the
decision to exit from teaching. The key explanatory variable in most of these studies is
the wages that teachers receive, and thus this review will concentrate on these results.
Since the empirical literature is so large we will focus attention on those studies which
report the most important econometric results. Our approach will be to summarize the
details of these key studies in Table 2 and focus on the qualitative conclusions in the
exposition. Other factors will however be mentioned where appropriate. In particular
we will attempt to draw out a synthesis of conclusions relating to studies which assess
the effect on teacher supply of: school and subject differences; conditions of work and
career structure; and female work patterns. Inevitably many studies cross over these
different factors in teacher supply so we will only discuss them in the section which
relates to their major findings.

It is inevitable that many studies in the literature on teacher supply consider the qual-
ity of teachers and the relationship between teacher inputs and pupil outcomes. A part of
this literature also considers the possibility that other methods of payment for teachers,
like merit pay, or performance related pay may affect teacher performance or pupil out-
comes. We do not consider any aspects of this literature. These studies are the subject
of a separate chapter in this volume.
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Table 2
Summary of selected applied econometric articles on teacher supply

Author (Year) Dependent
variable

Country/Sample Estimation method Wage effect Other comments

I. Entry and staying decision
Manski
(1987)

Entry 2952 respondents
from the National
Longitudinal Study
of the High School
Class of 1972,
who gain a degree,
and are in work in
October 1979

Estimate probit of occu-
pation choice, as a func-
tion of sex and academic
ability. Estimate weekly
earnings equation as a
function of sex, acad-
emic ability and occupa-
tion, corrected for selec-
tion into occupation

Use the results to predict the proportion of
the cohort who enter teaching, and their
average ability.
$25 increase in weekly earnings (about a
10% increase), raises the supply of teach-
ers from 19% to 24% of the cohort.
$100 increase in weekly earnings (about a
40% increase), raises the supply of teach-
ers from 19% to 44% of the cohort.
Thus wage elasticity of supply ranges
from 2.4 for small salary increases to 3.2
for large changes

Average ability of supply of teach-
ers barely changed by these wage
increases (since both high and low
ability individuals are attracted).
A $25 per week increase, together
with a minimum. requirement of
800 on SAT tests, would maintain
the supply of teachers at 19% of the
cohort, while raising average acad-
emic ability to the national average
for college graduates

Dolton (1990) Entry and sta-
ying decisions

UK, 1980 Graduate
Cohort, informa-
tion for 1980–1987
on 4,982 graduates,
of whom 633 chose
teaching as a first
job

Probit on decision to
become a teacher 4 stage
modeling. Reduced form
probit on becoming a
teacher, and then staying
a teacher. Use selectivity
terms in teacher, non-
teacher wage equations,
finally use predicted
earnings in structural
form for entry decision
probit and continuation
probit

Relative nonteacher/teacher starting
wages, expected wage growth for teachers
and nonteachers.
Nonteacher starting wages relative to
teacher starting wages and expected
nonteacher wage growth have significant
negative effect on probability of becom-
ing a teacher, while expected teacher
wage growth has significant positive ef-
fect. Higher current predicted non teacher
earnings relative to predicted teacher earn-
ings has a significant negative effect on
whether currently a teacher (7 years in)

Include predicted decision whether
to become teacher upon graduation
as a regressor in current job equa-
tion. Significant positive effect –
suggests importance of first occu-
pational decision or nonpecuniary
factors
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Table 2
(Continued)

Author (Year) Dependent
variable

Country/Sample Estimation method Wage effect Other comments

Dolton and
Makepeace
(1993)

Choice of par-
ticipation in the
labor force and
choosing teach-
ing as a career

UK, 1980 2,056 fe-
male graduates

Bivariate probit of par-
ticipation and teacher oc-
cupational choice with
selectivity corrections

Finds significant relative earnings effects
on the choice of occupation. A rise in the
relative earnings of teachers from 1970 to
1990 increases the proportion who would
choose teaching by 8.2%

Finds that the participation decision
and the decision to enter teaching
are endogenously related. Typically
women choosing careers in teach-
ing are partly doing so because it is
a compatible career with household
production

Hanushek and
Pace (1995)

Probability of
being in a tea-
cher training
program

USA, 1,299 gradu-
ates

Probit estimation of the
probability of teaching

Participation in teacher training is not sig-
nificantly affected by relative teacher earn-
ings

Potential teachers perform lower
on tests that other graduates and
teacher training completion is low-
ered by state requirements for
courses and teacher tests
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Table 2
(Continued)

Author (Year) Dependent
variable

Country/Sample Estimation method Wage effect Other comments

Dolton and
Mavromaras
(1994)

Staying in
teaching

UK, 1970 and 1980
Graduate Cohorts,
providing informa-
tion for 1970–1977
and 1980–1987.
Usable samples si-
zes equal to 3,990
and 4,980

Probit on decision to
continue as a teacher.
4 stage modeling. Re-
duced form probit on
becoming a teacher, and
then staying a teacher.
Use selectivity terms
in teacher, nonteacher
wage equations, finally
use predicted earnings
in structural form for
entry decision probit and
continuation probit

Predicted nonteacher minus teacher-log
earnings.
Significant negative effect on probability
of continuing as a teacher for both males
and females.
A 10% rise in relative teacher earnings
would increase probability of currently be-
ing a teacher by 9.67% for 1970 men,
1.37% for 1980 men, 3.03% for 1970
women and 2.38% for 1980 women. 12%
(32%) of 1970 men (women) choose
teaching – would fall to 6% (16%) if fac-
ing 1980 conditions.
7% (25%) of 1980 men (women) choose
teaching – would rise to 18% (32%) if fac-
ing 1970 conditions.
The average man is 5% more likely to
become a teacher in 1970 than in 1980.
Due entirely to deteriorating market con-
ditions – characteristics of 1980 men actu-
ally more favorable to teaching than those
of 1970 men. Similarly, women are 8%
more likely to teach in 1970 than in 1980,
almost all of which is due to market condi-
tions (favorability of characteristics barely
changed)

Men’s current decision to be a
teacher more strongly influenced by
original occupation choice than for
women
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(Continued)

Author (Year) Dependent
variable

Country/Sample Estimation method Wage effect Other comments

Dolton and
Kidd (1995)

Entry into diffe-
rent career des-
tinations includ-
ing teaching

UK, 1980 male and
female graduates

Multinomial logit esti-
mation with endogenous
wage determination

Finds relative wage effects are important
in career choice

Simulations suggest that if men had
chosen “like” women more of them
would enter teaching. Likewise if
women had chosen like men more
of them would have entered the pri-
vate sector

Flyer and
Rosen (1997)

Linked to entry
into teaching

Female college gra-
duates in 1979–
1991 NLSY, with
less than 18 years
education, who
worked 500 hours
in any year after
graduation, and
earned hourly rates
between $3 and
$50 (1990 $’s)

Estimate log wage
growth equations, in-
cluding time spent out
of the labor force and its
interaction with teacher
status

Fall in wage growth equals to 10% per
year out of the labor force. However, offset
completely by out of labor force – teacher
interaction. Female teachers do not suf-
fer wage penalty for time out of the la-
bor force that other women suffer. May
make teaching more attractive to family-
orientated women

Results are not typical of other
female-dominated occupations. In-
teraction term insignificant for both
nurses and administrative, support –
suggesting these occupations suffer
the usual wage penalty for time out
of labor force

Chevalier,
Dolton and
McIntosh
(2006)

Entry and stay-
ing in teaching

UK, 1960, 1970,
1980, 1985, 1990
and 1995 cohorts
of graduates sur-
veyed 6–11 years
after graduation

Sample selection correc-
tion on earnings from the
reduced form probit de-
cision to be a teacher

Relative wages in teaching have a signifi-
cant impact on the likelihood of graduates
choosing to teach. Impact depends on the
cohort and changes over time

School exam performance, subject
of degree, class of degree, postgrad-
uate qualifications, type of school,
parents occupation, region, and
gender all have a significant effect
on the entry decision. Cross-cohort
simulations suggest that wage ef-
fect on the supply of teachers is
strongest at times of low relative
teacher’s earnings
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(Continued)

Author (Year) Dependent
variable

Country/Sample Estimation method Wage effect Other comments

II. Exit decision
Zabalza,
Turnbull and
Williams
(1979),
Chapter 6

Exit UK, Time series,
1963–1972. 8 ob-
servations per year,
defined by age
groups

OLS Relative wages defined as above (replac-
ing subject specific with age specific earn-
ings in the first case).
Elasticity of trained graduate separation
rate, with respect to relative wages is −2.4
to −3.0 for men, and −0.6 to −0.7 for
women.
Elasticity of trained graduate separation
rate with respect to relative starting wage
is −2.6 for men and −0.7 for women, and
with respect to the relative growth in earn-
ings is −1.2 for men and −0.1 for women

Rumberger
(1987)

Percentage of
teacher short-
ages and turn-
over of Maths
and Science tea-
chers by district

USA, 346 school
districts from
1983–1984

OLS Salary differentials between teachers and
alternative occupations influence teacher
shortages

The basic relationship is influenced
by gender and geographic area

Eberts (1987) Exit from tea-
ching

USA (New York),
7,714 individuals
working as full-
time teachers in
1972–1975, taken
from Personnel Fi-
les

Logit estimation Difference between actual and predicted
salary not significant in separation proba-
bility

Finds union negotiated contract
provision sand class size limitation
provisions reduce the probability of
separation in unionized districts
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Author (Year) Dependent
variable

Country/Sample Estimation method Wage effect Other comments

Theobald
(1990)

Exit from dis-
trict (may still
be teachers el-
sewhere. Can’t
distinguish vol/
invol, perm/
temporary)

USA, all certified
teachers in Wash-
ington state
(37,000), 1984–
1987

Probit Salary per day that they should receive
next year.
Significant negative for men in all years.
Significant negative for women in some
years.
Prospective earnings 10% above the mean
leads to a 6.9% fall in the probability of
leaving

Outside options captured by qual-
ifications. Teachers with Masters
degree 35% more likely to leave
(doctorate; 40%). Only significant
for men

Rees (1991) Exit (if leave to
teach in another
district of New
York, treated as
end of first
spell)

USA (New York),
49,396 individuals
working as full-
time teachers in
1975–1976, taken
from Personnel Fi-
les

Logit model on separa-
tions.

Current salary.
Significant negative effect on quits. Pre-
dicted probability of separations, at differ-
ent salary levels: 0.097 at $13,000, 0.075
at $16,400, 0.057 at $20,000

Teachers with higher educational
attainments (measuring outside
opps) are significantly more likely
to quit

Beaudin
(1993)

Returning to
teaching after
an interruption

USA (Michigan),
3,060 teachers in
1972–1975

Logit model Those teachers least likely to return are
those with better paying employment out-
side schools

Teachers most likely to return are
those with subject specialties. Fe-
males return in higher proportions
than males. Those who interrupt at
a younger age and with higher qual-
ifications are less likely to return
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Author (Year) Dependent
variable

Country/Sample Estimation method Wage effect Other comments

Gritz and
Theobald
(1996)

Stay in teaching USA (Washing-
ton), 9,756 white
teachers who began
teaching in 1981–
1990. Followed un-
til 1992

Generalized transition
probability model

Finds significant salary effects in the prob-
ability of staying in teaching but these di-
minish with experience

Examines the teacher decision to
teach in the same school district
and the considers the role of inter-
district mobility. Finds that expen-
diture and resources at the district
level can impact on teacher stay

Theobald and
Gritz (1996)

Exit from first
teaching post,
to a teaching
post in another
Washington
school district,
or out of teach-
ing altogether

USA (Washing-
ton), 9,756 white
teachers who began
teaching in 1981–
1990. Followed
until 1992

Multinomial logit Annual salary paid to teacher.
Raising salaries reduces probability of ex-
iting school system, and increases proba-
bility of remaining within teaching if they
do exit.
Raising all teacher salaries by $3000 de-
creases the proportion of females leaving
education system in 10 years from 59% to
54% (males 31% to 23%). Of those leav-
ing, the proportion transferring to another
school within state increases from 28% to
33% for women and from 49% to 53% for
men

Average earnings in county has pos-
itive, mainly insignificant effect on
leaving.
A $3,000 fall in outside wages leads
to a fall in proportion of teachers
leaving profession over 10 years,
from 59% to 57% for women, and
from 31% to 30% for men
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Hanushek,
Kain and
Rivkin (1999)

Exit (includes
changing school
district) and
quality

USA. Texas Schools
Project database –
a matched panel of
entire cohorts of
students and all
teachers. Use
1993–1996 data

Linear probability mod-
els for exit. OLS and IV
for quality

Base year salary.
Negative, and significant for teachers with
up to 5 years experience.
A 10% increase in starting salary is associ-
ated with a 2% decrease in the probability
of leaving for probationary teachers (0–2
years of experience) and a 1% decrease for
those with 3–5 years of experience.
Note, when include district fixed effects,
salary effect becomes insignificant (in
contrast to Murnane and Olsen studies
above). Maybe insufficient salary variation
across small time span

Quality effects:
1. Effects of starting salary on a
teachers’ test scores (at district
level): Salary coefficient insignif-
icant. Split by district size – salary
has positive and significant effect
on teacher test scores in districts
that hire at least 7 new teachers –
a 10% rise in starting salary in such
districts increases district average
test score by 5 percentiles. Maybe
larger districts make better use of
enlarged applicant pool.
2. Effects of starting salary on
change in student test scores. When
use IV for measurement error on
starting salary, and include student
fixed effects, salary effect is posi-
tive and significant. A 10% increase
in starting salaries raises maths
achievement by 0.17 standard devi-
ations, and reading achievement by
0.11 standard deviations. Note, not
affected when control for turnover,
and effect is larger where there are
no probationary teachers – sug-
gests salary effect works through
motivating existing teachers



1124
P.J.D

olton

Table 2
(Continued)

Author (Year) Dependent
variable

Country/Sample Estimation method Wage effect Other comments

III. Duration of stay in teaching
Murnane,
Singer, Willet
(1989)

Time spent in
teaching

USA (North Car-
olina) teachers hir-
ed between 1976–
1978

Hazard function estima-
tion

Find that higher than average salaries in-
duce lower than average leaving hazard

Underlying hazard of leaving
declines with the length of service.
Found evidence of higher hazard
for those with higher examina-
tion scores and subject specialty
differences

Murnane and
Olsen (1989a,
1989b)

Time spent in
teaching (inclu-
des movement
within the state
but not outside
the state)

USA (Michigan
Statist. Dept.) of
Education on all
teachers who began
teaching in 1972–
1975, followed
through to 1985

Estimate probability
density function for du-
ration of continuous tea-
ching spell

Annual salaries teachers earned (or would
have earned if they had stayed in teach-
ing in the same district), expressed in 1967
dollars.
Significant negative effect – stay longer in
teaching if paid more.
An increase of $1,000 in 1967$’s in each
step of salary scale is associated with an
increase in median length of teaching spell
of greater than 4 years

Salary effect 1/3 smaller if ex-
clude district fixed effects (assume
fixed effects pick up bad work-
ing conditions, that are positively
associated with salary through com-
pensating differentials). Include op-
portunity cost, as salary paid to
graduates who participate in sub-
ject training. A $1,000 increase in
opportunity cost salary (in 1967$’s)
reduces median length of teaching
spell by 4 years
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Murnane and
Olsen (1990)

Time spent in
teaching (inclu-
des movement
within the state
but not outside
the state)

USA, 13,890 white
teachers who began
teaching in North
Carolina public
schools between
1975 and 1984

Estimate probability
density function for
duration of continuous
teaching spell

Annual salaries teachers earned (or would
have earned if they had stayed in teach-
ing in the same district), expressed in 1987
dollars.
Significant negative effect – stay longer in
teaching if paid more.
An increase of $1,000 in 1967$’s in each
step of salary scale is associated with an
increase in median length of teaching spell
of 2–3 years, for teachers who started
teaching in 1975. Influence then falls in
later years (effect half as big for those
starting teaching in 1979) – perhaps due
to declining student enrollments making
teachers wary about getting back in to
teaching if they leave

No significant interaction effect be-
tween salary and subject specialty.
Influence of salary 30% less for
teachers with National Teachers
Exam (NTE) score in the top quar-
tile (viewed as indicator of ability
and ease of getting job elsewhere,
rather than measure of teacher ef-
fectiveness).
Salary effect 35% smaller if ex-
clude district fixed effects (assume
fixed effects pick up bad working
conditions, that are positively asso-
ciated with salary through compen-
sating differentials)

Dolton and
Van der
Klaauw
(1995a)

Duration to exit
from first con-
tinuous teach-
ing spell (i.e.,
maybe across
different jobs).

UK, 1980 Graduate
Cohort. Uses infor-
mation for 1980–
1987 on 923 grad-
uates who chose
teaching as a first
job

Hazard model of length
of first teaching spell

Relative wage – predicted difference in
log of teacher and nonteacher graduate
earnings at each month of experience.
Elasticity of the hazard with respect to
the relative wage equals to −1.5 (higher
relative teacher wages reduce the proba-
bility of leaving). A 10% rise in teacher
relative earnings reduces exit probability
at 5 years’ tenure by 9% (retention rate
after 5 years increases from 66% to 69%,
and to 73% if a 25% rise in relative wage)

Teachers with a B.Ed. have a lower
probability of leaving teaching
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Mont and
Rees (1996)

Time to exit (if
leave to teach in
another district
of New York,
treated as end of
first spell)

USA (New York),
525 individuals
newly hired as
grades 9–12 teach-
ers in the fall of
1979, followed
through until
1987, taken from
Personnel Files

Discrete hazard model
on length of teaching
spell

Starting salary in 1979$’s.
Significant negative on hazard of exiting
teaching job.
A 10% increase in starting salary lowers
attrition rates by about 6%

Finds that probability of exit is
higher for teachers with higher class
load characteristics and below aver-
age quality of students. Also finds
evidence of median household in-
come effects in the district

Brewer
(1996)

Exit (if leave to
teach in another
district of New
York, treated
as end of first
spell)

Panel of teachers
newly hired in
1978 and followed
through to 1989,
from New York
State Dept. of Edu-
cation data

Discrete time hazard
model on length of spell
in teaching

Current salary, in 1980$’s.
Negative effect on probability of quitting,
but significant only for women.
Include mean salary of newly appointed
educational administrators, and number of
such positions in district created per year
(represents pinnacle of career).
Administrators wage has negative effect
on probability of quitting, significant only
for males (more likely to get the post).
Number of posts has insignificant effect.
A 10% increase in district administrator
salaries reduces quit probability by 0.3%

Include county mean teaching
salary relative to teacher’s own
salary as measure of outside oppor-
tunities. Increases quit probability
for men and women.
Dividing male new hires into new
entrants and re-hires, effects of own
salary and administrators’ salary
are significant only for new en-
trants. Interacting wage effects with
length of spell, effect of district ad-
ministrators’ salaries and number
of administrator posts opened be-
comes greater (more negative) with
length of spell, while effect of own
salary becomes smaller (less nega-
tive) with length of spell
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Stinebrickner
(1998a,
1998b)

Exit from first
continuous
teaching spell
(i.e., maybe
across different
jobs)

USA, National
Longitudinal Study
(NLS) of the High
School Class of
1972. Followed for
14 years. Use data
on 341 certified
to teach between
1975–1985

Hazard model of length
of first teaching spell

Log weekly wage.
Significant negative effect – higher wages
increase the length of first teaching spell.
Probability that a person with a wage 1
standard deviation above the mean will
stay in teaching more than 5 years is 9%
higher than the probability that a person
with the mean wage will stay in teaching

Opportunity cost captured by de-
gree subject. Teachers with a sci-
ence degree are significantly more
likely to leave

Dolton and
Van der
Klaauw
(1999)

Duration to exit
from first conti-
nuous teaching
spell, and re-
entry to teach-
ing after leaving

1980 Graduate
Cohort. Info for
1980–1987 on
6,098 graduates, of
whom 923 chose
teaching as a first
job

Hazard model of length
of first teaching spell.
Competing risks of exit
into nonteaching job or
nonemployment allowed
for. Also, hazard model
for length of time spent
out of teaching

Predicted earnings in teaching, at each
level of experience.
Significant negative effect on hazard of
leaving to nonemployment (large but not
significant effect on nonteaching employ-
ment hazard).
Uniform 10% increase in teacher salaries
will raise percentage of teachers still
teaching after 5 years from 66% to 69%
(equal reductions in numbers going into
nonteaching employment and nonemploy-
ment).
Positive effect (almost significant) on haz-
ard of returning to teaching.
A uniform 10% increase in expected
teacher salary reduces percentage of for-
mer teachers who do not return within
4 years from 41% to 37%

Also include predicted earnings in
nonteaching employment, at each
level of experience.
Significant positive effect on exit
to nonteaching employment (but
not nonemployment) and signifi-
cant negative effect on hazard of re-
turning. 10% increase in expected
nonteacher earnings reduces per-
centage still in teaching after 5
years from 69% to 62%, and in-
creases percentage who do not re-
turn within 4 years from 41% to
44%
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Van den
Berghe
(2000)

Staying in tea-
ching

Belgium, 50,041
administrative re-
cords of teachers
between 1973–
1996

Proportional hazard Mo-
del. Weibull and non-
parametric baseline

Finds a significant but very small effect
of increased wages in teaching increasing
the hazard of men leaving teaching. Wages
have no effect for women

Finds that increasing workload, part
time work and centralized decision
making increase the leaving hazard
but that if the individual works in
several schools this reduces the haz-
ard

Stinebrickner
(2002)

Duration, exit USA, NLS 1972,
422 female teach-
ers

Duration Competing
Risks with exit to non-
teaching job and out of
the labor force. Flexible
baseline hazard

Wage coefficients have negative sign sug-
gesting that individuals are less likely to
exit to nonteaching or OLF if their teach-
ing wage is higher

Finds that there is a very large pos-
itive effect of leaving teaching on
nonteaching option with the birth of
a new baby

IV. Dynamic programming model of stay in teaching
Van der
Klaauw
(1997)

Entry and mo-
bility

USA, NLS of the
High School Class
of 1972. 2,940 high
school graduates.
Followed for 14
years

Dynamic utility max-
imization model of
occupational choice and
occupational mobility
estimated by Maxi-
mum likelihood. Model
accounts for first and
subsequent choice and
nonpecuniary aspects of
the decisions

Estimated model could be used to evaluate
the effectiveness of several policy exper-
iments designed to improve the composi-
tion and quality of the teacher labor force

Finds that teacher salaries and op-
portunity wages are important de-
terminants of the supply and reten-
tion of teachers
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Stinebrickner
(2002)

Entry and exit USA, NLS of the
High School Class
of 1972. 22,652
high school gradu-
ates. Followed for
14 years. Use data
on 450 certified
to teach between
1975–1985

Estimate wage and non-
pecuniary utility equa-
tions for teaching and
nonteaching. Maximum
likelihood estimation,
estimating coefficients
on characteristics to
make the labor force
choices that we actually
observe most likely (as
individuals evaluate wa-
ges and nonpecuniary
utility from different
options)

Simulation. Calculate individuals’ value
functions, given their characteristics and
the estimated coefficients, then change
wages, via 1 of 2 policies.
Policy 1: 25% pay increase for all teachers
Policy 2: on average, a 25% pay increase,
but depending linearly on teachers’ SAT
scores.
Proportion of time spent in teaching in-
crease from 0.48 to 0.72 under both poli-
cies more choose to teach initially and
those that do stay longer, particularly
the former – therefore greatest effect on
males.
Both policies reduce time in nonteaching
rather than time out of workforce – there-
fore again, greatest effect for males

Interaction with SAT scores. Ratio
of time spent in teaching among
high ability relative to low ability
is 0.88 (0.44:0.50). Under policy 1,
this ratio increases to 0.94, and un-
der policy 2 to 1.11 (i.e., policy 2
more successful in attracting high
ability teachers)

Csellack
(2002)

Teacher occupa-
tional choice by
year

USA, NLSY 1979.
1,839 individuals
from 1979 to 1998
of whom 276 chose
teaching as an
occupation

Dynamic structural mo-
del of occupational
choice

Simulates the effect of wage policies on
teacher supply. Finds that a 2% increase
in teacher’s wages increases teacher sup-
ply by 2.6% but has no effect on the ability
of those choosing to be teachers

Considers the effect of marriage,
fertility college major and post
graduate study on the teacher deci-
sion
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V. Time series studies of aggregate supply relative wages and excess demand
Thomas
(1975)

Relative supply
as measured by
the Proportion
of Graduates
entering teach-
ing

UK time series
1962–1970

OLS Find significant salary effects suggesting a
1% fall in relative starting salaries will in-
duce a 2–5% fall in the relative supply of
male graduates entering teaching and sim-
ilar effects for average salaries of teach-
ers. Effects for female graduates are up to
twice as big

Find for male graduates that the
unemployment to vacancy ratio for
administrative, technical and pro-
fessional workers is positively sig-
nificant for male graduates but not
female graduates

Zabalza,
Turnbull and
Williams
(1979)
Chapter 5

Entry UK time series,
1963–1971. 5 obs
per year, defined by
numbers of teach-
ers in 5 subject
groups

OLS Relative teacher wages (compared to sub-
ject specific salaries from NES, or average
annual earnings of nonmanual workers).
Elasticity of graduate new entrants with re-
spect to wage equals to 2.4–3.9, depending
on definition of alternative wages, for men,
and 0.3–1.8 for women (prefers higher es-
timates based on average earnings of all
nonmanuals).
Also, look at relative starting wage, and
relative growth in wages. Elasticity of
graduate entrants with respect to relative
starting wages is 3.4 for men and 2.8 for
women, while elasticity with respect to
relative growth in earnings is, 1.6 for men
and 0.4 for women. Therefore wage effects
greater for men primarily because of their
consideration of career prospects

Split results by degree subject (sci-
ences and arts).
For men, wage elasticity is greater
for arts than for science students
(insignificant for latter), while for
women the reverse is true
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Dahlby
(1981)

Shortage of
school teachers

UK time series
1948–1973

OLS using a dynamic
adjustment model on
changes in relative
wages

Number of students entering teaching is
related to wage adjustment

Uses the data to argue that the
monopsony model explains the
shortage of teachers

Zarkin (1985) Numbers com-
pleting teacher
training

USA time series
from 1950–1979 on
teacher enrollment
data

OLS NA Finds an important role for future
demand conditions in the supply of
graduates entering teacher training

Lewis and
Norris (1992)

Supply and de-
mand for teach-
ers

Australia, time se-
ries data from
1972–1989 for
Western Australia

No formal estimation NA Discusses the role of mar-
ket forces in shaping sup-
ply and demand for teachers
in Australia

Bee and
Dolton (1995)

Teachers rela-
tive pay

UK 1956–1998 ti-
me series

OLS Finds evidence of higher salaries link with
excess demand for teachers

Links the time series evidence
with the cross-section evidence to
suggest the importance of excess
demand in the determination of
relative wages in cross-section data

Dolton and
Robson
(1996)

Teachers rela-
tive pay

UK 1956–1990 ti-
me series

OLS Finds evidence of higher salaries link with
excess demand for teachers

Finds that higher teacher union con-
centration of membership is posi-
tively related to teacher relative pay
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Court, Reilly
and Williams
(1995)

Relative supply
as measured by
the Proportion
of Graduates
entering teach-
ing

UK 1986–1992 us-
ing time series data

OLS Find significant salary effects suggesting
a 1% fall in relative starting salaries will
induce a 4% fall in the relative supply of
graduates entering teaching

Find additional effects for the sub-
ject mix and proportions of women
reading social science and language
degrees. Do not find any evidence
of unemployment or salary progres-
sion effects

Dolton,
Tremayne
and Chung
(2003)

Teacher supply
as proxied by
various vari-
ables

UK time series data
from 1947–2000

OLS using time series
stationarity tests

Find that teacher supply is counter-
cyclical. Evidence that supply is higher
if graduate unemployment and relative
wages are more favorable. Also find differ-
ences in the strength of effects by gender.
Men are much more likely to be affected
by aggregate conditions than women

Use different measures to proxy
for teacher supply – wastage rates,
changes in the size of the PIT
and fractions entering the profes-
sion from all graduates in a given
year

VI. Other studies
Antos and
Rosen (1975)

Earnings USA, 5,454 teach-
ers from a 5% sam-
ple from 1965
Equality of Educa-
tional Opportunity
Survey

OLS NA Examined the spatial distribution
of teachers based on the theory
of equal advantage. School char-
acteristics, racial composition, in-
telligence of students and neigh-
borhood hazards are found to be
important in wage variation. Esti-
mates an increment of at least $300
would be required to get the average
white teacher into the average black
teachers school
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Edmonston
and Knapp
(1979)

Teacher aggre-
gate supply and
demand

USA, time series
from 1934–1978

Demographic manpower
model

NA Uses a manpower planning model
projecting pupil, teacher and new
teacher numbers and fertility rates
to project demand and supply for
teachers. Predicts an over supply
of teachers in the USA in the late
1970s

Denton,
Feaver and
Spencer
(1994)

Demand and
supply of teach-
ers

Simulation Dynamic simulation NA Simulation experiments investigate
the changes in fertility rates on sup-
ply and demand for teachers. Re-
sults suggest that teacher imbalance
is found to be highly volatile in re-
sponse to fertility variations

Ballou and
Podgursky
(1998a,
1998b)

Quality None Simulation, using esti-
mates of entry and exit
behavior from other
studies

Increase salary by 20%.
Share of teaching workforce in top 5%
of SAT scores increase from 5% to 7.6%.
Most still have SAT scores below the col-
lege graduate average. If a high weight
is put on attracting high ability (greater
chance of them getting job) then 9.0% of
workforce are high ability (top 5% of SAT
distribution)

Problem is higher wages reduce exit
rates, reducing number of vacan-
cies, thus putting off people from
training, esp. those with good alter-
native options (i.e., high ability). If
the 20% salary increase is restricted
to top 2 levels of ability, get 9.2%
of workforce as high ability (simi-
lar effect to giving all teachers the
raise, and targeting high ability, but
of course cheaper)
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Lindeboom
and Kerkhofs
(2000)

Duration of ab-
sence from
teaching job

Holland, 4,969 tea-
chers in 426
schools with
21,137 spells of
absence in 1987–
1991

Mixed proportional haz-
ard, partial likelihood,
nonparametric baseline
hazard with fixed school
effects

Teachers are more likely to be ab-
sent: if they are very young or old,
if they teach lower or small groups,
if anticipated replacements are dif-
ficult or unanticipated replacements
less difficult and if they are on per-
manent contract rather that a part
time contract

Waterreus
and
Dobbelsteen
(2001)

Hours of work
in the labor
supply equation

Holland, 1324
Dutch Secondary
school teachers in
1998

OLS and IV. Endogene-
ity of net wage is cor-
rected by using gross
hourly wage and house-
hold income as IVs

Wage elasticity of supply at average
weekly hours worked (33.48) is 0.24, i.e.
to induce a teacher to supply 34 instead of
33 hours a week a 13% increase in salary is
required. Male wage elasticity is 0.19 and
female is 0.39

Simulation suggests that 3.5 million
guilders would need to be spent on
teachers wages to increase the num-
ber of hours by 8%. Whereas they
suggest a full time premium would
produce some effects for only 0.5
million guilders

Gilbert, King
and Cregan
(2002)

Earnings of tea-
chers

New Zealand, 125
teachers observed
20 years after gra-
duation

OLS 40% of the wage differential cannot be ex-
plained by experience, qualifications and
mobility an hence attributed to discrimina-
tion and unobservables
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4.1. Overview of the market and sources of supply

At the beginning of this chapter Figure 1 detailed the potential sources of teacher sup-
ply. At the outset in the determination of teacher supply we must be interested in the
numbers who enroll in teacher training as this is the source of potential teachers. There
are relatively few studies of what determines entrance into teacher training. In several
studies in the USA, Hanushek and Pace (1994, 1995) examine the decision of college
students to enter teacher training or not. They use the NLSY High School and Beyond
survey from 1980–1986. They find that potential teachers perform lower on tests than
other graduates and teacher training completion is lowered by state requirements for
courses and teacher tests. They suggest that would be teachers are less likely to com-
plete their qualification if the state imposes a pre-specified cut-off on a standardized
test (national Teacher’s Examination). They also suggest that students are less likely to
complete their training in states which require their trainee teachers to complete a large
number of education related courses. Their results suggest that teacher salaries do not
have an important influence on student choices. Although the relative earnings of teach-
ers compared to all college graduates varies considerably across different states in the
US, they do not have a significant impact on the decision to enter teacher training.

There is a limited amount of evidence of a time series nature relating to the pattern of
what influences initial teacher training recruitment. Zabalza (1979a, 1979b), using time
series data for the UK over the 1963–1971 period, examines entry into teacher training
by faculty of degree. He finds that relative wages and graduate unemployment have an
effect on entry. Higher relative wages and higher unemployment induce higher rates
of entry into teaching. This work has been brought up to date by Dolton, Tremayne
and Chung (2003) who also find evidence of the importance of unemployment and
relative wage effects in the initial teacher entry decision as modeled by entry to teacher
training. They model entry into teacher training by faculty of study over the time period
1960–2000.

A further source of supply are the teachers that are created under crisis “emergency
certification” measures which are, from time to time, instituted to ease the crisis in
teacher supply. Examples of these measures have been used in the UK over the period
1960–1970, and at various times since, when graduates and those with suitable levels of
experience were considered for short term training courses. Other such schemes have
been introduced in various US states at different points in time. Little or no evaluation
of how well these teachers work out or how long they stay in the profession has been
conducted.

Another source of potential supply is to encourage part time working of those ex-
teachers who are considering a return to work but may be constrained by family and
other obligations. HMSO (1994) explicitly examines part time and returning teachers
into the profession in the UK. It suggests that more could be done to make provision
for part time and returning teachers to be able to adapt to the changes in the school cur-
riculum and ensure that part time staff had improved lines of communication with full
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time staff. It also suggests that supply problems could be alleviated by more effective
job share arrangements.

4.2. Aggregate labor market conditions, government intervention and
the market mechanism

An early study, based only on time series data at the average aggregate level in the
UK for the years 1963–1971 by Zabalza, Turnbull and Williams (1979), estimates the
elasticity of the supply of labor into teaching, with respect to relative teacher earnings.
The estimated elasticities range from 2.4–3.9 for men, and from 0.3–1.8 for women,
depending on the definition of alternative wages used. When teaching wages are split
into starting wages and wage growth, the authors find that the effect of the relative level
of starting wages in teaching is similar for both sexes, while the effect of teacher wage
growth over time is much greater for men. This suggests that the wage effects are greater
for men primarily because of their consideration of career prospects.

As with the entry into teaching decision, Zabalza, Turnbull and Williams (1979) also
undertake a time series analysis of the exit decision, considering the years 1963–1972.
Dolton and Mavromaras (1994) find that males are much more likely to be influenced
by the wage rates on offer than females, the elasticity of the trained graduate separation
rate with respect to relative wages being −2.4 to −3.0 for men, and −0.6 to −0.7 for
women. Unlike their analysis of the entry decision, Zabalza, Turnbull and Williams
(1979) find that this gender differential in wage effects exists for both starting wages
and the growth in wages.

Chevalier, Dolton and McIntosh (2001, 2006) overview the market position for teach-
ers in the UK from 1960 to the 2002 using graduate cohort data from six separate cohorts
of university graduates. The use of this data allows them to simulate the effect of pos-
sible teacher pay rises over time. They find that relative wages in teaching compared to
alternative professions have a significant impact on the likelihood of graduates choos-
ing to teach, although the impact depends on the market situation at the time. The wage
effect on the supply of teachers is strongest at times of low relative teachers’ wages, or
following a period of decline in those wages. It is also strongest for those individuals
who have more recently graduated. For example, increasing wages of teachers by 10%
would have led to an increase of nearly 10% in the supply of teachers in the mid-1980s
but only 2% in the mid-1960s or early 1990s.

Labor market conditions at the time the occupational choice is made are also impor-
tant. The most recent evidence from Dolton, Tremayne and Chung (2003) looks at time
series data over the whole post war period in the UK and finds that aggregate labor mar-
ket conditions, particularly unemployment levels, are important determinants of teacher
supply. They use various different proxies of teacher supply including the wastage rate
from the profession and changes in the size of the pool of inactive teachers. They find
that the supply of graduates to teaching is counter-cyclical with most graduates’ per-
ception of teaching (and willingness to enter the profession) improving when teacher
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pay is high compared to alternative occupations and when graduate unemployment is
high.

4.3. Earnings, relative pay and the opportunity wage

Most of the empirical work on teacher supply that has been published has focused on the
role of salary, and most specifically, relative salaries in teaching in an econometric ex-
planation of those who decide to initially become teachers, and those who subsequently
decide to stay in teaching. Naturally higher relative salaries are a possible way of offset-
ting poor working conditions in a compensating wage type explanation of the relative
attractiveness of the teaching profession. In this section and in Table 2 we review the
most important contributions to this literature.

There are a small number of US studies to have considered the entry decision into
the teaching profession. One of the first significant contributions to have used an econo-
metric approach to teacher supply is the contribution of Manski (1987). He uses data
from the National Longitudinal Survey of the High School Class of 1972. The results
of his probit equation on occupational choice (teacher/nonteacher) suggest a 10% in-
crease in weekly teaching earnings will raise the supply of teachers from 19% to 24%
of the graduate cohort. Moreover, a 40% increase in weekly teaching earnings raises
the supply of teachers to 44% of the cohort. Thus the elasticity of teacher supply ranges
from 2.4 from small salary increases, to 3.2 for larger increases. Manski also considers
the quality aspect, and in particular is concerned by the fact that the average ability of
those who choose teaching is below the average among all college graduates, quality
or ability being measured by SAT scores. He suggests that a general pay increase does
not improve teacher quality, since both low- and high-quality teachers are increasingly
attracted to the profession. However, Manski calculates that a 10% increase in weekly
teaching earnings, coupled with a minimum requirement for entrance to the profession
of an 800 SAT score, would maintain the supply of teachers at 19% of the cohort, while
raising the average academic ability among that group to the national average for college
graduates.

Other early cross-section evidence of the importance of teacher salaries as a deter-
minant of the decision to stay in teaching was provided by the papers of Murnane and
Olsen (1989a, 1989b, 1990). Their results suggested that those teachers who have the
highest salaries stay in teaching longer and those with the higher opportunity cost – as
measured by test scores and degree subject – stay in teaching for less time.

Considering the entry decision, British work on this topic is limited. Dolton (1990)
uses data from the 1980 Graduate Cohort, which follows 4,982 graduates for up to seven
years after they have graduated. The paper suggests that it is the relative level of teach-
ers’ wages, rather than the absolute level, that affects the decision whether to become a
teacher. In order to test this hypothesis empirically of course requires estimates of alter-
native earnings in jobs that individuals did not choose, as well as data on actual earnings
received in whatever job graduates choose to do. In order to obtain estimates of alterna-
tive earnings, Dolton estimates wage equations for each of the possible cases (teacher
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and nonteacher), to derive an estimate of earnings for each individual in their noncho-
sen state.11 Similarly, wage growth equations are also estimated in both states, so that
estimated wage growth in the nonchosen state can be compared to actual wage growth
in the chosen state. The results are very much as expected, in that relative starting wages
in teaching (compared to estimated potential earnings elsewhere) are positively related
to the probability of becoming a teacher. In addition, individuals are more likely to be-
come teachers the greater is the growth over time in teachers’ earnings, and the lower is
the growth in earnings of nonteachers. The other variables in the equation suggest that,
among the individual characteristics, belonging to an ethnic minority, and having par-
ents of a higher social class, are both associated with a lower probability of becoming a
teacher. As expected, individuals with degrees in education are more likely to become
teachers than those individuals with degrees in other subjects. The results also reveal
something about the quality of graduates who decide to become teachers, since individ-
uals with a higher class of first degree, who went to university instead of a polytechnic,
and who hold a PhD are all, on average, less likely to become teachers. This quality
effect is over-and-above the simple fact that the high-achievers at degree level can earn
more in nonteaching occupations, since alternative wages are controlled for.

One important problem in the econometric estimation models which were reviewed in
the previous section was the difficulty of identifying the precise nature of wage effects.
In a simple static choice framework, under restrictive assumptions, we saw that we
could reduce the problem of choice to a consideration of starting salaries and the growth
in earnings. Typically we do not have good data on earnings growth in teaching and
nonteaching or indeed on a more general rate of return to becoming a teacher compared
to the rate of return of having an alternative career. Hence what little evidence there
is on this is important. Wilson (1983) shows that there has been a declining rate of
return to becoming a teacher over the 1962–1979 period in the UK. The paper follows
the method of Birch and Calvert (1973) by simply calculating a rate of return based
on national salary data for teachers. Such a task requires good cross-section data on
a country wide basis over many years. In addition it also really requires the equivalent
data for nonteachers in order to make a valid comparison about what has happened to the
relative rate of return in teaching and alternative occupations. A recent paper by Dolton
and Chung (2004) addresses these issues by comparing teachers life time earnings with
those of people who are qualified to teach but do not do so. They find in computing
rates of return for men and women over the 1960–2000 period that the rate of return in
teaching has been falling for both genders over this time period but that teaching is still
a relatively good job for women compared to the alternative available to those who are
qualified to teach but do not do so. In contrast, teaching has a negative rate of return for
men over the nonteaching alternative.

There are many more studies examining the decision to exit from teaching. This
is presumably due to the existence, particularly in the US, of administrative data sets

11 Note that the wage equations were corrected for selectivity into the chosen state.
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containing information on large numbers of teachers, allowing the “quitters” to be com-
pared to the “stayers”. Most of the British work in this area has been undertaken using
information on various cohorts of university graduates, for example Dolton (1990),
Dolton and Van der Klaauw (1995a, 1995b, 1999) and Dolton and Mavromaras (1994).
With the exception of the last of these studies, all use data from the 1980 Graduate
Cohort. The Dolton (1990) study estimates a probit equation on whether an individual
is in a teaching job seven years after graduating (conditional on choosing a teaching
job as the first job upon graduation). The results suggest that the factors affecting the
decision to continue teaching are very similar to those that affect the decision to be-
come a teacher in the first place. The selectivity term controlling for those who became
teachers in the first job after graduation attracts a positive and significant coefficient,
suggesting that the original choice has a strong influence on later choices, which may
be caused by inertia and the transition costs of moving jobs or a persistent effect of
attractive nonpecuniary benefits associated with teaching.

The three papers by Dolton and van der Klaauw all adopt a hazard approach to model
the length of time spent in the first job after graduation among teachers. Each uses data
on 923 1980 graduates who chose teaching as their first job, following the individuals
for seven years after their graduation. The econometric model used analyses the factors
associated with the “hazard” of leaving this job. As in the Dolton (1990) paper, a lot of
attention is given to the role of relative wages, with wage equations again being esti-
mated to provide the relative wage variable, measured as the predicted difference in the
log of teacher and nonteacher graduate earnings at each month of experience. The re-
sults show that the elasticity of leaving a teaching job with respect to this relative wage
measure is about −1.5, suggesting a large reduction in quit behavior among teachers,
following a rise in earnings. For example, a 10% rise in teachers’ relative earnings is es-
timated to increase the retention rate after five years from 66% to 69%, while a 25% rise
in relative earnings would further increase this retention rate to 73%. The importance
of the outside labor market and alternative opportunities is also clearly demonstrated by
the significance of other variables in the estimated equation. In particular, teachers are
more likely to leave their jobs, if their local unemployment rate is low, if they have a pro-
fessional qualification, if they hold a noneducation first degree, if they are from a higher
social class and if they attended an independent school. In addition, those teachers who
claim that they only entered teaching because they could not find more suitable work
are, not surprisingly, more likely to leave teaching in the following years, presumably
as more appropriate work becomes available.

Dolton and Van der Klaauw (1995b, 1999) extend their earlier (1995a) work by adopt-
ing a “competing risks” approach to their hazard rate modeling. In particular, they allow
the explanatory variables to have a differential impact on the likelihood of leaving for
nonteaching work, and the likelihood of leaving the labor force altogether. The fact that
a large proportion of teachers are women, who are more likely to leave the labor force
in order to raise a family, could make such a distinction appropriate. The results show
that this is indeed the case. Specifically, a higher teaching wage reduces the probabil-
ity of teachers leaving the labor force altogether, while a higher predicted wage in the
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nonteaching sector is related to an increased likelihood of moving into a nonteaching
job. The individual characteristics identified as having a significant impact on teacher
turnover in the Dolton and Van der Klaauw (1995a) paper, are shown to work specifi-
cally through their impact on the probability of leaving the labor force altogether, and
have a much smaller effect on the likelihood of moving into alternative employment,
with the exception of the effect of having a professional postgraduate qualification, for
which the reverse is true.

Turning back to the US literature on the exit decision, the evidence closest in spirit
to the UK studies using the graduate cohort data sets is provided in two papers by
Stinebrickner (1998a, 1998b, 2001a, 2001b), using data from the National Longitudi-
nal Study of the High School Class of 1972. The two papers follow a small number of
individuals who chose teaching as their first job (341 and 450 respectively) over the pe-
riod 1975–1985. The earlier paper estimates a hazard model of the duration of this first
teaching job. As was found with the UK studies, teachers are more likely to stay in their
job, the higher are the wages that they receive. Stinebrickner estimates that a teacher
earning one standard deviation above the mean teaching wage will have a 9% higher
probability of staying in that teaching post more than five years. The Stinebrickner
(2001a, 2001b) paper is interesting, in that it follows a different strategy to all other
papers in this area. Essentially, he estimates wage and nonpecuniary utility equations
for both teaching and nonteaching. The coefficients are maximum likelihood estimates,
chosen so that it is more likely that we observe individuals in the occupation (in this
case teaching or nonteaching) that they actually choose, on the basis that individuals are
more likely to choose the occupation in which their predicted wages and nonpecuniary
benefits are highest. Given an individual’s characteristics and the estimated coefficients,
the author can then predict whether that individual will become and remain a teacher,
and can simulate the effects of changing teacher wages. Two policies are considered,
the first being a 25% pay increase for all teachers, and the second being a 25% pay
increase on average, the actual amount depending linearly on teachers’ SAT scores. The
results of the simulation show that the proportion of time, that the initial teachers spend
in teaching, rises from 0.48 to 0.72 under both of these policies. As in the Dolton and
Van der Klaauw (1995b, 1999) papers discussed above, both nonteaching jobs and time
out of the labor force are considered as alternatives to teaching. Stinebrickner reports
that the wage rises are more likely to reduce the amount of time spent in nonteaching
employment, than they are to reduce time spent out of the labor force altogether. Con-
sistent with other research reviewed here, the wage effect on the decision to continue
working as a teacher is therefore greater for men than for women.

Although both wage policies in the Stinebrickner (2001a, 2001b) study raise the
amount of time spent in teaching by approximately the same amount, they do differ
in the extent to which they attract high quality teachers (quality being measured in
terms of SAT scores). Not surprisingly, the second policy, whereby wages are increased
in proportion with teacher quality, leads to a change in the mix of teachers towards
a greater proportion of those of high quality. Other papers have also considered this
relationship between relative wages, teacher supply and teacher quality. For example,
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Ballou and Podgursky (1997) undertake a simulation exercise, using estimates of entry
and exit behavior from other studies, to estimate the impact of changing teacher wages.
They conclude that a general 20% increase in wages would do little to increase teacher
quality, the problem being that higher wages reduce exit from the profession, hence
lowering the number of teaching vacancies and so reducing the incentive to invest in
teacher training, particularly for those high ability individuals with good opportunities
elsewhere. The authors therefore suggest that the wage increase should be implemented
together with an attempt to target those of higher ability, or, more cost effectively, mak-
ing the 20% pay rise conditional on having a certain minimum SAT score, thus removing
the need to pay higher wages to all teachers, including those of lower ability. In a sim-
ilar vein, Hanushek, Kain and Rivkin (1999) use data for the years 1993–1996 from
the UTD Texas Schools Project database, which is a matched panel of entire cohorts of
pupils and teachers. The authors show that a 10% increase in starting wages is associ-
ated with a 2% fall in the probability of leaving for probationary teachers, and a 1% fall
for those with 3–5 years of experience. The same wage increase is also associated with
higher maths and reading achievement among pupils of 0.17 and 0.11 standard devia-
tions respectively. These results are not affected when the authors control for turnover,
and the effects are larger when probationary teachers are removed from the sample,
suggesting that the greatest quality effects arising from wage increases occur through
motivating existing teachers, rather than attracting new higher-quality ones.

Summarizing the remaining US papers to have studied the exit decisions of teachers,
many have used city or state level data on all teachers registered within particular states,
including Brewer (1996), Rees (1991), Mont and Rees (1996) (all studying New York),
Murnane and Olsen (1989a, 1989b) (Michigan), Murnane and Olsen (1990) (North Car-
olina), Theobald (1990), Richards and Sheu (1992), Theobald and Gritz (1996) (both
Washington) and Greenbaum (2002) (Pennsylvania). These papers all adopt either a di-
chotomous dependent variable approach based on whether teachers have left their job
after a certain amount of time, or undertake a duration analysis of the time spent in
teaching. In each case, only individuals who started teaching in a particular year, rather
than all teachers in the state, are considered, so as not to confuse wage effects with
seniority effects. A problem with using administrative data of this type is that if indi-
viduals move states they automatically fall out of the data set, whether or not they have
continued as a teacher. The results should therefore be seen as the factors affecting the
length of the first job in teaching, rather than the length of time spent in the teaching pro-
fession as a whole. The results across all of the studies named above agree that the salary
paid to teachers is negatively related to their propensity to leave, or positively related
to the duration spent in first teaching jobs. Where studies allow for gender differences,
a common finding is that these wage effects are larger for men than for women. There
is also some evidence [for example, in the Murnane and Olsen (1990) study] that the
influence of teacher earnings declined over time during the 1970s, which is consistent
with the UK evidence of Dolton and Mavromaras (1994). Finally the US studies do not
consider relative earnings or alternative earnings in the same detail as the UK studies
outlined above, with none estimating wage equations to obtain estimates of wages that
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could be earned in nonteaching jobs, although most include proxies for outside alterna-
tives, such as qualifications held by teachers, or average district-level wages. The results
generally show that teachers with higher level qualifications, or who live in areas with
higher average nonteaching wages, and more likely to leave their teaching jobs.

Another aspect of teacher supply relates to the mobility of teachers between different
locations. Hanushek, Kain and Rivkin (1999), in the study cited above, assess the role
that salary schedules played in the composition of teachers within a district and how
pay affected mobility and specifically transitions both between and within Texas public
schools. Their evidence suggests that student characteristics play an important role in
these decisions and that there is only weaker evidence of the importance of salaries
affecting transitions. The typical Texas teacher places a high weight on high achieving
nonminority students and such factors act as clear compensating differentials in the
decisions to move to another location or exit teaching all together.

An important element to teacher supply are those who return to teacher after a break.
Murnane (1996) suggests that in the USA only one in four teachers return to teaching
after a career interruption. The decision to re-enter teaching would also appear to be in-
fluenced by pecuniary factors. Beaudin (1993) finds those teachers least likely to return
are those with better paying employment outside schools.

Econometric evidence from other countries aside from the USA and the UK is lim-
ited. Wolter and Denzler (2003) use data on university graduates in Switzerland over
the period from 1981–1999 to assess the wage elasticity of teacher supply. They find
that teacher supply is responsive to wage levels. However their results indicate that this
relationship is not so strong in their data as that reported in other countries. It is possible
that part of the explanation for their finding is that teachers are paid relatively well in
Switzerland compared to other workers.

4.4. School differences and conditions of work

A most important set of factors which may condition individual labor supply decisions
relate to working conditions in schools. In addition the labor market faced by teachers
working in some subjects or in certain schools may be radically different from those
faced by others. Teaching is quite a different job if you face a large class of 16 year old
inner city pupils from deprived homes who simply do not want to be there – than if you
face a small class of middle class 5 year olds for whom school is fun. More specifically,
variations in working conditions may involve: class size, teaching load, the extent of
teaching outside one’s area of expertise, the composition and background of the pupils
to be taught, the fabric of the buildings and equipment one has to work with, the nature
of one’s colleagues, the extent of administrative support from local or federal agencies,
the degree of classroom assistance by pupils or trained support staff, the opportunities
for training and advancement of skills, the flexibility of working practices and many
other factors. The issue of the relationship between teacher shortage and class size and
teaching loads is of crucial importance to policy makers trying to solve the problems of
teacher supply. If there is evidence that teachers are more likely to quit when class size
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is higher and other conditions are more adverse then this poses logical questions for
policy associated with spending budgets on more teachers – possibly instead of raising
the salaries of existing teachers.

There has been relatively little research devoted to the relationship between working
conditions and the supply of teachers. Mont and Rees (1996) examine the effect of class
load and other factors on teacher turnover. Specifically they examine the role of factors
like the number of classes taught, class size and whether a teacher is teaching in the
subject area of certification. They suggest that increasing class size, and the greater the
number of classes taught, and the higher the percentage of time a teacher has to teach
outside their specialist area do have an impact by increasing teacher turnover. They also
find that the school district characteristics also play a role in this turnover. Again this
research was conducted using data from the New York State Department over the years
1979–1989.

Other studies have also found a role for working conditions effects. Stinebrickner
(1999a) finds that the pupil teacher ratio is an important determinant of teacher turnover.
However he also finds that the ability level of students is less significant in determining
a teacher’s view of the school. Likewise Hanushek, Kain and Rivkin (1999) find that the
characteristics of the study body are important in why teachers may switch locations.
Van den Berghe (2000), using data from Belgium, finds that increasing workload, part
time work and centralized decision making increase the leaving hazard but that if the
individual works in several schools this reduces the hazard. One of the main conclusions
of his study is that nonmonetary working conditions, namely access to teaching jobs
with permanent contracts is a more important determinant of supply than salary levels.

There are few studies of the effects of organizational conditions in schools and teacher
turnover. Ingersoll (2001a, 2001b) investigates this relationship using data from the
Schools and Staffing Survey from the US Department of Education. His results indicate
that low salaries, inadequate support from administrative authorities, the presence of
student discipline problems and the remoteness of teaching staff from decision making
all contribute to higher teacher turnover – even if teacher and other school characteristics
are controlled for. The wider issue of the extent to which making teachers accountable
but also giving them more control over their working environment has not really been
examined in the literature. Indeed will know little about whether there is any relationship
between teachers becoming more professional and their decisions relating to their labor
supply and turnover.

There is a further literature, which is small but growing, on the relationship between
teacher mobility and the social class and ethnic makeup of the school. Greenberg and
McCall (1974) in an empirical investigation of San Diego schools finds that new teach-
ers tend to be placed in low SES schools and those teachers who move tend to move to
higher SES schools having teachers with greater experience and higher educational at-
tainment. The authors suggest that teacher upward mobility and the fact that higher SES
schools have better qualified teachers are both outcomes of the process whereby better
qualified teachers gravitate to the more privileged schools. Antos and Rosen (1975)
using the 1965 Equality of Educational Opportunity Survey found that an additional
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$300 per year (in 1965 prices) would be necessary to induce the average white teacher
to teach in a predominantly black school. Undoubtedly there is evidence of teacher sup-
ply and mobility decisions being affected by the kind of children in the school. Such
factors are important in an explanation of the schools that find it hard to recruit teach-
ers but the consequences for the persistence of inequality of opportunity are potentially
massive.

4.5. Subject specialism differences

Another important difference in the teacher supply position relates to the different con-
ditions which exist in the market for school teachers of different subject specialisms.
Rumberger (1987) examines the impact of salary differences on teacher shortage for
Mathematics and science teachers in the USA. He uses data on a sample of medium and
large schools districts in metropolitan areas. Using the salaries of engineers to proxy
for wage prospects in alternative occupations outside teaching for science and maths
graduates he finds that larger salary differentials between alternative occupations and
teaching do induce bigger teacher shortages. Murnane, Singer, Willet (1989) also finds
(using his sample of North Carolina teachers from the 1970s) that teachers of chemistry
and physics tend to leave teaching sooner than teachers so of other subject specialties.
Moreover, they are much less likely to return to teaching once they had left.

Stinebrickner (1998a, 1998b) finds that teachers with a science degree are signif-
icantly more likely to leave the profession. Beaudin (1993) finds that teachers most
likely to return are those with subject specialties that provide only limited opportunities
for alternative employment outside of schools. Such findings are repeated in a number
of other studies and suggest that decisions to enter or return to teaching are related to
opportunity costs. Clearly those individuals with good outside options because of their
skills and qualifications are more likely to be attracted into another profession.

Guthrie and Zusman (1982) discuss the serious shortage of maths and science teach-
ers in the US in the early 1980s. They describe the cause of the problem and suggest a
variety of policies to deal with it. Not surprisingly they suggest that relative salaries in
teaching compared with other science career alternatives are at the root of the problem.
They suggest that more differential pay, more in service staff development and more
industry and school cooperation may alleviate the problem.

One solution to the shortage of teachers in the mathematics and science field is to
ask teachers of other subjects to teach these subjects. This is an increasingly important
phenomena in many countries, including the UK. The issue of the extent of “out of field
teaching”, i.e. teaching outside one’s are area of expertise, is a topic which has been
given detailed consideration by Ingersoll (1997, 2000, 2001a, 2001b, 2001c, 2002) for
selected areas of the US but has been virtually ignored in other countries. Ingersoll has
good reason to suggest that this out of field teaching is commonplace and hides the true
extent of teacher shortage.
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4.6. Career structure considerations

There is scattered evidence that the career structure in teaching actually affects teacher
supply. Issues relating to, if and when, a teacher chooses to move to another school, or
into a different kind of job, may relate to the structure of teaching as a career. Specifi-
cally, the possibility of moving up the occupational hierarchy and getting promoted to
a headteacher or not could be relevant to whether someone chooses to leave the pro-
fession early. The actual profile of the age at which an individual teacher chooses to
leave the job, and return or not, may well be related to career concerns. Likewise the
possibility that a teacher may choose an “optimal time to quit teaching to enter a related
field” – like educational administration – may also be related to their age, promotion
ladders, and their inability to get advancement in their own school or school district.
Alternatively, they could choose to leave teaching as a result of the cumulative occu-
pational stress of successive years at the “chalkface”. This evidence is contained in
the detailed findings of many different studies – we highlight only some of the more
important contributions.

In considering the possible career path for teachers one logical possibility is that
teachers may enter educational administration. Brewer (1996) examines this possibility
by considering the responsiveness of teachers to opportunities in school administration.
Using a sample of newly hired teachers in New York from 1978 to 1988 he finds that
male teachers are sensitive to expected administrative salaries. The argument is that
teachers often move to fill up the jobs as administrators. Higher district administrator’s
wages decrease the probability that a teacher will leave the district. Specifically a 10%
increase in district administrator salaries reduces quit probability by 0.3%. Dividing
male new hires into new entrants and re-hires, effects of own salary and administrators’
salary are significant only for new entrants. In addition he finds that if administrative
salaries in surrounding districts rise then teachers are more likely to leave their own
district. These effects are significant only for males which indicates that female careers
in teaching are less likely to consider the administrative route – possibly because such
jobs are less compatible with family responsibilities.

Boyd et al. (2002a, 2002b) describe the “career paths” of teachers using administra-
tive individual teacher data from New York State over the last 20 years. The data show
that: there is a substantial turnover in teaching in the first years; that students from more
selective colleges tend to quit earlier, as do those whose initial job is in an urban area.
They find that the age of entry into teaching has been rising. They also find that the
proportion of teachers who have failed a Teacher Certification exam have been rising,
as has the proportion with Master’s degrees. This suggests a wider dispersion in the
quality of teacher provision.

Using the same data set Boyd et al. (2002b) examine teacher preferences over their
job location. They find that teachers exercise a strong preference to teach close to where
they grew up. They suggest that if the location of a job is not considered in modeling
individual supply decisions then this may results in an econometric misspecification.
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The responsiveness of teacher supply is related to the age of the teacher or their years
of experience. There is good evidence that teacher attrition is higher at the beginning
of the career and at the end than in the middle. Grissmer and Kirby (1997) found that
younger teacher tend to have higher attrition rates. The hazard for leaving teaching rises
during the mid-career and then declines with professional experience. Stinebrickner
(1999b) also finds this pattern. He suggests that the early years of experience are an
important determinant of whether a person stays in the job. He suggests that the hazard
rises in the first four years in the job but declines thereafter. These results would suggest
that policies to increase retention rates of teachers would be best focused on young
teachers and making their conditions of work more acceptable. However this conclusion
should be tempered with the fact that much of this age/experience pattern of attrition
will be induced by women leaving teaching to have family career breaks. It seems clear
that the real problem for policy makers is the men who quit teaching early in their career
as they are much less likely to return to the profession.

One aspect of the teacher career choice which is relatively under-researched is the
role that expectations of school pupils and students of teaching as a possible future
career for themselves play in the formation of subsequent occupational choices. Why is
it that the sons and daughters of doctors often want to be doctors but that the sons and
daughters of teachers seldom want to follow in the footsteps of their parents? Kyriacou
and Coulthard (2000) examine this subject using data from undergraduates views on
teaching as a career in the UK. Their work suggests that students have a poor impression
of teaching as a potential career due to salary prospects and also to the stressful image
of the job.

In a related paper Chevalier, Dolton and McIntosh (2001), consider reported job satis-
faction with a number of aspects of working life, using data from the UK 1985 and 1990
Graduate Cohort Data Sets. The results suggest that teachers are less satisfied than other
graduates concerning key aspects of their jobs, such as pay and hours worked. However
this work does show that teachers are more content with other aspects of their job than
those graduates who enter alternative careers. Specifically they are more content with
the match of their qualifications with the nature of their work and also their sense of job
security.

In their investigation of teacher mobility Theobald and Gritz (1996) examine the
teacher decision to teach in the same school district and considers the role of inter-
district mobility. They find that expenditure and resources at the district level can impact
on the length of time a teacher stays in the profession. Shen (1997) using data from
the 1990–1991 US Schools and Staffing Survey examines the teachers who stay in the
same school, move to another school voluntarily and those who left teaching of their
own accord. The author finds that stayers are statistically distinct from the movers and
the leavers. Osei Bempah et al. (1994) using data from a beginning teacher survey in
Missouri estimate a model of migrant and nonmigrant teachers. They find that the mi-
gration decision is most strongly influenced by home ownership and leadership style of
the school administration.
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4.7. Female career patterns

The role that gender considerations play in the supply of teachers cannot be under-
estimated. From the OECD data on different countries we know that around 62% of
teachers are women and that in some countries the fraction is as high as 94%. Not only
do women choose teaching as a career in their initial occupational choice they also re-
turn to the career if they leave it. Beaudin (1993) finds that females return to teaching
in higher proportions than males. Those who interrupt at a younger age and with higher
qualifications are less likely to return. This means that the teacher labor market is unlike
other in terms of its reliance on female labor. As a result – more than in nearly any other
professional labor market – we need to be aware of the issues of female labor force
participation and the wishes of women to have career interruptions or work part time.

Many of the econometric studies report findings separately for men and women and
as a result explicitly show how the labor supply decision of women is particularly im-
portant in the context of the teacher labor market. Dolton and Van der Klaauw (1999)
make a distinction between exiting teaching for family reasons and exiting to another
job. This distinction is a particularly important aspect of female labor supply. They also
find that women from higher social classes and privileged schools are more likely to
leave the workforce; those with education degrees are less likely to quit teaching for a
nonteaching job and those with postgraduate qualifications are more likely to quit teach-
ing and those who entered the profession reluctantly are more likely to exit involuntarily
or for family reasons.

An important aspect of female teacher labor supply has been the changing oppor-
tunity set in terms of alternative careers for women over time. Corcoran, Evans and
Schwab (2002) examine how the propensity for educated women to enter teaching has
changed over time in the US over the period 1957–1992. They find that although the
quality of the average new female teacher has fallen slightly over this period, the likeli-
hood that a women from the top of her high school class will enter teaching has fallen
from 20% in 1964 to under 4% in 1992. A major part of the explanation of this change
has been that other employment opportunities for women have changed remarkably over
this time period.

One particularly important dimension of teaching as a career for women is the flex-
ibility of working time. Flyer and Rosen (1997) using the NLSY from 1979–1991
examine the transitions of women college graduates between the home and the market
sector. They suggest that teaching provides for more flexible allocation of time between
market and home production. They investigate whether teaching as a career for women
provides a more flexible alternative which is compatible with home production. They
suggest that teaching does provide a more flexible market to facilitate this intermittent
pattern of participation in work combined with periods of household production. Such
interruptions are shown to be less costly for women teachers than women graduates who
have alternative careers in that that women teachers do not suffer such big pay penal-
ties for taking time out of the labor market. Women college graduates who take jobs
outside teaching face an average 9% pay penalty for each year spent out of the labor
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market. Flyer and Rosen suggest that the flexibly afforded by a teaching career offers
an important attraction to the profession for women.

Personal circumstances relating to family obligations play a very important role in the
decision to become and remain in teaching. Dolton and Makepeace (1993) show that for
women the decision to become a teacher and participate in the labor market need to be
considered simultaneously as these decisions are endogenously related. This is true in
the sense that unobserved factors, which make a woman more likely to select a career
outside teaching, make them less likely to participate in the labor market and vice versa.
This generates a positive correlation in the teaching occupational choice decision and
the decision to work.

For many women – up to 60% in the US [see Stinebrickner (1999b)] – leaving teach-
ing can mean leaving the workforce all together. Stinebrickner (1999a, 2001a, 2001b)
finds that changes in marital status and the birth of a child play a key role in teacher
supply. Clearly for a women the decision to continue in teaching after the birth of a
child have to be assessed very carefully in relation to the extra cost associated with
child care. Since remaining in full time teaching after the birth of a child will require
day care provision then the birth of a child lowers the effective wage on offer and this
may effect whether a women decides to continue in her job. Stinebrickner suggest that
child-care subsidies may represent an efficient way to increase teacher supply relative
to increasing teacher salaries. Further work by Csellack (2002) using a dynamic occu-
pational choice model suggests that the marital and fertility decisions need to be treated
endogenously to the modeling of teacher career choice and specifically whether a person
actually works in teaching in any specific year.

Dolton and Mavromaras (1994), use data from both the UK graduate cohort surveys
of 1970 and the 1980 to provide comparisons over time for men and women. The re-
sults show that the influence of relative earnings on the decision to remain in teaching
declines between these two dates. Specifically, the authors estimate that a 10% rise in
relative teacher earnings would increase the probability of currently being a teacher
by 9.67% for 1970 men, but only by 1.37% for 1980 men, and by 3.03% for 1970
women, but only 2.38% for 1980 women. The authors also decompose the cause of the
fall in the likelihood of becoming a teacher into changes in the characteristics of the in-
dividuals themselves, and changes in the characteristics of the job market that they face,
with the latter dominating. The average man is 5% more likely to become a teacher in
1970 than in 1980, with this fall being due entirely to deteriorating market conditions
for teachers. The characteristics of 1980 men are actually more favorable to becoming
a teacher than those of 1970 men. Similarly, women are 8% more likely to teach in
1970 than in 1980, almost all of which is due to market conditions, the favorability of
individual characteristics having barely changed.

4.8. Other aspects of teacher supply

There are many other factors which impact on teacher supply, some of which have
been rarely examined in the literature. A particularly important feature of the teacher
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labor market is the presence, in many countries, of quite strong trade unions. Much of
the literature on teacher unions has sought to examine the relationship between unions
and pupil outcomes or school choice [e.g. Hoxby (2000), Eberts (1987)]. Such studies
have little to say about the teacher supply consequences of the presence of trade unions
or their activities. There are a few studies however that do address the issue (albeit
briefly) of the relationship between teacher trade unions and aspects of teacher wages
and teacher supply [Currie (1991), Baugh and Stone (1982) and Easton (1988)].

Historically, in the UK and the USA, teaching has been a heavily unionized profes-
sion. This is partly due to the nature of the union in this occupation is that it acts as a
professional club and also provides members with a degree of insurance against allega-
tions of negligence or abuse, or accident when in charge of children. Nevertheless, there
are clear supply and wage consequences of the heavy presence of unions in teaching.
Eberts (1987) finds union negotiated contract provisions and class size limitation pro-
visions reduce the probability of teacher separation in unionized districts in New York
State in the 1970s. Rees (1991) examines the relationship between teacher quits and the
strength of grievance procedure. Using data from New York State public teachers in
the mid 1970s he finds that teachers with the strongest types of grievance procedures
in their contracts had a lower probability of quitting that those working under weaker
grievance procedures. The author suggests that this provides evidence that unionization
can reduce quits through a voice effect.

5. Future research

The overwhelming conclusion of much of the empirical econometric research on the
supply of teachers is that problems of teacher shortage could be alleviated with higher
relative teacher salaries. If relative teacher salaries were higher then the problems of
teacher recruitment, retention and duration would be alleviated. This is a relatively
straightforward prediction given any simple economic model of occupational choice
which is based on the choice of career based on the criteria of the maximization of ex-
pected future lifetime earnings. There are many important assumptions in such a model
which were discussed in Section 3. Here we recap the most limiting of these assump-
tions as they provide directions for future research. Explicitly the model assumes that:
the only element to the decision criteria is expected future lifetime earnings and that
nonpecuniary factors do not matter, secondly that the agents have perfect foresight about
the path of these expected future lifetime earnings which are naively assumed to grow
at a constant rate and thirdly that there are no radical changes to these initial conditions.

There are further technical econometric problems in the modeling of teacher supply
in that there are many other decisions which the individual takes simultaneously with
deciding to become (or remain) a teacher. Firstly the decision to participate in the labor
market and secondly how much labor to supply are not exogenous of the decision of
becoming a teacher. Also, for a woman, the decision to get married and have children
may not be independent of her decision to study education and become a teacher. We
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have seen that there is already some empirical evidence that occupational choice, par-
ticipation decisions, and marital and fertility decisions are all inter-related for women
teachers. The problem with all these interrelated decisions are that they are complex to
model simultaneously and so far there has only been modest progress on models which
incorporate these complexities. The early dynamic programming papers on teacher sup-
ply have attempted to unravel the main elements of these decisions. These models of
teacher supply represent one promising avenue of future investigation with the advent
of larger, more comprehensive, data – but much work remains to be done. In this context
it is possible that more use could be made of merged exogenous data. Likewise attempts
to model these decisions using static cross-section data have fallen foul of the problem
of the lack of appropriate instrumental variables or exclusion restrictions which could
be used to identify the different elements to these distinct but related decisions.

Further econometric difficulties are apparent whenever one wishes to evaluate the
nature of any policy change in the field of teacher supply. For example, it is unclear
exactly how to model the effect of any change in teacher’s wages on the overall supply
of teachers. The complexity of this process has been outlined in this chapter but there
are many opportunities for good empirical work which could use actual policy regime
shifts to identify the effect of policy changes. Techniques of quasi or natural experiments
and regression discontinuity design could be profitably used in this area. Features like
changing administrative regimes for the hiring or remuneration of teachers over time
could be used to identify the effects of relative wage effects on teacher supply.

One of the important assumptions in almost all of the models of teacher supply which
have been investigated is that both the wage in teaching and the wage in nonteaching will
grow at a constant rate. Not only is this assumption very naive but potentially wrong. By
using various data sets it could prove possible to not only retrieve teacher wages, but also
that of nonteachers, over the whole lifecycle. [See Dolton and Chung (2004) for a first
step in this direction.] This would mean that rather than assuming that earnings grew
at a constant rate in the alternative careers – real data could be used to more accurately
reflect the true empirical position. However it is clear that there needs to be more work
on the issues of modeling educational investment decisions under uncertainty.

Another area for fruitful research would be in the role that nonpecuniary factors play
in the decision to become (or remain) a teacher. There is only a very limited literature
which recognizes that such factors could be important in the decision to enter or stay
in the teaching profession. Examination of the pattern of life cycle earnings for men in
the USA and the UK in teaching and nonteaching alternatives shows that if earnings
were the only criteria used to decide a career then no men would become teachers in
these countries. Hence other factors must play an important role in this decision. This
is a topic worthy of careful research, not least because one of the perennial problems
of teacher supply is how to recruit the highest ability individuals into the career. If it
was clearer as to exactly what the nonpecuniary benefits of teaching were, we could
target individuals who most highly rated these attributes of a job. In addition, good
research in this area might also reveal what were the most important negative aspects
of a teaching career in terms of working conditions and appropriate measures may be
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devised to ameliorate these negative aspects of the job. More specifically there is scope
for detailed empirical work on the relationship between job-satisfaction, nonpecuniary
work conditions and the rate of turnover of teachers. New data sets are being collected
which emphasize the role of these factors in occupational choice and satisfaction. They
could be profitably used to shed light on why graduates enter the job of teaching and
why they stay in the occupation when their remuneration could be much higher in an
alternative occupation.

There are many possible directions for future empirical econometric research into the
labor market for teachers. Perhaps the most promising lines for future research have
been opened up by important new data sources. Particularly exciting are the prospects
of being able to use detailed administrative data on teachers over their working careers.
Specifically, many countries now have census like databases of teachers. In the UK the
Database of Teacher Records (DTR) has detailed information on all 1.9 million people
who had become teachers since 1961. Likewise some US states now have good admin-
istrative data on teachers [e.g. Boyd et al. (2002a, 2002b)]. The data allows us to track
who is in and who is out of the teacher labor force at any given time – knowing precisely
when they entered the teacher profession, when they left and when they returned. One
advantage of administrative data over survey data is that there is no problem with nonre-
sponse and the bias that this may cause. Another advantage of administrative data is that
it is possible to conduct realistic analysis of important subgroups which are difficult to
study with survey data due to lack of sample size. Specifically with administrative data
it is now possible to further study the supply of teachers in key subjects and particular
geographical locations as the literature is relatively thin in this area.

There are many other areas in which our knowledge about teacher supply is scant.
Although teacher shortage is widespread we know from empirical evidence that many
young people still choose to be teachers despite the low pay. Clearly nonpecuniary fac-
tors matter in occupational choice but we know relatively little about this part of the
process and how it operates. We also know relatively little about the role of expected fu-
ture lifetime earnings in the decision process and how people trade this off against a job
which is rewarding. We also know little about young people’s perceptions of teaching as
a career or their real relative perceptions of earnings in teaching. In some countries there
are a sizable number of teachers who enter the profession in mid-career after working
in the private sector for some time. One interesting earlier exception is Pavalko (1970).
We need to know more about what motivates these individuals to make these choices
and if they are more effective teachers due to their outside perspective on the real world.

Further opportunities to study the problems of teacher supply may be possible by
the collection of reliable data on teacher vacancies. Hitherto, this data has been patchy
as not all vacancies are recorded centrally. But the signs are that good data on teacher
vacancies is now being recorded nationally via comprehensive data collection and web-
site accessibility to these records. It is not impossible that fruitful analysis of this data
by subject and geographical location over time might provide further insights into the
problem of teacher supply.
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A further natural area for research work is to compare the position on the state of
teachers across different countries. There is now a large amount of data in different
countries – some administrative and some survey data which can be used to study how
different the problems of teacher supply are in different countries. Such data also raise
the possibility of genuine comparative work across countries. The natural direction for
this work is to consider studying the aggregate labor market for teachers in a panel
dataset of all countries over time. Section 2.4 of this chapter has made a first step in
the analysis of inter country teacher salary variation but it is possible, with improved
data from the OECD and other sources, that other aspects of the international market
for teachers and its variation across countries and over time might be examined in the
future.

Another further empirical challenge is the opportunity of modeling teacher supply
decisions in a time series context. Longer runs of data collected nationally are becom-
ing available in order to model the role of changing relative wages and unemployment
prospects on teacher supply at the aggregate level. Although sometimes the problems
with such data are an insufficient number of years worth of data there is also the possibil-
ity of using panel data by considering the supply of teachers in different subject areas in
different geographical locations over different time periods. A further challenge in this
area is the possible integration of the times series data with individual cross section data
from different cohorts. Such data could be used to estimate a dynamic programming
model of individual choices allowing for the changing relative wages and unemploy-
ment conditions faced by different cohorts at different points in time.

A perennial problem of teacher supply is that it is not simply about recruiting a spe-
cific number of teachers. The real challenge of teacher supply is to get high-quality
individuals into teaching who have the most appropriate personalities to be good teach-
ers. To some extent this does not necessarily mean the most able individuals – but often
those with the capacities to be good teachers. What makes a good teacher is not some-
thing which can be easily measured.

Teacher quality is extremely difficult to observe and there is a principal-agent type
relationship between individual teachers and their administrative authorities. [See Dixit
(2000).] That is to say – it is very difficult to observe, or accurately measure, the amount
of effort exerted or output produced by any individual teacher. Naturally governments
and state agencies should try to maximize the effective use of the tax-payers money
spent on education – this means that there should be appropriate attempts to monitor
spending on teachers. The problem with this is that we do not fully understand: how
to measure teacher quality, how teacher quality affects pupil performance, how to mea-
sure effective teacher input or effort. [See Figlio (1997), Odden and Kelley (1997),
Ehrenberg and Brewer (1994, 1995), Loeb and Page (2000) and Nickell and Quintini
(2002).] Under these circumstances it is tempting for government to try to introduce
various incentive mechanisms and even performance related pay for teachers. Such pay
schemes have created a vibrant debate over the value of teachers but there is insufficient
understanding of the effects that such schemes could have on incentives and outputs
or recruitment and retention. The current state of knowledge is overviewed in Adnett
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(1999) and Dolton, McIntosh and Chevalier (2003) but this is a very fruitful are for
future research.

The consequences of the teacher supply problem are inequitably felt across different
socioeconomic groups in any society. There is some evidence that the pupils from the
poorest homes are the ones who have problems in getting teachers to teach them in the
sense that it is the schools in the least well-off areas that have the biggest problems with
recruitment, retention, turnover and even absence of teachers.12 These factors must act
as a force which continues to generate educational and hence later income inequality
[Darling-Hammond and Berry (1999) and Darling-Hammond (2000)]. There has been
little systematic research into the inequality consequences of teacher supply and this
topic should be on the agenda for future research.

6. Conclusion

It is clear in most countries that there are teacher supply problems. There would appear
to be a lot of evidence from many different states in the USA and from other countries
around the world that there are persistent episodic shortages of teachers. This manifests
itself in terms of not enough recruits entering the profession and too many leaving it
prematurely. However, it is also clear that there is not a universal shortage of all cate-
gories of teacher. Specifically, teachers are in short supply in difficult schools in areas
with inner city urban problems and in subjects which have a high opportunity wages for
those with specific technical skills. The problems seem to be worst in the scientific and
mathematical subjects. Hence the real challenge of teacher supply is to get teachers into
teaching the subjects and areas that are not appealing. The straightforward economic an-
swer is to consider higher pay for those shortage categories. It is unclear whether teacher
trade unions would be prepared to countenance these proposals but good economic and
econometric research in these areas could calibrate the problem and provide some sim-
ulations as to the effective salary scale differences which may be required in these key
areas to solve the problem. There is a considerable body of time series and cohort ev-
idence that the shortage problems could be alleviated with higher relative salaries for
teachers. What is less clear are the long term consequences of having children taught
by temporary, or low quality teachers. High teacher turnover probably has a price in
terms of the quality of educational instruction that children receive – but there is little
evidence on this issue.

The perennial challenge for governments and education administrators is to establish
a high-quality teacher labor force which is hard working and effective. Such problems
could easily be solved by paying teachers higher wages. The problem of course is that
governments are reluctant to throw more money at such problems and that even if they

12 In the USA 15% of teachers are unlicensed in some inner cities – indeed in California 1 in 5 kids are taught
by underqualified teachers.
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did it, is not clear what the outcome of increased expenditure is – precisely. Hence
more research on the relationship between educational resource inputs, teacher quality
and outcomes must inevitably have important lessons for the importance of teacher
supply. For example, if we knew categorically that the size of teacher pupil ratios had
no effect on pupil outcomes then we could simply solve teacher shortage problems
by having larger classes. In addition, we do not know in much detail, the effect of
teacher working conditions on their relative effectiveness. To what extent do we alienate
teachers from their jobs if we ask them to keep more detailed pupil records and does
this induce significant numbers to leave the profession? There are many unanswered
questions relating to teacher supply which deserve the attention of research in the future.
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Abstract

The majority of children in the US and many other high-income nations are now cared
for many hours per week by people who are neither their parents nor their school teach-
ers. The role of such pre-school and out-of-school care is potentially two-fold: First,
child care makes it feasible for both parents or the only parent in a single-parent family
to be employed. Second, early intervention programs and after school programs aim to
enhance child development, particularly among disadvantaged children. Corresponding
to this distinction, there are two branches of literature to be summarized in this chapter.
The first focuses on the market for child care and analyzes factors affecting the supply,
demand and quality of care. The second focuses on child outcomes, and asks whether
certain types of programs can ameliorate the effects of early disadvantage. The primary
goal of this review is to bring the two literatures together in order to suggest ways that
both may be enhanced. Accordingly, we provide an overview of the number of children
being cared for in different sorts of arrangements; describe theory and evidence about
the nature of the private child care market; and discuss theory and evidence about gov-
ernment intervention in the market for child care. Our summary suggests that additional
research is needed in order to better characterize interactions between government pro-
grams and market-provided child care.

Keywords

pre-school, child care, day care, early intervention, Head Start, after school programs,
subsidies, regulations

JEL classification: I21, I28, I38
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1. Introduction

For good or ill, the majority of children in the US and many other high-income nations
are now cared for many hours per week by adults other than their parents and school
teachers. The role of such pre-school and out-of-school care is potentially two-fold:
First, child care can make it feasible for both parents or the only parent in a single-
parent family to be employed. This role has become increasingly important in an era
of welfare reform, in which able bodied mothers are expected to work regardless of the
age of their children. Second, early intervention programs and after school programs
can enhance child development, particularly among disadvantaged children. Consistent
with this distinction, child care is typically provided by the private market, while early
intervention programs are generally publicly provided.

Corresponding to this distinction, there are two branches of literature to be summa-
rized in this chapter. The first focuses on the market for child care and analyzes factors
affecting the supply, demand and quality of care. The second focuses on child outcomes,
and asks whether certain types of programs can ameliorate the effects of early disad-
vantage. However, child care and early intervention are intrinsically linked: The quality
of child care is likely to affect child development, and programs such as Head Start
which seek to enhance child development also provide child care. Moreover, National
Research Council and Institute of Medicine (2003) estimates that in the US one third of
the costs of child care for children under age six is paid for by government subsidies or
provided directly by the public sector. The primary goal of this review is to bring the
two literatures together in order to suggest ways that both may be enhanced. Our sum-
mary suggests that additional research is needed to analyze how government programs
and market provided child care interact with each other.

Section 2 provides an overview of the number of children being cared for in different
sorts of arrangements. Section 3 describes theory and evidence about the nature of the
child care market. Section 4 discusses theory and evidence on government intervention
in the market for child care, while Section 5 discusses direct government provision of
services. Section 6 offers conclusions and suggestions for further research. This review
follows the literature in focusing on the United States. As Waldfogel (2001) emphasizes,
there are dramatic differences among high-income countries in the involvement of the
public sector in child care. Cross-country analysis of child care policy would be an
interesting topic for future research.

2. Who is minding the kids?

The dramatic increase in female labor force participation is one of the most important
developments in the postwar US economy. This increase has been greatest among mar-
ried women with children. For example, in 1950 11.9% of married women with children
under six were in the labor force, compared to 62.8% in 2000. Never married, separated
and divorced mothers also increased their labor force participation dramatically, with
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the most rapid growth in the last three decades. In 2000, 65.3% of single women with
children under 6 were in the work force [U.S. Bureau of Labor Statistics (2001)], and the
National Institute for Child Health and Development (NICHD) Early Child Care Study
found that most infants were placed in some sort of nonmaternal care by four months of
age [NICHD ECCRN (1997)]. In a recent press release calling attention to the “record”
participation rates of women with young children, the Census Bureau noted that “The
large increase in labor force participation rates by mothers since 1976 is an important
reason why child-care issues have been so visible in recent years” [U.S. Census Bureau
(2000), October 24].

However, child care is also increasingly utilized by families with stay-at-home par-
ents. Tables 1 and 2 present tabulations of the type of child care used by children aged
0–4 and 5–14 in 1999, disaggregated by the mother’s employment status. Table 1 shows
that almost a third of 0–4 year old children with mothers who are not employed are
in nonparental child care, compared to three quarters of children of employed moth-
ers (lower panel, first row). The former group spends an average of 16–20 hours per
week in the primary mode of nonparental care, and 20–27 percent also spend a fur-
ther 7–11 hours in a secondary mode of nonparental care. This is a substantial amount

Table 1
Characteristics of households with children age 0–4 by type of child care arrangement, and distribution of

households across child care arrangements, 1999

Primary child care arrangement

Mother employed Mother not employed

Parent Relative Nonrelative Center Parent Relative Nonrelative Center

Hours/week in primary
arrangements

22 32.4 34.4 34.7 16.7 17.3 20.2

Percent who paid cash 0 23.5 90.1 78.9 10.6 54.5 52.2
Amount paid/week if > 0 0 47.6 70.7 79.7 27.6 59.0 42.6
Percent of income paid 0 6.3 6.9 6.9 5.9 9.4 5.7
Percent who receive
government subsidy

0.8 1.3 4.6 7.1 2.7 12.7 8.3

Mother’s hours of work/week 29.2 35.1 37.7 36.2
Percent who with a secondary
arrangement

33.1 28.5 30.0 37.1 20.5 19.9 27.2

Type of secondary
arrangement

Parent 69.2 84.0 87.9 76.4 82.1 83.2 76.5
Relative 16.3 6.6 7.1 12.5 11.3 16.2 11.8
Nonrelative 8.8 3.5 0.9 3.8 4.2 0.0 8.5
Center 5.6 5.8 4.0 7.3 2.5 0.6 3.2

Hours in secondary
arrangements

11.4 14.6 16.0 16.7 6.7 10.5 8.8

Total number of arrangements 1.26 1.38 1.44 1.52 1.25 1.24 1.33
Total hours of care 25.2 37.3 40.4 42.2 18.2 19.6 22.9
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Table 1
(Continued)

Primary child care arrangement

Mother employed Mother not employed

Parent Relative Nonrelative Center Parent Relative Nonrelative Center

Distribution of children across types of primary arrangements
All 24.9 28.9 20.8 25.4 68.4 14.5 5.5 11.6

Age 0 33.4 31.2 19.3 16.1 78.7 14.7 4.8 1.8
Age 1 25.0 30.5 26.1 18.4 74.3 15.1 7.0 3.6
Age 2 26.4 28.7 21.8 23.0 71.4 16.9 6.4 5.3
Age 3 24.0 31.7 18.9 25.5 63.6 16.2 5.0 15.1
Age 4 18.7 23.6 18.0 39.8 56.0 9.4 3.8 30.8

Married 29.1 24.1 21.7 25.1 73.1 11.0 4.7 11.2
Widowed, divorced, or
separated

15.8 35.4 20.3 28.5 49.7 25.1 7.1 18.0

Never married 13.4 44.6 17.6 24.4 55.6 25.5 8.3 10.6
White (non-Hispanic) 26.5 23.7 23.4 26.3 70.0 12.5 5.7 11.7
Black (non-Hispanic) 16.7 36.2 13.4 33.6 46.7 25.4 10.7 17.2
Hispanic 26.2 38.4 20.0 15.3 76.2 14.0 1.9 7.9
Annual income

<18(000) 21.1 36.1 19.2 23.6 64.4 18.8 5.7 11.1
18–35.999 27.6 36.6 16.4 19.4 75.2 12.8 2.5 9.5
36–53.999 28.1 24.6 21.4 25.9 69.6 15.6 6.1 8.7
54+ 22.8 24.2 23.8 29.2 65.7 10.2 7.6 16.5

Income < poverty line 22.7 36.0 17.7 23.6 64.8 17.9 5.8 11.6
Income 1–2 times poverty line 28.4 38.0 15.9 17.6 72.0 15.4 3.1 9.6
Income 2+ times poverty line 24.1 24.5 23.1 28.3 68.7 11.7 6.8 12.8
Income � poverty line 25.2 27.9 21.3 25.6 70.0 13.1 5.4 11.6
Northeast 30.2 27.3 18.2 24.3 67.4 10.7 9.4 12.5
Midwest 27.9 24.2 24.9 23.0 70.2 15.8 3.9 10.1
West 26.2 33.0 21.4 19.4 70.1 15.4 5.2 9.3
South 19.2 30.1 19.0 31.6 66.7 15.2 4.3 13.8
Non-South 27.9 28.3 21.7 22.1 69.2 14.2 6.1 10.5
Metro 25.8 28.9 19.8 25.5 68.5 13.5 6.0 12.0
Nonmetro 19.8 28.9 26.7 24.6 68 20.4 2.7 8.9
Receives public assistance 14.0 42.0 16.5 27.5 58.4 19.3 7.4 14.9
No public assistance 25.8 27.8 21.2 25.2 70.4 13.6 5.1 10.9
Mother works full time 17.5 30.1 24.1 28.3
Part time 38.2 26.9 15.7 19.2

Source: Tabulations from wave 10 of the 1996 panel of the Survey of Income and Program Participation
(Spring 1999).
Notes. Parent includes the mother while working, the father, and cases in which no regular child care
arrangement is used. Most of the parent care cases for children of nonemployed mothers report no regular
arrangement, and in these cases information on hours of care etc. is not available. Relative includes grand-
parents, siblings, and other relatives. Nonrelative includes family day care, nannies, and babysitters. Center
includes day care centers, pre-schools, and Head Start. Public assistance includes TANF, other cash assis-
tance, and Food Stamps. Figures are weighted by the child’s sample weight. The distributions in the lower
panel sum to 100% conditional on the mother’s employment status.
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of time, although much less than the 32–35 hours per week that children of employed
mothers spend in their primary nonparental care arrangement. It is striking that a large
fraction of care is not paid for, particularly in families in which the mother is not
employed. For the latter group, about half of nonrelative and center care is unpaid, com-
pared to 10–20 percent for employed mothers. Families with a nonemployed mother are
also more likely to receive government assistance in paying for child care.

Table 1 also shows that there are distinct demographic patterns in the use of child care
modes. Relative to white non-Hispanic mothers, black mothers are more likely to use
care from relatives, or child care centers, and less likely to use nonrelative care. Hispanic
mothers are most likely to use relative care, and least likely to use centers, a pattern
that has been noted previously [cf. Fuller, Holloway and Liang (1996), Hofferth et al.
(1991)]. The use of center-based care is distinctly U-shaped with respect to income, with
both poor and rich families more likely to use such care than middle-income households,
and families on public assistance being more likely to use such care than other families.

Table 2
Characteristics of households with children age 5–14 by type of child care arrangement (excluding school),

and distribution of households across child care arrangements, 1999

Primary child care arrangement

Mother employed Mother not employed

Parent Relative Nonrelative Organized
activity

Parent Relative Nonrelative Organized
activity

Hours/week in primary
arrangements

12.1 16.4 20.4 15.9 10.7 11.2 7.3

Percent who paid cash 0.0 8.1 72.1 73.4 1.7 47.8 67.9
Amount paid/week 0.0 40.1 48.6 44.1 27.8 37.1 19.8
Percent of income paid 0.0 4.8 13.6 5.4 9.1 7.0 2.9
Percent who receive
government subsidy

0.5 1.2 3.1 5.0 1.2 8.6 3.0

Mother’s hours of
work/week

33.5 37.0 38.1 36.5

Percent with a secondary
arrangement

47.5 87.7 77.5 79.9 82.0 66.2 82.3

Type of secondary
arrangement

Parent 67.9 66.6 60.2 52.9 72.6 66.3 51.7
Relative 12.0 12.2 9.1 18.2 14.6 22.4 13.6
Nonrelative 1.8 1.3 0.7 2.0 0.6 0.0 5.4
Center 18.3 19.9 30.0 26.9 12.1 11.4 29.2

Hours in secondary
arrangements

14.2 12.2 14.5 9.7 8.8 8.3 5.1

Total number of
arrangements

1.18 1.63 1.82 2.0 1.41 1.62 1.81

Total hours of care 17.9 22.5 29.5 23.2 13.6 15.0 10.5
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Table 2
(Continued)

Primary child care arrangement

Mother employed Mother not employed

Parent Relative Nonrelative Organized
activity

Parent Relative Nonrelative Organized
activity

Distribution of children across types of primary arrangements
All 37.0 36.3 9.6 17.1 68.7 18.6 2.0 10.6

Age 5 29.9 24.5 18.5 27.1 67.4 16.0 4.4 12.2
Age 6 35.9 27.4 16.2 20.5 71.0 14.9 1.5 12.6
Age 7 36.5 31.9 11.8 19.8 76.8 11.9 1.7 9.6
Age 8 38.6 31.8 12.0 17.6 69.9 13.6 2.0 14.6
Age 9 37.8 33.4 13.5 15.3 74.7 14.0 1.3 9.9
Age 10 40.7 32.3 9.1 17.9 68.7 17.6 1.9 11.8
Age 11 37.6 37.8 7.9 16.8 67.7 19.6 2.1 10.6
Age 12 38.1 44.5 4.6 12.8 64.6 23.8 2.5 9.1
Age 13 38.7 47.7 2.3 11.4 61.4 30.7 1.1 6.7
Age 14 35.6 49.6 1.8 13.0 59.7 32.6 1.0 6.7

Married 42.5 31.5 9.1 16.9 70.9 15.4 1.6 12.1
Widowed, divorced, or
separated

24.3 47.6 10.2 17.9 61.6 29.5 3.5 5.4

Never married 22.6 49.4 11.9 16.1 62.3 27.8 3.3 6.6
White (non-Hispanic) 39 33.4 9.3 18.3 66.5 18.2 1.6 13.7
Black (non-Hispanic) 31.6 43.1 8.3 17.0 63.8 26.5 2.4 7.3
Hispanic 33.6 41.4 12.6 12.4 77.5 14.3 2.9 5.3
Annual income

<18(000) 34.3 42.1 10.1 13.4 69.7 22.0 2.6 5.8
18–35.999 36.6 39.9 9.7 13.8 73.1 16.4 2.4 8.2
36–53.999 40.9 34.9 8.8 15.5 69.9 17.7 0.7 11.8
54+ 36.1 33.3 9.8 20.8 62.7 17.1 2.0 18.2

Income < poverty line 37.3 41.6 8.8 12.3 69.8 21.6 2.5 6.1
Income 1–2 times poverty
line

38.0 39.0 9.7 13.3 72.5 18.0 2.4 7.1

Income 2+ times poverty
line

36.6 34.5 9.7 19.2 65.4 16.5 1.5 16.7

Income � poverty 37.0 35.7 9.7 17.6 68.2 17.1 1.9 12.9
Northeast 42.2 32.4 9.8 15.7 65.9 16.1 3.5 14.5
Midwest 38.5 35.2 11.5 14.8 63.3 21.6 1.2 13.9
West 36.3 37.5 9.9 16.3 69.8 19.5 1.9 8.8
South 33.8 38.4 8.0 19.8 72.7 17.3 1.9 8.2
Non-South 38.7 35.2 10.5 15.7 66.7 19.3 1.9 11.8
Metro 37.1 35.8 9.7 17.4 69.7 16.9 2.0 11.3
Nonmetro 36.5 38.6 9.3 15.6 63.2 27.8 2.0 7.1
Receives public assistance 25.4 50.8 10.9 12.8 65.5 25.5 3.0 6.1
No public assistance 37.9 35.3 9.5 17.4 69.5 17.0 1.8 11.7
Mother works full time 32.3 39.0 10.7 17.9
Part time 48.3 30.0 7.6 14.2

Notes. See Table 1. Organized activity includes centers and institutional before-school and after-school pro-
grams.
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There are also pronounced regional differences, though urban and rural families tend to
have fairly similar patterns of mode choice. For example, mothers in the South are more
likely to use center-based care than those in the rest of the country.1 Not surprisingly,
younger children are more likely to be cared for by parents than older children, as are
children of married mothers.

Table 2 indicates that 63% of school age children of employed mothers regularly
spend time in some form of nonschool, nonparental care, compared to 31 percent of
children of nonemployed mothers. Children of employed mothers spend an average of
22–30 hours a week in such arrangements. Considering that most children spend about
30 hours a week in school, it is evident that what they do during this nonschool care
time is likely to be important to their development. In contrast to younger children,
school-age children spend relatively little time in nonrelative care, and greater amounts
of time in organized activities. Two thirds to three quarters of these activities involve
a monetary payment, so it is not surprising that white children are more likely to be
involved than black and especially Hispanic children, or that poorer children are less
likely to have organized activities than richer ones.

The vast increase in maternal employment has generated a large literature on the
effects of maternal employment on child outcomes [cf. Baum (2002), Belsky and Egge-
been (1991), Blau and Grossberg (1992), Desai, Chase-Lansdale and Michael (1989),
Greenstein (1993), Hill et al. (2003), Han, Waldfogel and Brooks-Gunn (2001), Neidell
(2000), Parcel and Menaghan (1990, 1994), Ruhm (2004), Waldfogel, Han and Brooks-
Gunn (2002), James-Burdumy (2005)]. This literature finds at most small effects of
maternal employment on children. Although OLS estimates often show negative effects
of employment in the first year, these effects are not generally robust to attempts to deal
with the endogeneity of employment. The small or negligible effects may be because
the increased income earned by employed mothers offsets the effect of reduced time
spent with their children. However, time use studies indicate that except for very young
children, maternal employment has only modest effects on the amount of time mothers
spend with their children, and tends to increase the amount of time that fathers spend
with their children in two-parent households. Mothers apparently reduce both leisure
time and housework in order to maintain their time inputs into child raising [National
Research Council and Institute of Medicine (2003)].

The most consistent evidence of negative effects of maternal employment comes from
families in which some or all of the following are true: the mother returns to work
when the child is less than one year old; young children spend very long hours in care;
the mother’s employment does not raise family income (as in some households where
families have been forced off welfare); there is a single parent with few family members
to draw on so that time spent in employment cannot be compensated by drawing on the
time of other family members either for child care or for housework; and/or the work

1 Blau (2001) notes that mothers in the South are substantially more likely to be employed full time than are
mothers in other regions.



Ch. 20: Pre-School, Day Care, and After-School Care: Who’s Minding the Kids? 1171

Table 3a
Trends in child care arrangements: Primary child care arrangement used by employed mothers

of children age 0–4

Parent Relative Nonrelative Organized facility

Winter 1985 23.9 24.1 28.2 23.9
Fall 1988 22.8 21.1 28.9 27.3
Fall 1990 22.9 23.1 25.1 28.7
Fall 1991 28.7 23.5 23.3 24.7
Fall 1993 22.1 26.0 21.6 31.0
Fall 1995 24.3 21.4 28.4 25.7
Spring 1997 28.4 25.8 22.1 23.7
Spring 1999 24.9 28.9 20.8 25.4

Source: Smith (2000, 2002) and tabulations from wave 10 of the 1996 Survey of Income and Program Partic-
ipation (Spring 1999).
Notes. Parent includes the mother while working, and the father. Relative include grandparents, siblings, and
other relatives. Nonrelative includes family day care, nannies, and babysitters. Organized facility includes
day care centers, pre-schools, and Head Start. Beginning in 1995, the SIPP child care module was changed
to allow “no regular arrangement” as a response. These cases are classified here as parent care. In 1997 they
were 6% of all cases. Figures are weighted by the child’s sample weight.

itself is very stressful and reduces the resources the mother brings to parenting. Some
studies of shift-work, for example, suggest that it may have this effect. Adolescents
may also suffer more negative effects of maternal employment than younger children,
particularly if they are left unsupervised [National Research Council and Institute of
Medicine (2003)].

Table 3a focuses on trends in the use of child care by employed mothers. Perhaps
surprisingly, the percentage of pre-school children in organized facilities shows no clear
trend between 1985 and 1999, although the number of children reporting relative care as
their primary arrangement increases.2 Table 3b shows that the fraction of families who
report paying for child care increased over time, from 33.7% in 1985 to 43% in 1999,
although the average amount paid fell in real terms. Since the percentage of income paid
for child care increased over the same period, Table 3 suggests that more low-income
families are paying for child care.

Table 4 addresses the issue of so-called “latch-key” children, who spend some part of
the day without any adult supervision. In 1999, 16.4% of children age 5–14 of employed
mothers [10.5/(10.5 + 53.4)] were in unsupervised self-care for part of the day, com-
pared to 8.9% of children of nonemployed mothers [3.2/(3.2 + 32.9)]. Most of these

2 A CPS supplement in June 1977 collected data on child care used by children of employed mothers. There
were 4.37 million children under age 5 at that time, and their distribution of modes of care was father: 14.4%;
relative (including grandparent): 30.9%; babysitter in the child’s home: 7.0%; family day care home: 22.4%;
day care center/pre-school: 13.0%; mother while working: 11.4% [Casper (1997)]. Thus, the major increase
in use of centers occurred between 1977 and 1985.
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children were in relative care as their primary child care arrangement. This suggests
that employed mothers who rely on care from relatives are often unable to schedule
activities so that all of the child’s time can be supervised. As one might expect, the
fraction of children who are unsupervised rises sharply with age: among 9-year-old
children of employed mothers, 8.1% are sometimes unsupervised [5.2/(5.2 + 59.1)]
compared to 18.1% among 11-year-olds [11.5/(11.5 + 51.9)] and 44.9% of 14-year-
olds [32.3/(32.3 + 39.7)]. The probability of being unsupervised is higher for single
parents, and rises with income. It is lower for Hispanics and blacks than for whites.

There is evidence that unsupervised children are at increased risk of truancy, poor
grades, and risk-taking behaviors such as substance abuse [Dwyer, Ron and Daley

Table 3b
Trends in child care expenditures: Total family expenditure on child care, employed mothers

with children age 0–14

Percent who pay
anything

Weekly expense
(1999$), if pay

Percent of income

Winter 1985 33.7 90.6 NA
Fall 1987 33.3 94.7 6.6
Fall 1988 39.9 97.2 6.8
Fall 1990 38 87.6 6.9
Fall 1991 34.5 86.4 7.1
Fall 1993 35.5 85.1 7.3
Fall 1995 40.5 92.9 7.4
Spring 1997 44.1 74.7 7.4
Spring 1999 43 75.6 7.5

Source: Smith (2000, 2002) and tabulations from wave 10 of the 1996 Survey of Income and Program Partic-
ipation (Spring 1999).
Notes. See Table 3a. NA indicates not available.

Table 4
Distribution of children ages 5–14 by use of self-care and mother’s employment status, 1999

Uses any self-care Does not use any self-care

Mother
employed

Mother not
employed

Mother
employed

Mother not
employed

Percent in each primary
care arrangement

Parent 11.1 0.9 42.1 75.3
Relative 76.9 89.2 28.4 11.8
Nonrelative 3.0 1.0 10.9 2.1
Organized activity 9.0 8.8 18.6 10.8

Total 100 100 100 100
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Table 4
(Continued)

Uses any self-care Does not use any self-care

Mother
employed

Mother not
employed

Mother
employed

Mother not
employed

Distribution of children across any self-care and mother’s employment status
All 10.5 3.2 53.4 32.9

Age 5 0.7 0.3 56.5 42.6
Age 6 1.3 0.6 58.2 40.0
Age 7 1.4 1.1 60.2 37.3
Age 8 2.8 1.2 58.8 37.2
Age 9 5.2 1.5 59.1 34.1
Age 10 8.3 2.4 57.7 31.5
Age 11 11.5 4.4 51.9 32.2
Age 12 19.6 5.5 47.3 27.6
Age 13 25.0 7.5 42.4 25.1
Age 14 32.3 8.0 39.7 20.0

Married 10.0 3.2 52.4 34.4
Widowed, divorced, or
separated

14.3 3.0 56.5 26.1

Never married 7.6 3.1 55.7 33.6
White 12.3 3.6 53.6 30.5
Black 9.0 2.8 59.2 29.0
Hispanic 5.3 2.0 47.3 45.4
Annual income

<18(000) 5.4 4.3 35.9 54.4
18–35.999 9.2 2.6 55.2 33.0
36–53.999 11.5 3.0 56.0 29.5
54+ 13.6 3.0 60.5 22.8

Income < poverty line 4.3 4.5 33.1 58.1
Income � poverty 12.0 2.9 58.3 26.9
Northeast 8.9 2.3 56.9 31.9
Midwest 14.6 4.6 52.1 28.7
West 9.7 3.5 49.1 37.6
South 9.1 2.5 55.6 32.9
Metro 10.0 2.9 53.1 34.0
Nonmetro 12.8 4.5 55.0 27.7
Receives public assistance 4.7 5.7 33.5 56.1
No public assistance 11.2 2.9 55.9 30.0

Source: Tabulations from wave 10 of the 1996 panel of the Survey of Income and Program Participation
(Spring 1999).
Notes. Parent includes the mother while working, the father, and cases in which no regular child care arrange-
ment is used. Relative include grandparents, siblings, and other relatives. Nonrelative includes family day
care, nannies, and babysitters. Organized activity includes before and after school programs, lessons, clubs,
sports, and day care centers. Public assistance includes TANF, other cash assistance, and Food Stamps. Fig-
ures are weighted by the child’s sample weight.
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(1990)]. Juvenile crime rates triple in the after school hours between 3 and 6 in the
afternoon when children are most likely to be left unattended, and children are most
likely to be victims of violent crimes committed by nonfamily members in these hours
[Fox and Newman (1997), U.S. Office of Juvenile Justice and Delinquency Prevention
(1996)]. These facts suggest that lack of supervision is a serious problem, at least for
some children – an issue we revisit in Section 6.

In summary, large numbers of children spend many hours each week in some form of
nonparental, nonschool child care. While children of employed mothers are most likely
to be in child care, a significant share of children with nonemployed mothers are also
in child care. Many children spend time in more than one mode of nonparental care,
and routinely spend time unsupervised, suggesting that it is difficult for some parents to
patch together enough child care to completely cover the necessary hours.

3. The market for child care

3.1. Demand for child care

3.1.1. Theory

A simple one-person static labor supply model augmented with assumptions about child
care provides a useful starting point for analyzing demand for child care. The mother
is the agent in the model, making decisions about care for her children. Suppose that
child care is homogeneous in quality and commands a market price of p dollars per
hour of care per child, taken as given by the mother.3 There is no informal unpaid care
available and the mother cannot care for her children while she works, so paid child care
is required for every hour the mother works. By assumption, the mother cares for her
children during all hours in which she is not working. There are no fixed costs of work,
and the wage rate w is the same for each hour of work. For simplicity, suppose there is
only one child who needs care. The mother’s budget constraint is c = y + (w − p)h,
where c is consumption expenditure other than child care, y is nonwage income, and
h is hours of work. The time constraint is h + l = 1, where l is hours of leisure, and
the utility function is u(c, l). The monetary cost of child care reduces the net wage rate
(w − p). A higher price of child care increases the likelihood that the net market wage
is below the reservation wage, thereby reducing the likelihood of employment.

Some families have access to care by a relative, including the father or another fam-
ily member, at no monetary cost. But not all families with access to such care use it,
because it has an opportunity cost: the relative sacrifices leisure or earnings in order to
provide care. The quality of such care compared to the quality of market care is also

3 Homogeneous quality means that we can ignore the effect of child care on child outcomes for now. This
assumption will be relaxed below.
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likely to influence the use of informal care, but consideration of quality is taken up be-
low and ignored here. If the mother pools income with the relative or has preferences
over the relative’s leisure hours, then the mother will behave as if unpaid child care has
an opportunity cost. To illustrate in the simplest possible setting, take as given that the
relative who is the potential unpaid child care provider is not employed.4 Let H repre-
sent hours of paid child care purchased in the market and U hours of unpaid child care.
Maintaining the assumption that the mother is the care giver during all hours in which
she is not employed, we have h = H + U and h � H , U � 0. The budget constraint
is c = y + wh − pH . The utility function is u(c, l, lr), where lr is leisure hours of the
relative. The time constraints are l + h = 1 for the mother and lr + U = 1 for the
relative. If U and H are both positive, then the shadow price of an hour of relative care
is the marginal utility of the relative’s leisure. In this case relative care is used for the
number of hours U∗ for which the marginal rate of substitution between consumption
and leisure of the relative equals the market price of care: ulr/uc = p; and paid care is
used for the remaining H ∗ = h − U∗ hours for which child care is required.

In order to examine work incentives in this model, classify outcomes as follows A

Outcome Mother employed Unpaid care used Paid care used

1 no no no
2 yes yes no
3 yes yes yes
4 yes no yes

higher price of child care increases the cost of using paid care, but does not affect the
cost of unpaid relative care, because no money changes hands for such care. A higher
price therefore decreases the probability of choosing outcomes 3 and 4, and increases
the probability of choosing outcomes 1 and 2. In addition to providing a work disincen-
tive for the mother (outcome 1 is more likely) a higher price also provides an incentive
to use unpaid care conditional on working (outcome 2 is more likely).

If the quality of paid child care is variable and if the quality of care affects child
outcomes, then the mother will be concerned about the quality of care she purchases.
The simplest case to consider is uni-dimensional quality: quality is a single “thing”. The
price of an hour of child care is p = α + βq, where q is the quality of care and α and
β are parameters determined in the market. This hedonic price function is determined
by the market supply of and demand for quality (a linear price function is not essential
to the argument). The mother cares about the quality of child care because it affects
her child’s development outcome d . Let the child development production function be

4 See Blau and Robins (1988) for a model in which the relative’s employment status is a choice variable.
This extension does not change the qualitative implications of the analysis.
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d = d(lqm, hq), where qm is the quality of the care provided by the mother. The effect
of purchased child care on development depends on its quantity (h) and quality (q).
For simplicity, no distinction is made between the mother’s leisure and her time input
to child development, and assume also for simplicity that no unpaid care is available.
Relaxing these assumptions does not change the main implications of this model. The
utility function is u(c, l, d) and the budget constraint is c = y + (w − [α + βq])h.

Blau (2003a) demonstrates the following results in this model. A higher price of child
care resulting from an increase in either α or β decreases the incentive to be employed.
An increase in α has a bigger negative effect on employment than an equivalent increase
in β. So, if the goal of a subsidy program is to facilitate employment, this is best accom-
plished by an “α-subsidy” unconditional on quality. In a quality–quantity model such
as this one, the substitution effect of a change in price on the level of quality demanded
is ambiguous, and this holds for changes in both α and β. But it can be shown that (1) if
the substitution effects ∂q/∂α|ū and ∂q/∂β|ū are both negative, then ∂q/∂β|ū is larger
in absolute value than ∂q/∂α|ū; and (2) if ∂q/∂α|ū > 0 then either ∂q/∂β|ū is positive
but smaller than ∂q/∂α|ū, or ∂q/∂β|ū < 0. Thus an increase in β has a bigger nega-
tive effect or a smaller positive effect on the level of quality demanded than an increase
in α. So if the goal of a subsidy is to improve the quality of child care, a “β-subsidy”
that provides a more generous subsidy for higher-quality care is more effective than an
α-subsidy. There is a clear tradeoff in subsidy policy between the goals of increasing
employment and improving the quality of child care.

3.1.2. Evidence

Table 5 summarizes results from 20 studies that estimated the effect of the price of pur-
chased child care on the employment of mothers.5 Estimated price elasticities reported
in the studies range from 0.06 to −3.60. The studies differ in the data sources used and
in sample composition by marital status, age of children and income. Sample compo-
sition does not explain much of the variation in the elasticity estimates; the range of
estimates is large within studies using the same sample composition. Differences in the
data sources also do not appear to account for much variation in the estimates, since
there is substantial variation in estimates from studies using the same source of data.
Hence specification and estimation issues most likely play an important role in produc-
ing variation in the estimates.

The dozen studies listed in the upper panel of the table use very similar methods.
These studies estimate a binomial discrete choice model of employment by probit or

5 Reviews of this literature can be found in Anderson and Levine (2000), Blau (2003a), Connelly (1991)
and Ross (1998). Chaplin et al. (1999) review the literature on the effect of the price of child care on child
care mode choice. Some studies are not included in the table because the elasticity of employment with
respect to the price of child care was not estimated or reported. Some of the latter studies estimated an hours
of work (or a marginal rate of substitution) equation instead of an employment equation [Averett, Peters
and Waldman (1997), Heckman (1974), Michalopoulos, Robins and Garfinkel (1992)]. Others did not report
enough information to determine the method of estimation or the elasticity [Connelly (1990), Kimmel (1995)].



C
h.20:

P
re-School,D

ay
C

are,and
A

fter-SchoolC
are:

W
ho’s

M
inding

the
K

ids?
1177

Table 5
Studies of the effect of the price of child care on employment of mothers

Study Data Population Employment Price Method Elasticity

Anderson and Levine
(2000)

SIPP 1990–1993 Child < 13 Binary: LFP
Total c.c. expenses
per mother’s hours
worked

Probit; standard Married, < 13: −0.30
Single, < 13: −0.47
Married, < 6: −0.46
Single, < 6: −0.58

Baum (2002) NLSY 1988–1994 Women who gave
birth 1988–1994

Month of return
to work
following birth

Total c.c. expenditure
per hour worked

Discrete time logit
hazard

Low income: −0.59
Others: −0.02∗
(one year after birth)

Blau and Robins (1991) NLSY 1982–1986 Child < 6 Binary:
employed in last
4 weeks

Total c.c. expenses
per hour of care

Probit; standard 0.04∗

Connelly (1992) SIPP 1984 Married,
child < 13

Binary: LFP Total c.c. expenses
per mother’s hours
worked

Probit; standard −0.2

Connelly and Kimmel
(2003a)

SIPP 1992–1993
(data for 1994)

Child < 6 FT, PT, OLF Expenditure per hour
on primary
arrangement of
youngest child

Ordered probit
on FT, PT, OLF

Married:
FT: −0.71, PT: −0.08
Single:
FT: −1.22, PT: −0.37

Connelly and Kimmel
(2003b)

SIPP 1992–1993
(data for 1994)

Single, child < 6 Binary: LFP Expenditure per hour
on primary arr. of
youngest child

Probit; standard −1.03

U.S. GAO (1994) NCCS 1990 Child < 13 Binary: LFP Total weekly c.c.
expenses

Probit; standard Poor: −0.50
Near poor: −0.34
Not poor: −0.19

Han and Waldfogel (2001) CPS 1991–1994 Child < 6 Binary:
employed

Total c.c. expenses
per mother’s hours
worked (from SIPP)

Probit; standard Married: −0.30
Single: −0.50
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Table 5
(Continued)

Study Data Population Employment Price Method Elasticity

Hotz and Kilburn (1997) NLS72, 1986 Child < 6 Binary:
employed

Total c.c. expenses
per hour of care

Probit −1.26

Kimmel (1998) SIPP 1987 Child < 13 Binary: worked
last month

Total c.c. expenses
per mother’s hours
worked

Probit; standard Married: −0.92
Single: −0.22

Powell (1997) Canadian NCCS Married,
child < 6

Binary:
employed

Total family
work-related
expenditure per
mother’s hours
worked

Probit; standard −0.38

Ribar (1992) SIPP 1984 Child < 15 Employed Total c.c. expenses
per hour of care

Probit −0.74

Blau and Hagy (1998) NCCS 1990 Child < 6 Employed Quality-adjusted
location-specific
price from provider
survey

Multinomial logit −0.2

Blau and Robins (1988) EOPP 1980 Married,
child < 14

Employed Average
location-specific
weekly c.c.
expenditure

Multinomial logit −0.34

Fronstin and Wissoker
(1995)

NCCS 1990 Child < 6 Employed Average
location-specific
price from c.c.
provider survey

Binary logit Low-income area:
−0.45
High-income area: 0.06∗

Michalopoulos and
Robins (2000)

Canadian and
U.S. NCCS

Married,
child < 5

FT, PT, OLF Expenditure per hour
of child care

Multinomial logit −0.156
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Table 5
(Continued)

Study Data Population Employment Price Method Elasticity

Michalopoulos and
Robins (2002)

Canadian and
U.S. NCCS

Single, child < 5 FT, PT, OLF Expenditure per hour
of child care

Multinomial logit −0.259

Powell (2002) Canadian NCCS Married,
child < 6

Employed Expenditure on
primary arr. of
youngest child per
hour of care

Multinomial logit Center user: −1.40
Nonrelative user: −3.60
Relative user: −0.80

Ribar (1995) SIPP 1984 Married,
child < 15

Employed FT,
employed PT

Total c.c. expenses
per hour of care

Structural
multinomial

−0.09

Tekin (2004) NSAF 1997 Single,
child < 13

Employed FT,
employed PT

Total c.c. expenses
per hour of care

Multinomial logit Full time: −0.15
Part time: −0.07

Notes. Standard – A binomial employment model estimated by probit or logit. The price of child care is usually measured using the fitted value from a model of
child care expenditures per hour estimated on the sample of families with an employed mother who pays for care. These child care price equations are usually
corrected for selection. SIPP – Survey of Income and Program Participation. NLSY – National Longitudinal Survey of Youth. NCCS – National Child Care
Survey. CPS – Current Population Survey. NLS72 – National Longitudinal Survey of the Class of 1972. EOPP – Employment Opportunity Pilot Projects. NSAF –
National Survey of America’s Families. FT – Full-time, PT – Part-time. OLF – Out of the labor force. LFP – Labor Force Participation. c.c. – child care.
∗Underlying coefficient estimate on the price of care was insignificantly different from zero at the 10% level.
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logit. The price of child care is measured by the fitted value from an hourly child care ex-
penditure equation estimated by linear regression on the subsample of families in which
the mother was employed and paid for child care. The expenditure equation is corrected
for selectivity on employment and paying for care using either a standard two stage ap-
proach [Heckman (1979)] or a reduced form bivariate probit model of employment and
paying for care, following Maddala (1983) and Tunali (1986). For identification, some
variables that are included in the child care expenditure equation are excluded from
the employment probit in which the fitted value from the expenditure equation appears
as a regressor. Also, some variables that are included in the probit selection equations
are excluded from the child care price equation in order to help identify the selection
effects. A selectivity-corrected wage equation is used to generate a fitted value for the
wage rate, which is included in the employment model.6

Blau (2003a) discusses two problems with this approach. First, it does not account for
the existence of an unpaid child care option. In the theoretical model described above,
the price of child care affects the employment decision through its effect on the utility
of the employment–child care options in which paid child care is used, compared to the
utility of not being employed and the utility of being employed and using unpaid care
only. A multinomial choice model accounts for these various choices, but the standard
binomial model used in these studies does not. As a result, the price effect estimated in
a binomial employment model is a biased estimate of the true effect of the price of child
care on employment.

The second problem is how to measure the price of child care. The studies listed in
the upper panel of Table 5 use the fitted value from a selection-corrected child care ex-
penditure equation estimated on the subsample of employed mothers who use paid care.
This approach provides a price measure for all sample cases, not just those who used
paid care, and one that is more likely to be exogenous than observed expenditure for
mothers who pay for care. The effect of price on employment is identified by exclusion
restrictions. Researchers have typically used child care regulations, average wages of
child care workers, and other factors that vary across geographic locations as identify-
ing variables, under the assumption that such variables affect household behavior only
insofar as they affect the price of child care. Some studies have also used less defensible
identifying variables such as the number of children by age.

If the unobserved factors that influence employment and child care behavior are cor-
related with the unobserved determinants of the price of care, then estimating a reduced

6 Exceptions to this general approach among the eleven studies include the following. Baum (2002) specifies
the employment equation as a discrete-time monthly hazard model of return to work following birth of a child.
Blau and Robins (1991) estimate the employment probit jointly with equations for the presence of a pre-
school age child and use of nonrelative care. Connelly and Kimmel (2003a) estimate an ordered probit model
for full-time employment part-time employment, and nonemployment. U.S. GAO (1994) used weekly child
care expenditure. Ribar (1992) estimates the employment equation jointly with equations for hours of paid
and unpaid care. Hotz and Kilburn (1997) estimate the binary employment equation jointly with equations for
use and hours of paid child care, child care price and the wage rate.
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form price equation on a sample of mothers who are employed and pay for care yields
biased estimates. Most researchers have specified reduced form employment and pay-
for-care equations that are used to correct the child care price equation for selection
effects in a two-stage estimation. However, if quality of care is a choice variable for
the family, then there are no justifiable exclusion restrictions to identify the selection
effects: after substituting for quality the price function is a reduced form, so it contains
all of the exogenous variables in the model. Hence the only basis for identification of a
child care price equation using consumer expenditure data in a manner consistent with
economic theory would be functional form or covariance restrictions (i.e., assume that
the unobserved factors that influence employment and child care behavior are uncorre-
lated with the unobserved determinants of the price of care).

The estimated elasticity of employment with respect to the price of child care ranges
from 0.04 to −1.26 in the studies listed in the upper panel of Table 5. Without a detailed
examination of specification and estimation differences, it is difficult to explain why
these estimates are so varied. Some of this variation may be due to the two problems
discussed here: ignoring unpaid child care, and inappropriate exclusion restrictions to
identify the child care price equation. Different identification restrictions are used in
each study, possibly leading to different degrees of bias. Different data sources contain-
ing different proportions of mothers who use paid care are used in each study, and the
bias caused by ignoring unpaid child care is likely to depend on this proportion.

The eight studies listed in the lower panel of Table 5 use variants of the multinomial
choice framework discussed above. Of these, three studies – Ribar (1995), Tekin (2004)
and Blau and Hagy (1998) – are most consistent with an underlying framework in which
informal care is dealt with appropriately. Ribar specifies a structural multinomial choice
model. Paid child care is not treated as if it was the best option for all mothers: the
price of child care influences behavior by affecting the utility of the options in which
paid care is used, consistent with the theory described above. Tekin specifies a discrete
choice model with outcomes defined by cross-classifying employment status (full-time,
part-time, not employed) with indicators for use of paid child care conditional on em-
ployment and receipt of a child care subsidy conditional on employment and use of paid
care. Like the studies in the upper panel, Ribar and Tekin use consumer expenditure data
to measure the price of child care. Blau and Hagy specify a multinomial choice model
with categories defined by cross-classifying binary indicators of employment and pay-
ing for care with an indicator of type of care, accounting appropriately for unpaid child
care. They derive the price of child care from a survey of day care providers.

These three studies produce estimates of the elasticity of employment with respect
to the price of child care at the lower end of the range (in absolute value) in Table 5:
−0.09 in Ribar, −0.15 in Tekin and −0.20 in Blau and Hagy. It is risky to generalize
from only three studies, but the fact that the studies that accounted for unpaid child
care in ways consistent with the existence of an informal care option produced small
elasticities suggests that the true elasticity may be small.

The effect of the price of child care on the intensive labor supply margin is of interest
as well. Several of the studies in Table 5 provide estimates of the effect of the price of
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child care on hours of work by the mother, conditional on employment. Blau and Hagy
(1998) estimate the price effect on weekly hours of work separately by the mode of
child care used, and find uncompensated elasticities 0.06, 0.08 and −0.05, respectively
for users of centers, family day care and other nonparental care. Michalopoulos, Robins
and Garfinkel (1992) and Baum (2002) also find small elasticities, not significantly
different from zero. On the other hand, Averett, Peters and Waldman (1997) report an
uncompensated labor supply elasticity with respect to the price of child care of −0.78.
This large estimate could be a result of Averett et al.’s use of a kinked budget constraint
method, which imposes a substitution effect with a sign consistent with economic theory
whether or not this is consistent with the data [MaCurdy, Green and Paarsch (1990)].

One additional response to a child care price change deserves mention although it
is not included in Table 5. The price of child care may have an impact on welfare
participation. Using the standard approach to measuring price, Connelly and Kimmel
(2003b) find an elasticity of AFDC participation of 0.55 with respect to the price of
child care from an ordinary probit model, and an elasticity of 0.28 from a probit model
of AFDC participation estimated jointly with an employment probit. Tekin (2001) uses
a multinomial model of employment, welfare participation, and payment for child care
similar to the approach in Tekin (2004) described above. He estimates the elasticity of
TANF enrollment with respect to the price of child care to be just 0.098.

In summary, the best available estimates suggest that the effects of the price of paid
child care on labor force participation, hours of work, and welfare use are small.

3.2. Supply of child care

3.2.1. The quantity of child care supplied

Since nationally representative data on the supply of child care are unavailable, the
quantity of child care labor typically serves as a proxy for the quantity of child care.
Examining trends in child care labor makes sense in this context because child care is
a very labor-intensive activity and the technology of providing care is unlikely to have
changed much over time. This proxy does not allow us to determine with certainty how
much child care is supplied in a given year, but we can be reasonably confident that
trends in child care labor supply will track trends in child care supply.7

Consider the following simple conceptual framework developed in Blau (1993,
2001). Assume that during a given period of time, a person can engage in one of the fol-
lowing three activities: (1) work for pay in the child care sector, (2) work for pay in an-
other sector of the labor force, or (3) not work for pay (the “home sector”). She chooses
the option that gives her the highest utility, and in sectors (1) and (2) she also chooses

7 Changes over time in the mix of child care by type (center, family day care, etc.) could cause divergence
between trends in child care labor supply and child care supply. Day care centers have the highest child–staff
ratio and if more care is provided in centers over time, then a given change in the number of child care workers
would be associated with a different change in the number of children in care over time.
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the number of hours of work. Utility in sectors (1) and (2) depends on the wage rate in
the sector, and on the direct satisfaction she gets from working in the sector, measured
by observed covariates and an unobserved disturbance. A multinomial model of the dis-
crete choice among the three sectors and a regression model of hours of work per week
for those employed in child care can be derived from this framework. The key explana-
tory variables of interest in both models are wage rates. The coefficient estimates on
the child care wage rate can be used to measure the supply responsiveness of child care
labor: the amount by which the quantity of child care labor supplied increases as a result
of an increase in the child care wage relative to the wage rate available in other employ-
ment. Note also that one must account for selectivity bias in this scenario since the un-
observed characteristics that influence a person’s choice of sectors also likely affect the
wage rate that a person could earn as a child care worker and hours of work in child care.

Blau (2001) uses pooled data from the Current Population Survey (CPS) for the years
1977–1998 to estimate the model described above. He estimates the total elasticity of
supply of child care labor to be 1.15, accounting for both new entrants to the sector and
increased hours supplied by workers already in the child care sector.

The large increase in demand for child care in recent years should drive up the wages
of child care workers. Blau estimates that there was a 24 percent increase in demand
for child care during the period 1983–1998 and uses a demand elasticity of −0.24. The
supply elasticity of 1.15 implies that a 24 percent increase in the demand for child care
should have caused the child care wage rate to rise by 17 percent. The actual increase in
the average child care wage rate was only 8 percent, so some other factors that affects
child care labor supply must account for why the child care wage rate increased by
as little as it did. One possibility is that the supply of child care workers increased as a
result of increased immigration of low-skilled women for whom child care is a relatively
attractive employment option. Another possibility is that day care centers use less labor
per child than home-based arrangements, so the increase over time in the share of child
care provided in centers could help explain why child care wages have not grown as
much as expected in response to the enormous increase in labor force participation of
mothers. This argument suggests that an analysis that does not distinguish between the
center and home-based sectors may be overly simple.

3.2.2. The supply of quality in child care centers

The quality dimension of child care is arguably as important as the quantity supplied be-
cause in many cases the alternative to high quality child care is not home care, but lower-
quality child care. In this section, we define quality and give some descriptive statistics
for measures of quality in US day care centers. We describe findings from the child care
quality literature and analyze the relationship between child care price and quality.

Reviews of the literature on child care quality by Hayes, Palmer and Zaslow (1990),
Lamb (1998) and Love, Schochet and Meckstroth (1996) note that there are two distinct
concepts of quality in the literature. The first type is variously referred to as “process”
quality, “global” quality and “dynamic features of care”, while the second is called
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“structural” quality or “static features of care”. Process quality characterizes the in-
teractions between children and their caregivers, their environment and other children.
A child care arrangement is considered high quality according to this concept when

“. . . caregivers encourage children to be actively engaged in a variety of activities;
have frequent, positive interactions with children that include smiling, touching,
holding, and speaking at children’s eye level; promptly respond to children’s ques-
tions or requests; and encourage children to talk about their experience, feelings,
and ideas. Caregivers in high-quality settings also listen attentively, ask open-ended
questions and extend children’s actions and verbalizations with more complex
ideas or materials, interact with children individually and in small groups instead
of exclusively with the group as a whole, use positive guidance techniques, and en-
courage appropriate independence”. [Love, Schochet and Meckstroth (1996), p. 5.]

Structural quality refers to characteristics of the child care environment such as the
child–staff ratio, group size, teacher education and training, safety, staff turnover and
program administration. A child care arrangement is considered to be of high quality
according to the structural definition when it meets standards specified by professional
organizations such as the National Association for the Education of Young Children
(NAEYC). The NAEYC and other standards specify maximum child–staff ratios and
group sizes by age of the children in care; curriculum content; minimum staff qualifica-
tions for alternative levels of responsibility; health and safety standards; and standards
for other program characteristics [see Hayes, Palmer and Zaslow (1990) for details of
the NAEYC and other standards].

The surveys cited above argue that process quality is more closely related to child de-
velopment than structural quality. The authors contend that structural features of child
care “appear to support and facilitate more optimal interactions” [Hayes, Palmer and
Zaslow (1990), p. 84] and “potentiate high-quality interaction and care but do not guar-
antee it” [Lamb (1998), p. 13]. For example, caring for children in a smaller group will
only lead to better child development if a smaller group makes it easier for caregivers to
provide developmentally appropriate care. But despite the widespread agreement on the
importance of process quality, there are no nationally-representative data available on
process measures. Researchers must rely on structural measures under the assumption
that the two types of quality are related. Complicating matters further, is the failure of
the US child care data collection system to collect quality data on a regular basis. The
most recent nationally representative data on the structural measures of child care qual-
ity are from 1990. Here, we summarize the available information on the quality of child
care in the US.

Table 6 summarizes characteristics of centers and regulated family day care homes
[see Kisker et al. (1991) for more details]. Average group size is 16 in centers and 7 in
family homes. Group size increases with the age of children in centers, but remains
within the range of maximum group size recommended by the National Association for
the Education of Young Children [see Hayes, Palmer and Zaslow (1990), p. 333] for
each age group. Average child–staff ratios, on the other hand, generally fall on the high
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Table 6
Characteristics of day care centers and regulated family day care homes, 1990

Day care centers Regulated family day care homes

Average group sizea 16 7
Infants only 7 7
1-year-olds only 10 7
2-year-olds only 12 7
3–5-year-olds only 17 8

Average child–staff ratioa 9 6
Infants only 4 5.9
1-year-olds only 6.2 6.2
2-year-olds only 7.3 6.2
3–5-year-olds only 9.9 6.5

Annual rate of teacher turnover 25
Percent of centers with any turnover 50
Turnover rate in centers with turnover 50
Average percentage of teachers with

At least a BA/BS 47 11
Some college 39 44
High school degree or GED 13 34
No degree or GED 1 11

Percentage of teachers who have hadb

Child Development Associate (CDA) training 25 6
Teacher training 35
Other education training 40
Child care workshops or courses 54 43
Child development or psychology courses 36 28
Nurse or health training 26
Training by a Resource & Referral or
government agency 5 5
Social service training 4 2
Other training 6

Source: Kisker et al. (1991).
aExcluding programs that serve primarily handicapped children.
bThe training information for centers refers only to private, nonreligious-sponsored centers.

end or outside the NAEYC’s recommended range. The average child–staff ratio of 6.2
for one-year-olds and 7.3 for two-year-olds exceed the recommended ranges for these
age groups, while the average of 9.9 for 3–5-year-old children is at the high end of the
NAEYC recommended level. The great majority of children in centers are 3–5 years
old, so the majority of classrooms are (barely) within the range recommended by the
NAEYC.

Half of the centers in the sample report no staff turnover, and the other half report
turnover averaging 50% annually. Thus some centers appear to be quite stable, while
others have a significant amount of turnover. From the perspective of a child, however,
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turnover is not exceptionally high. If a child enrolls in a center on her third birthday and
remains in the center for two years, she will be in the center for the same duration as the
average teacher (expected duration equals the inverse of the turnover rate).

Teachers in day care centers are well educated on average, with almost half (47%)
having a four-year degree, 39% with some college, 13% with a high school diploma
or GED, and virtually no high school dropouts (1%). Operators of regulated family
day care homes are much less educated, with only 11% having graduated from college,
44% with some college, 34% with a high school diploma or GED, and 16% high school
dropouts. Specialized training in early education, child development, or child care is
also more common among center staff than in family day care homes.

As indicated above, there are no nationally representative samples of day care centers
with measures of process quality. But two studies with reasonable sample sizes, the
Cost, Quality, and Outcomes Study (CQOS) and the National Child Care Staffing Study
(NCCSS) (see the Data Appendix for further information), measured process quality
in site-specific samples of day care centers using the Early Childhood Environment
Rating Scale (ECERS) and its infant–toddler counterpart (ITERS) to assess quality.
These instruments rate each observed classroom on 30–35 items using a scale of 1–7
for each item. As a guide to the intended interpretation of the scores, ratings of 1, 3, 5
and 7 are designated by the instrument designers as representing inadequate, minimal,
good and excellent care, respectively [Harms and Clifford (1980), Harms, Cryer and
Clifford (1990)]. Summary scores are obtained by averaging over the items.

Table 7 presents descriptive statistics on quality ratings in day care centers from these
two studies, by site, age of children in the classroom, and the type of center (for-profit
or nonprofit). The overall average rating in both studies is just under 4, or about halfway
between minimal and good. The authors of the CQOS report refer to this level of quality
as “mediocre” [Helburn (1995), p. 1]. Quality varies substantially across locations, with
the highest-quality sites (California, Connecticut and Boston) rated about one standard
deviation above the lowest-quality sites (North Carolina, Atlanta and Seattle). Class-
rooms with pre-school age children are almost always rated to be of higher quality than
infant–toddler rooms, by a fairly wide margin in the CQOS data.8 With only a few
exceptions, nonprofit centers receive higher average quality ratings than for-profits.9

Day care centers (the only type of provider with the necessary data on quality) can
be thought of as cost-minimizing firms facing a quality production function. Since la-
bor is the most important input to this production function in terms of cost, and little
information is available for other inputs such as materials and rent, the price of teacher
labor is the primary focus. If providers choose group size and the amounts of the dif-
ferent types of labor to minimize the cost of providing child care of the desired level

8 The ECERS and ITERS instruments are similar but not identical. It is not clear whether quality differences
by age of children in the classroom are real or reflect different scales of the instruments.
9 There is little systematic information on process quality in family day care homes. Kontos et al. (1995)

studied about 200 family day care homes and relatives providing child care. They concluded that the majority
of providers were providing care of adequate quality, about one third were providing inadequate-quality care,
and only 9% were providing good-quality care.
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Table 7
The distribution of child care quality in day care centers as measured by the early childhood and infant–toddler

environment rating scales. Mean (and standard deviation)

All centers For-profit Nonprofit

Pre-school Infant–toddler Pre-school Infant–toddler

Cost, quality, and outcomes study (1993)
All sites 3.99 (1.07) 4.07 (0.99) 3.33 (1.02) 4.41 (0.96) 3.57 (1.07)

California 4.36 (0.96) 4.27 (0.88) 3.86 (0.70) 4.66 (0.97) 3.60 (1.07)

Colorado 3.94 (0.95) 4.09 (0.85) 3.40 (0.89) 4.25 (0.89) 3.66 (1.04)

Connecticut 4.24 (1.05) 4.46 (1.02) 4.00 (1.07) 4.33 (0.99) 3.85 (1.13)

North Carolina 3.44 (1.08) 3.28 (0.83) 2.54 (0.60) 4.31 (0.95) 3.29 (1.02)

National child care staffing study (1989)
All sites 3.92 (0.99) 3.59 (0.90) 3.43 (0.98) 4.39 (0.97) 4.09 (1.07)

Atlanta 3.57 (0.96) 3.32 (0.84) 3.04 (0.86) 4.30 (0.87) 3.89 (1.05)

Boston 4.44 (0.72) 3.66 (0.86) 3.16 (0.57) 4.72 (0.61) 4.51 (0.72)

Detroit 3.96 (1.24) 4.23 (1.04) 3.86 (1.37) 4.14 (1.40) 3.69 (1.45)

Phoenix 4.09 (0.90) 3.74 (0.75) 3.84 (0.83) 4.79 (0.89) 4.48 (0.97)

Seattle 3.62 (0.84) 3.30 (0.86) 3.37 (1.06) 3.99 (0.73) 3.63 (0.96)

Source: Tabulations from the Cost, Quality, and Outcomes Study (CQOS) and the National Child Care Staffing
Study (NCCSS).
Notes. See Cryer et al. (1995) for description of the CQOS, and Whitebook, Howes and Phillips (1990) for
description of the NCCSS. Sample size is 731 classrooms in 401 centers for the CQOS and 665 classrooms
in 227 centers for the NCCSS. The public release data set from the NCCSS does not include the scores on the
individual ECERS and ITERS items or the average score. Rather, it includes two summary measures derived
from factor analysis of the underlying items. The figures presented here are the unweighted average of the two
summary measures. This has the same scale as the ECERS and ITERS scores from the CQO but was derived
differently, so comparisons between the CQO and NCCSS should be made with caution.

of quality, given the labor prices and technology the provider faces, the relationship be-
tween cost and quality can be characterized by a standard cost function. The quantity of
care is assumed to be determined by consumer decisions conditional on the quality and
price distributions available in the market. The price per hour of care that a provider can
charge depends on the quality of care offered, as determined by the equilibrium price
function in its local market.

Given the cost function and the price function in its local market, a provider chooses
the quality of care to maximize its utility, where utility of the provider is a function
of profit and quality. The relative weight placed on quality versus profit in the utility
function may differ across providers (e.g., between for-profit and nonprofit providers).
With estimates of the parameters of the cost function, the price function, and the relative
weight on quality, it is then possible to derive the quality supply function: the relation-
ship between price and the level of quality offered by providers.

We begin with estimates of the cost function part of the puzzle. Several studies have
estimated cost equations for day care centers: Powell and Cosgrove (1992), Preston
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(1993), Mukerjee and Witte (1993), Mocan (1997) and Blau and Mocan (2002). We
focus on results from the latter study because it is most recent, and because it uses data
from the large scale Cost, Quality and Outcomes Study. Blau and Mocan (2002) find
that the logarithm of total cost is positively related to quality, with a coefficient estimate
of 0.056 (significantly different from zero at the 5% level). The interpretation of this
estimate is that a one unit increase in quality (for example, a change in the ECERS
score from 3 to 4, equal to about a one standard deviation increase) would raise cost by
5.6 percent. By this metric, raising the quality of a center from “minimal” (3) to “good”
(5) would only raise costs by 11.2 percent. This is a small effect, and it suggests that
with the current structure of teacher wages it is not very costly to raise the quality of
child care in centers. Cost is positively related to wages of teachers of various education
levels, with the wage rate of the least educated workers showing the biggest impact.

The results for the price function in Blau and Mocan (2002) indicate that the market
rewards higher-quality care with a significantly higher price in three of the four states
examined, with elasticities of 0.40 in California, 0.32 in Colorado, 0.22 in Connecticut
and 0.13 in North Carolina. Further estimates indicate that the relative weight on quality
in the providers’ utility function is approximately zero for both for-profit and nonprofit
centers. This is not a surprising finding for the for-profit centers: they are in business to
make a profit, and presumably care about quality only in so far as it affects their profit.
The finding that nonprofits also put no weight on quality is surprising given evidence
that nonprofits have higher average quality, but it is very robust.

Having estimated the cost function, the price function, and the relative weight on
quality, Blau and Mocan use these to calculate the quality supply function. The simu-
lated quality supply function yields an average price elasticity of 0.66 among for-profits
and 0.48 among nonprofits. These moderately large elasticities result from the fact that
cost is estimated to increase only modestly with increases in quality, while the market
price can be increased fairly substantially as quality increases. Since the major cost of
child care is labor, another policy of interest is a wage subsidy for child care labor.
Quality supply appears to be fairly sensitive to the wage rate, with average elasticities
of −0.77 to −0.80, suggesting that even small wage subsidies have the potential to
substantially improve the quality of care. These results suggest a puzzle: If raising the
quality of child care is relatively inexpensive and well rewarded, then why is so much
privately provided child care of low quality? One possible resolution of this puzzle is
discussed below: parents may not be willing to pay even the small additional amount
required to cover the cost of improved quality. The increase in market price that is ob-
served with increased quality may be due to public subsidies.

3.3. The effects of child care quality on children

Many studies of the effects of structural inputs on “process quality” and of the effects of
child care inputs and child care quality on child outcomes are reviewed in National Re-
search Council and Institutes of Medicine (2000, 2003), Love, Schochet and Meckstroth
(1996) and Lamb (1998). The great majority of such studies are relatively uninforma-
tive by the standards of economic research. For example, many use small nonrandomly
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selected convenience samples, include few or no measures of family and child char-
acteristics, and lack measures of child development prior to exposure to the child care
arrangement being studied. A few of the better studies on child care quality are sum-
marized in Table 8. It is important to note, however, that only a few of these studies
consider the possibility that families select child care arrangements on the basis of un-
observed aspects of the home environment, or unobserved characteristics of the child,
which limits the inferences that can be drawn.

The National Day Care Study [Ruopp et al. (1979)] is remarkable for using random
assignment of children within centers to classrooms with different staff–child ratios and
teachers with different training levels. Other studies listed in Table 8, use the CQOS and
the NICHD Study of Early Child Care data, which are large-scale observational studies.
These data are described in more detail in the Appendix. An important limitation of
these observational studies is that it is difficult to control for nonrandom selection of
children into centers.

Some studies using these data simply compare the developmental outcomes of chil-
dren according to whether their child care arrangement is classified as low-quality or
high-quality based on inputs. These studies typically find that high-quality care has
a positive and statistically significant association with child cognitive development
[Peisner-Feinberg et al. (2001), NICHD Early Child Care Research Network (NICHD
ECCRN) and Duncan (2003), NICHD ECCRN (2000)], behavior [NICHD ECCRN
(1998)] and peer interactions [NICHD ECCRN (2001)]. However, this approach does
not provide estimates of the impact of varying each input separately, which would be
useful for policy analysis.

Other studies examine the effects of inputs separately. Ruopp et al. (1979) report
that both low staff–child ratios and higher teacher training were associated with better
child outcomes. Similarly, Mocan et al. (1995) use data from the CQOS to examine the
effect of structural inputs such as staff–child ratios, wage rates, teacher training, teacher
turnover, and group size, and find that all but group size have an effect on “process”
measures of the quality of care. Their study is notable for including a large number of
control variables, relative to other studies. However, Blau (2000) shows using the same
data that when center fixed effects are included in the model, only teacher training has
an effect on child care quality. This finding replicates his earlier analysis of data from
the National Child Care Staffing Survey [Blau (1997)]. The center fixed effects may be
viewed as an attempt to control for fixed characteristics of centers (such as location)
that might attract families of a particular type.

The Florida Child Care Quality Study was designed to exploit changes in Florida’s
child care regulations that mandated higher staff–child ratios, and more training for staff
in day care centers. A sample of 150 child care centers was selected, and Center direc-
tors and children were interviewed before and after the changes. The study found that
the regulations did appear to affect the regulated inputs (for example, staff–teacher ra-
tios increased), but had no significant impact on measures of process quality. There were
some significant improvements in children’s psychological well-being as measured by
their attachment security. However, there was no comparison group in this study.
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Table 8
Studies of the effects of child care inputs on quality and on child outcomes

Data Author Design Age of
participation

Sample size Outcomes

National day care
study (NDCS)

Ruopp et al.
(1979)

Children given baseline developmental
assessments and evaluated again after nine
months. Random assignment of children to
classrooms with different staff–child ratios
and teachers with different levels of
training, but day care centers not randomly
chosen

Age 1–5 64 centers,
1,600 children,
T 1 = low staff–child
ratio,
T 2 = high teacher
training,
low-income urban

Language receptivity: all T > C

(age 3–5)
General knowledge: all T > C

(age 3–5)
Cooperative behavior: all T > C

(age 3–5)
Child development: T1 > C

(age 1–2), T1 = C (age 3–5)
Larger group sizes associated with
poorer outcomes, but group size not
randomly assigned

Cost, quality, and
outcomes study
(CQOS)

Helburn (1995) Observational data on measures of quality,
inputs, and costs of centers in four states.
Children who spent at least one full year at
the sampled centers were given
developmental assessments in Kindergarten
and second grade

400 centers,
Initial: 828 children,
Final: 757 children,
T = high-quality
centers

Peisner-Feinberg
et al. (2001)

Controls for maternal education,
child gender, ethnicity, and
relationship with teacher, but does
not control for home environment
or a baseline assessment

Same as above Mental development: T > C

Math achievement: T > C

Behavior: T > C
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Table 8
(Continued)

Data Author Design Age of
participation

Sample size Outcomes

Mocan et al.
(1995)

Estimates a model of classroom quality as a
function of child care inputs. Includes
many controls

Same as above Inputs with significant effects on
process quality

Staff–child ratio
Wage rates for teachers with
low education
Proportion of staff with college
degree
Lead teacher turnover

Inputs which do not affect quality
Group size

Blau (2000) Uses center fixed effects approach to
compare different classrooms in the same
centers as Mocan et al. (1995)

Age 0–5 Same as above Inputs with significant effects on
process quality

Workshop training
Inputs which do not affect quality

Staff–child ratio
Wage rates for teachers with
low education
Proportion of staff with college
degree
Lead teacher turnover
Group size

National child care
staffing survey
(NCCS)

Blau (1997) Uses center fixed effects approach to
compare different classrooms in the same
centers

Infants to
children of
age 5+

204 centers,
567 classrooms,
1,094 teachers

Similar to Blau (2000) results
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Table 8
(Continued)

Data Author Design Age of
participation

Sample size Outcomes

Florida child care
quality improve-
ment study

Howes et al.
(1998)

Evaluates changes in regulation of
staff–child ratio and training in Florida.
Center directors and teachers in three
classrooms were interviewed. Two children
from each class were randomly selected for
developmental assessments. Process
conducted before regulations changed in
1992 and again in 1994 and 1996. No
comparison group and no way to isolate
changes resulting from regulations.
Different children assessed in each wave

150 centers in 4
Florida counties

Significant changes in inputs
1992–1994

Staff–child ratios up
Teacher detachment down
Complexity of peer and object
play up
Attatchment security up

Inputs which did not change
1992–1994

Teacher sensitivity
Teacher harshness
Overall classroom quality
Behavior problems
Cognitive development

Significant changes in inputs
1994–1996

Teacher responsiveness up
Teacher detachment up
Attachment security up

Inputs which did not change
1994–1996

Overall classroom quality
Behavior problems
Cognitive development
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Table 8
(Continued)

Data Author Design Age of
participation

Sample size Outcomes

NICHD study of
early child care
(SECC)

U.S. Department
of Health and
Human Services
(1998)

Monitors children from birth in 1991 until
present. Selected healthy births to
English-speaking mothers over age 18 who
planned to remain in the state for one year.
Families and child care facilities of every
type were visited periodically. The effects
of child care quality on child development
analyzed in many studies by the NICHD
early child care research network
(ECCRN). See below

1,300 children
English-speaking

NICHD ECCRN
(2001)

Regression model of cognitive
development. Controls for five family and
child characteristics and site dummies in
addition to the type, quantity, and quality
of child care

Age 15, 24,
36 months

Same as above.
T = high-quality care.
Children in
nonmaternal child care
at time of assessment

Cognitive development: T > C

NICHD ECCRN
(1998)

Models behavior problems. Controls for
family income, psychological adjustment
of the mother, gender, child temperament,
quality of home environment, character of
mother–child interactions, and child’s
security of attachment to mother

Age 24, 36
months

Same as above.
T 1 = high-quality
care, T 2 = stable care
arrangement.
Children in
nonmaternal child care
at 24 or 36 months

Caregiver-reported behavior
problems: T1 < C (age 24 months)
Mother-reported behavior problems:
T1 = C (age 24 months)
Noncompliance of children in care:
T2 < C (age 24 months)
Problem behavior: T1 < C (age 36
months)

NICHD ECCRN
(2001)

Controls for several family characteristics
as well as child’s cognitive development,
temperament, and mother’s sensitivity
when analyzing peer interactions

Same as above.
T = high-quality care

Peer interactions: T > C
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Table 8
(Continued)

Data Author Design Age of
participation

Sample size Outcomes

NICHD ECCRN
(2000)

Models the effects of child care inputs on
child care quality. Regression controls for
site, but not child, family, or center
characteristics. Only characteristics of
room, teacher, and type of child care

Age 15, 24,
36 months

Same as above Inputs with significant effects on
quality

Group size (age 15, 24 months)
Staff–child ratio (age 15, 24
months)
Caregiver education (age 24, 36
months)
Caregiver specialized training
(age 15 months)
Caregiver experience (age 24,
36 months)

NICHD ECCRN
and Duncan
(2003)

Controls for many home and child
characteristics and estimates change score
models

Age 54
months

Same as above.
T = high-quality care

Cognitive functioning: T > C

National
Longitudinal
Survey of Youth
1979 (NLSY79)

Began with sample of 12,652 individuals
age 14–21 in 1979. Data collected annually
until the present. Beginning in 1986, chil-
dren of sample women were given develop-
mental assessments every other year

Blau (1999) Analyzes the effect of child care inputs on
child development. Controls for type of
care, payment, time spent in care, and
family and child characteristics. Models
with and w/o family fixed effects

Variable,
depends on
outcome

N = 2,503–4,031
depending on out-
come

Inputs with significant effects on
development

Group size (wrong sign)
Generally, inputs small and not
significant
Home environment large and
significant

Notes. T – Treatment, C – Control.
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The results from the NICHD Study of Early Child Care (SECC) are potentially more
credible than those of many other studies because of the longitudinal design of the
SECC, the inclusion of children in all types of child care, and the availability of exten-
sive information on nonchild care factors. The recent analysis of these data by NICHD
ECCRN and Duncan (2003) takes advantage of the richness of the data by controlling
for more home and child characteristics than the other SECC studies, and by also ex-
amining changes in outcomes. The results indicate that a two standard deviation (SD)
improvement in child care quality in early childhood is associated with a one-sixth to
one-seventh of an SD increase in cognitive functioning in a model that controls for
cognitive functioning at age 24 months as well as extensive controls.

Blau (1999) uses data from the National Longitudinal Survey of Youth (NLSY),
which is a large general purpose study which includes women who were 14–21 in 1978,
and follow-ups of their children (see the Appendix for further information). He exam-
ines the effects of maternally reported group size, staff–child ratios, and teacher training,
as well as of type of care, cost of care, hours per week, and month per year spent in the
arrangement on a series of cognitive and test scores as well as a behavioral problems
index. The models control for a large number of background variables, including mea-
sures of the quality of the home environment. Some models also include family fixed
effects, and/or lagged measures of child development. Blau finds that the effects of child
care quality are generally insignificant, and sometimes wrong-signed. In contrast, mea-
sures of the home environment are all statistically significant and have relatively large
effects. It is possible that maternal reports are measured with error, which biases the
estimated effects toward zero.

The overall message of this section is that there is little convincing evidence that
structural child care inputs affect child outcomes, while there is more evidence that
“process quality” has a positive effect on child development. These findings are rather
similar to those in the school quality literature, in which many studies find that structural
inputs such as class size, teacher education and experience, and teacher pay have little
impact on student outcomes, while more intangible teacher characteristics (captured by
teacher fixed effects) are strongly associated with student outcomes [Hanushek (1992,
2007)]. It is interesting to note that French pre-school programs, which are generally
thought to be of high quality, employ a different input mix than American programs,
with small staff–child ratios, more highly trained staff, and centrally-planned curricula
[Boocock (1995)]. It may be that part of the difficulty in making a strong connection
between inputs and outputs is that there are different ways to produce care of a given
quality level, so that focusing on levels of a few inputs in isolation yields a misleading
picture.

4. Government intervention in the child care market

4.1. Rationale

To this point, we have mostly ignored the role of the government in the child care
market. The government does in fact play an important role, and an economic case for
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government intervention in the child care market can be made on several grounds. First,
the government may be concerned with equity; second, the government may want to
encourage parents to work; and third, there may be market failures, such as liquidity
constraints, information failures and externalities.

The first argument in favor of government intervention in the child care market is on
the grounds of equity, just as the case is sometimes made for government involvement
in the public school system. For example, Bergmann (1996, p. 131) argues that high-
quality child care can be thought of as a “merit good, something that in our ethical
judgment everybody should have, whether or not they are willing or able to buy it”.
Bergmann argues that the usual economic considerations in favor of cash transfers over
in-kind subsidies do not apply to merit goods. The main arguments she advances are
that children have little or no say in how parents spend a cash grant; that society has a
responsibility to ensure that children are well cared for while the parents work; and that
high-quality child care has benefits to children that parents may not fully account for in
their spending decisions. Economic actors who start out with very unequal endowments
(in terms of ability, environment, or opportunities) are likely to end up with very unequal
allocations, even if the outcome is efficient [Inman (1986)]. Meyers et al. (2002) discuss
inequalities in access to quality early childhood educational experiences.

A government that is concerned with equity can compensate for differences in final
outcomes, attempt to equalize initial endowments, or both. In principal, spending on
programs of each type can be increased until the marginal benefit associated with an
additional dollar of spending is equalized. However, to the extent that it is possible,
equalizing endowments through intervention in the child care market may be a superior
approach to the problem of unequal allocations compared to providing compensation
for unequal outcomes later in life, both because it avoids many of the moral hazard
problems that arise when society attempts to compensate those with poor outcomes,
and because it may be more cost-effective [Heckman (2000)].

For example, Furstenberg, Brooks-Gunn and Morgan (1987) present evidence that it
is important for children to get “off on the right foot” in school, and that children who
started school with disadvantaged families had worse average performance than other
children even if their parents’ situation improved subsequently. To the extent that initia-
tives such as after-school programs can prevent high school dropout and juvenile crime,
they may be very cost effective approaches to such societal problems. Earlier interven-
tion is also attractive because of the sheer difficulty of overcoming poor endowments
later in life. Public sector efforts to train low-skilled adult workers have generally found
very small returns. Lalonde’s (1995) survey of the training literature points out that most
training programs for adult males and youths have been ineffective (the exception for
youths being the costly Job Corps program). And among poor adult women, the evi-
dence shows rapidly diminishing returns to training investments, suggesting that it may
not be possible to raise earnings much with this kind of intervention.

A quite different rationale for government intervention in the child care market is
to encourage parents – particularly low-income women – to work. There are two main
reasons for this type of policy. First, it may be less costly to taxpayers to require low-
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income women to work and to provide child care subsidies than it is to support the same
women via the welfare system. That is, child care subsidies may be able to help low-
income families be economically self-sufficient. Self-sufficient in this context means
employed and not enrolled in cash-assistance welfare programs. Self-sufficiency may
be a desirable goal for noneconomic reasons, but also may be considered desirable if
it increases future self-sufficiency by inculcating a work ethic and generating human
capital, thereby saving the government money in the long run [Robins (1991)]. Child
care and other subsidies paid to employed low-income parents may cost the govern-
ment more today than would cash assistance through TANF. But if the dynamic links
suggested above are important, then these employment-related subsidies could result
in increased future wages and hours worked and lower lifetime subsidies than the al-
ternative of cash assistance both today and in the future. But there is little evidence
either for or against the existence of strong enough dynamic links to make means-tested,
employment-conditioned, child care subsidies cost-effective for government.10

Second, there may be positive externalities associated with employment of low-
income mothers. For example, younger women may be more likely to stay in school
and less likely to get pregnant if they see that work is always required of recipients of
public assistance. The children of women who move into the workforce may gain a pos-
itive role model. Third, liquidity constraints could prevent some women from paying for
the child care that they need in order to enhance their own human capital through on-the-
job training.11 These potentially positive effects of encouraging maternal employment
will be undermined if sending women to work results in children being cared for in a
way that harms their development. For example, taxpayers could end up spending more
rather than less, if neglected children are more likely to engage in future crime. Thus,
there is a potential conflict between these two goals of government intervention in the
child care market. Policies that enhance child development will not always encourage
maternal employment, and vice versa.

A third broad justification for government intervention in the child care market is
that there is a market failure that the government can address. Indeed, several market

10 There is substantial evidence of positive serial correlation in employment. Whether this is due to “state
dependence” (working today changes preferences or constraints in such a way as to make working in the
future more attractive) or unobserved heterogeneity (working today does not affect the attractiveness of future
work; some people find work more attractive than others in every period) is unclear. See Heckman (1981)
for an early discussion and Hyslop (1999) for recent evidence. Gladden and Taber (2000) analyze the effect
of work experience on wage growth for less-skilled workers. Card and Hyslop (2004) discuss evidence from
a Canadian welfare to work program which suggests that the program increased employment, but that there
was little growth in earnings over time.
11 Walker (1996) has argued, however, that difficulties in attaining economic self-sufficiency are caused by
imperfections in the credit market, not the child care market. If the dynamic links suggested above are impor-
tant, then a family could borrow against its future earnings in a perfect credit market to finance the child care
needed in order to be employed today and gain the resulting higher future earnings. Imperfection in the credit
market caused by moral hazard and adverse selection prevent this, but the remedy according to Walker lies in
government intervention in the credit market, not the child care market.
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failures are potentially relevant in this case, including liquidity constraints, information
failures, and externalities. Liquidity constraints may prevent parents from making op-
timal investments in the human capital of their children. But the existence of liquidity
constraints alone would only justify financial assistance to certain parents, not direct
government intervention in the provision of child care services. However, information
failures are also likely to be important. There is increasing evidence that parents find it
difficult to evaluate the quality of child care centers and that some parents pay for care
of such low quality that it may be harmful to their children [Cryer and Burchinal (1995),
Helburn and Howes (1996), U.S. Department of Health and Human Services (1998)].

Information failures provide a possible explanation for the poor average quality of
child care available in the United States.12 There is imperfect information in the child
care market because consumers are not perfectly informed about the identity of all
potential suppliers, and because the quality of care offered by any particular supplier
identified by a consumer is not fully known. A potential remedy for this problem is gov-
ernment subsidies to Resource and Referral (R&R) agencies to maintain comprehensive
and accurate lists of suppliers. This may not solve the problem in practice because of
very high turnover and unwillingness to reveal their identity among informal child care
providers. The second information problem is that consumers know less about product
quality than does the provider, and monitoring is costly. This can lead to moral hazard
and/or adverse selection. Moral hazard is a plausible outcome in day care centers (e.g.,
changing diapers just before pick-up time). Adverse selection of providers is plausible
in the more informal family day care sector: family day care is a very low-wage occu-
pation, so women with high wage offers in other occupations are less likely to choose
to be care providers. If the outside wage offer is positively correlated with the quality
of care provided, then adverse selection would result. Regulations are often suggested
as a solution to the information problem, but Walker (1991) notes that the conditions
under which regulations are beneficial to consumers may not be satisfied in the child
care market.13 We address this issue in more detail below.

Some evidence suggests that parents do not obtain much information about the child
care market before making a choice. Walker (1991) reports that 60–80 percent of child
care arrangements made by low-income parents are located through referrals from
friends and relatives or from direct acquaintance with the provider. A referral may not
be a good signal of the developmental appropriateness of child care if parents are not
good judges of the quality of care. Cryer and Burchinal (1995) report a direct compar-
ison of parent ratings of various aspects of the developmental appropriateness of their
child’s day care center classroom with trained observer ratings of the same aspects, us-
ing data from the Cost, Quality, and Outcomes study. The results show that parents give

12 See Walker (1991), Council of Economic Advisors (1997), Magenheim (1995), Robins (1991), and U.S.
Department of Health and Human Services (2001). This paragraph draws heavily on Walker (1991).
13 See Walker (1991, pp. 68–69), which is based on applying Leland’s (1979) model of regulations to the child
care market. The conditions are low price elasticity of demand, quality matters to consumers, the marginal
cost of quality is low, and consumers place a low value on low-quality care.
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higher average ratings on every item than do trained observers, by about one standard
deviation on average for pre-school age classrooms and by about two standard devia-
tions on average for infant–toddler rooms. The instrument containing these items is of
demonstrated reliability when administered by trained observers, so this suggests that
parents are not well informed about the quality of care in the arrangements used by their
children.14

Similarly, Mocan (in press) finds that parents use less information than trained ob-
servers when making quality assessments. He finds that parents tend to incorrectly
associate some characteristics of centers (such as clean reception areas) with quality
and fail to use other more relevant signals. Parents who are more educated, and married
parents, assess quality in a way more similar to the trained observers. Mocan finds that
the vast majority of parents claimed that they valued the quality attributes measured by
the process-oriented scales, suggesting that parents are not choosing centers on the basis
of some entirely different criteria (such as location). These findings suggest that gov-
ernment may be able to improve outcomes by developing and publicizing standards, but
there is little evidence available about the efficacy of this type of market intervention.

The evidence about whether parents are willing to pay for better quality (and how
much) is conflicting. On the one hand, Blau and Mocan (2002) find that the price centers
can charge rises appreciably with quality. On the other hand, Blau (2001) reports a
small correlation between family income and quality, and a generally flat price-quality
gradient. In their study of consumer-demand functions for child care quality inputs,
Blau and Hagy (1998) also find that parents do not seem to be willing to pay more for
regulated aspects of care such as lower staff–child ratios.

Externalities provide perhaps the strongest theoretical justification for direct gov-
ernment involvement in the provision of quality child care. However, even the best
justifications in terms of equity or market failures are moot if it is not actually possible
to improve child outcomes through intervention. Hence, we will return to this question
in the next section. In the remainder of this section we examine two types of government
interventions in the private child care market: subsidies and regulation.

4.2. Subsidies

Table 9, which is based on Blau (2003a) shows the history, goals, and main provisions
of the major child care subsidy programs in the US.15 The oldest program is the De-
pendent Care Tax Credit, which, since it is not refundable, does not benefit low-income

14 The instrument is the Early Childhood Environment Rating Scale (ECERS) and its counterpart for infants
and toddlers, the Infant–Toddler Environment Rating Scale (ITERS). See Harms and Clifford (1980) and
Harms, Cryer and Clifford (1990) for discussion of the instruments. Helburn (1995) discusses their reliabil-
ity in the Cost, Quality and Outcomes study. The correlation between parent and observer scores was 0.21
for infant–toddler rooms and 0.29 for pre-school rooms [Cryer and Burchinal (1995, p. 206)]. Thus parents
do appear to have some ability to distinguish among programs of different quality. However, from a child
development perspective it is the absolute level of quality that matters, not relative quality.
15 One significant program not included in Table 9 is military child care. Government expenditure on military
child care was estimated to be $352 million in 2000 [Campbell et al. (2000)]. This program is not discussed
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Table 9
Summary of the history, goals, and provisions of major federal child care programs

Program

(Acronym)

Dependent Care Tax
Credit

(DCTC)

Exclusion of
Employer-Provided

Dependent Care
Expenses

(EEPDCE)

Aid to Families
with Dependent
Children Child

Care
(AFDC-CC)

Transitional
Child Care

(TCC)

At-Risk Child
Care

(ARCC)

Child Care and
Development Block

Grant

(CCDBG)

Title XX Social
Services Block

Grant

(TXX-CC)

Year Began 1954 1981 1988c 1988 1990 1990 1975a,b

Goal Subsidize
employment-related
dependent care expenses

Subsidize
employment-related
dependent care
expenses

Facilitate
participation in
the JOBS
program

Help families who
recently left
AFDC for work
maintain
self-sufficiency

Help families
who need child
care in order to
work and are
at-risk of going
on AFDC if
child care is not
provided

Provide child care
services for
low-income
families, and
improve the overall
supply and quality
of child care

Help low-income
families achieve
self-sufficiency;
prevent child
neglect

Original
form

Tax deduction Amounts paid or
incurred by an
employer for
dependent care
assistance provided
to an employee are
excluded from the
employee’s gross
taxable earnings

Open-ended
entitlement.
Vouchers,
contracts, or
reimbursement
of expenses. No
fee for recipients

Same as
AFDC-CC;
limited to 1 year.
Sliding fee for
recipients

Capped
entitlement.
State match
required.
Sliding fee
for recipients.
Income limits
set by states

Block grant to
states. No state
match. 75% of
funds for direct
subsidies (income
< 75% of SMI);
25% for quality
improvement and
consumer education

Capped entitlement;
population-based
distribution to states

Major
changes

1976: Credit replaced
deduction. 1982: Subsidy
rate and maximum
allowable expenses raised.
1983: Added to short form
1040A. 1988: Required
Social Security Number
of provider

None 1996: Personal Responsibility and Worth Opportunity Reconciliation Act
(PRWORA) consolidated AFDC-CC, TCC, ARCC, and CCDBG into a
single program: the Child Care and Development Fund (CCDF)

1981: Converted to
block grant.
1996: States
allowed to transfer
up to 10% of TANF
funds to TXX
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Table 9
(Continued)

Program

(Acronym)

Dependent Care Tax
Credit

(DCTC)

Exclusion of
Employer-Provided

Dependent Care
Expenses

(EEPDCE)

Aid to Families
with Dependent
Children Child

Care
(AFDC-CC)

Transitional
Child Care

(TCC)

At-Risk Child
Care

(ARCC)

Child Care and
Development Block

Grant

(CCDBG)

Title XX Social
Services Block

Grant

(TXX-CC)

Current
form

Nonrefundable tax credit Same as original Combination discretionary and entitlement block grant. States must meet
maintenance of effort and matching requirements for some of the
entitlement funds. States may transfer up to 30% of their Temporary
Assistance for Needy Families (TANF) block grant funds into the CCDF.
States may also use TANF funds directly for child care, without
transferring them to CCDF.

Block grant to
states that can be
used for many
social services; 15%
of funds on average
used for child care

Current
provisions

30% tax credit on
expenses up to $4,800
for 2 children for
AGI � 10 K; subsidy
rate falls to 20% for
AGI > 28 K. Effective
2003, 35% credit on
expenses up to $6,000
for 2 children for
AGI � 15 K

Up to $5,000 per
year excludable.
Expenses excluded
from gross income
are not eligible for
the DCTC

Sliding fee scale, but states may waive fees for families below the poverty
line. At least 4% of funds must be spent on quality-improvement and
consumer education. Child care must meet state licensing and regulatory
standards. Contracts or vouchers. Relative care eligible if provider lives in
a separate residence

Child care must
meet state
regulatory and
licensing standards

Current
eligibility
criteria

Both parents (or only
parent) employed

None, other than
being employed by
a firm that offers
this benefit

Family income no more than 85% of SMI, but states can (and most do)
impose a lower-income eligibility limit. Children < 13. Parents must be in
work-related activities

States choose
income eligibility.
Employment
required

Source: Committee on Ways and Means (1998, 2000); Blau (2001, 2003a).
Notes. AGI – adjusted gross income. SMI – state median income.
aEarlier provisions of the Social Security Act provided federal matching funds to the states for social services.
bLess than two percent of the funds in the food program go to adult care centers.
cBefore explicit child care subsidies were added to the AFDC program in 1988, states could choose to disregard from earnings up to $200/month in child care
expenses incurred by employed AFDC recipients in determining AFDC eligibility and benefit amounts.
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families without tax liabilities. The Exclusion of Employer-Provided Dependent Care
Expenses (EEPDCE) allows expenses paid or incurred by an employer for dependent
care assistance provided to an employee to be excluded from the employee’s gross tax-
able earnings. This subsidy is also of little benefit to low-income families.

The 1988 Family Support Act (FSA) and the Omnibus Budget Reconciliation Act
(OBRA) of 1990 instituted four different means-tested child care subsidy programs,
with different target populations, eligibility requirements, and subsidy rates. This re-
sulted in a fragmented system in which families had to switch from one program
to another as a result of changes in employment or welfare status, which may have
depressed takeup below already low levels [cf. U.S. Advisory Commission on Intergov-
ernmental Relations (1994), U.S. General Accounting Office (1995), Ross (1996), Long
et al. (1998)]. The 1996 Personal Responsibility and Work Opportunity Reconciliation
Act (PRWORA) consolidated the programs created by FSA and OBRA into a single
block grant called the Child Care and Development Fund (CCDF). Under the new sys-
tem, states can allow families that move from welfare to work to remain in the same
subsidy program. Rules governing the types of child care that can be subsidized are
determined by the states, and hence vary widely across states. States have substantial
flexibility in designing their CCDF programs, as shown in Table 10.

The data in Table 10 show that only four states plus Puerto Rico set income eligibility
at the maximum allowed by law, 85 percent of State Median Income (SMI). Fourteen
states set the income eligibility limit at less than 50 percent of SMI. States are permit-
ted to waive fees (co-payments) for families with income below the poverty line, and
the fourth column of Table 10 shows that there is substantial variation across states in
use of this provision. Fees are determined in many different ways, including flat rates,
percent of cost, percent of income, and combinations of these. States are required to
have sliding scale fee structures, with fees that rise with family income. The minimum
fee shown in the fifth column of the table is the co-payment required of the lowest-
income families, and the maximum fee shown in the sixth column is the co-payment
for the highest-income eligible families. The reimbursement rates listed in the last two
columns represent the amount of the subsidy exclusive of the family co-payment. States
that provide relatively generous reimbursement also tend to have higher income eligi-
bility limits. Federal guidelines for implementation of the CCDF law require that the
subsidy rate be set at the 75th percentile of the price distribution from a recent lo-
cal market rate survey. In practice many states use out-of-date market rate surveys or
set the subsidy rate lower than the 75th percentile of the price distribution [Adams,
Schulman and Ebb (1998)]. States frequently change the characteristics of their CCDF
plans.

here because it is not available to civilians. The military child care system was drastically reformed in the
1990s, and the current military child care system is often taken as a model of how a publicly-run child care
program should be organized. See Campbell et al. (2000), U.S. General Accounting Office (1999b) and Lucas
(2001) for information on military child care.
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Table 10
Characteristics of state child care and development fund plans, 2003

State Monthly
income

eligibility
level ($)

Income
eligibility as
a percent of
state median
income (%)

Are families
at or below

poverty
required to
pay a fee?

Minimum fee
(full-time rate)

Maximum family fee
(full-time rate)

Reimbursement
rate for

pre-school age
childa,c

Implied
weekly

reimbur-
sement rateb

($)

Alabama 1,653 43 Some $5.00/week $72.5/week $99/week 99.00

Alaska 3,853 77 Some $13/month $766/month $880/month 203.00

Arizona 2,099 53 Some $1.00/day + $0.50
additional c.

$10/day + $5
additional c.

$23.20/day 116.00

Arkansas 2,009 60 None 0 100% of fee $17/day 85.00

California 2,925 75 None $2/day $10.50/day $27.59/day 137.95

Colorado 2,862 61 Some $6/month $560/month + $20
each additional c.

$28/day 140.00

Connecticut 2,889 50 Some 2% of gross income 10% of gross income $135/week 135.00

District of Columbia 3,470 78 Some $0 $13.08/day (1 c.) $23.55/day 117.75
$22.89/day (2 c.)

Delaware 2,544 52 Some 1% of cost 80% of cost $86.25/week 86.25

Florida 2,543 66 Some $0.80/day $11.20/day $90/week 90.00

Georgia 2,034 46 Some $0 $45/week $80/week 80.00

Hawaii 3,678 85 None 0 20% of reimbursement
rate ceiling

$425/month 98.15

Idaho 1,706 45 Some 7% of cost 100% of cost $396/month 91.45

Illinois 2,328 50 All $4.33 (1 c.) $186.32 (1 c.) $24.34/day 121.70
$8.67/month (2 c.) $320.64/month (2 c.)

Indiana 1,615 37 None $0 9% of gross income $33/day 165.00

Iowa 1,780 41 None $0 $12/day $10.50/half-day 105.00

Kansas 2,353 59 Some $0 $243/month $3.12/hour 124.80
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Table 10
(Continued)

State Monthly
income

eligibility
level ($)

Income
eligibility as
a percent of
state median
income (%)

Are families
at or below

poverty
required to
pay a fee?

Minimum fee
(full-time rate)

Maximum family fee
(full-time rate)

Reimbursement
rate for

pre-school age
childa,c

Implied
weekly

reimbur-
sement rateb

($)

Kentucky 1,908 50 Some $0 $10.50 (1 c.) $20/day 100.00
$11.50/day (2 + c.)

Louisiana 2,596 75 Some 30% of cost of care 70% of cost $15/day 75.00

Maine 3,343 85 Some 2% of gross income 10% of income $150/week 150.00

Maryland 2,499 50 Some $4/month + $4 per
additional c.

$146/month + $116
each additional c.

$433/month 100.00

Massachusetts 2,414 50 None $0 $120/week $31.5/day 157.50

Michigan 1,990 41 Some 5% of
reimbursement rate
ceiling

30% of reimbursement
rate ceiling

$2.25/hour 90.00

Minnesota 2,225 44 Some $5/month $741/month $55/day 275.00

Mississippi 2,513 85 Some $10.00 (1 c.) $180 (1 c.) $77/week 77.00
$20/month (2 c.) $190/month (2 c.)

Missouri 1,482 35 Some $1 per year $4.00/day $15.30/day 76.50

Montana 1,878 56 Some $5 $263 $17.25/day 86.25

Nebraska 1,463 37 None $10/month $214/month (1 c.) $21/day 105.00
$428/month (2 c.)

Nevada 3,112 75 Some 0% 85% of child care
benefit

$30/day 150.00

New Hampshire 2,407 48 Some $0 $0.50/week $24.40/day 122.00

New Jersey 3,179 58 Some $0 $294.90/month
+ $221.20, 2nd c.

$121.40/week 121.40
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Table 10
(Continued)

State Monthly
income

eligibility
level ($)

Income
eligibility as
a percent of
state median
income (%)

Are families
at or below

poverty
required to
pay a fee?

Minimum fee
(full-time rate)

Maximum family fee
(full-time rate)

Reimbursement
rate for

pre-school age
childa,c

Implied
weekly

reimbur-
sement rateb

($)

New Mexico 2,543 72 Some $0 $205/month (1 c.) $386.48/month 89.26
$307.50/month (2 c.)

New York 2,543 56 Some Varies by locality Varies by locality $45/day 225.00

North Carolina 2,946 75 Some 10% of gross
income

10% of gross income $477/month 110.20

North Dakota 2,463 64 Some 20% of
reimbursement. rate
ceiling, to a max of
$42/month

80% of cost of care $100/week 100.00

Ohio 1,272 28 Some $1/month $203/month $113/week 113.00

Oklahoma 2,825 83 Some 0 $263/month $13/day 65.00

Oregon 1,908 46 Some $43/month $399/month $372/month 85.91

Pennsylvania 2,543 55 Some $5.00 $70/week $28/day 140.00

Puerto Rico 1,279 85 None $5.00/month $43/week $243/month 56.12

Rhode Island 2,861 58 None 0 14% of gross income $140/week 140.00

South Carolina 1,908 48 Some $3/child/week $11/child/week $83/week 83.00

South Dakota 2,544 61 None $10/month 15% of family income $2.15/hour 86.00

Tennessee 2,355 60 Some $1/week (1 c.) $47/week (1 c.) $90/week 90.00
$2/week (2 c.) $83/week (2 c.)

Texas 3,368 85 Some 11% (1 c.) 11% (1 c.) $20.09/day c. 100.45
13% (2 + c.)
of gross monthly
income

13% (2 + c.)
of gross monthly
income
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Table 10
(Continued)

State Monthly
income

eligibility
level ($)

Income
eligibility as
a percent of
state median
income (%)

Are families
at or below

poverty
required to
pay a fee?

Minimum fee
(full-time rate)

Maximum family fee
(full-time rate)

Reimbursement
rate for

pre-school age
childa,c

Implied
weekly

reimbur-
sement rateb

($)

Utah 2,244 56 Some $10/week (1 c.) $255/week (1 c.) $3/hour 120.00
$15/week (2 c.) $281/week (2 c.)
$18/week (2 + c.) $306/week (2 + c.)

Vermont 2,586 83 None $0 90% of reimbursement
rate ceiling

$20.81/day 104.05

Virginia 1,908 39 Some 10% of gross
monthly income

10% of gross monthly
income

$161/week 161.00

Washington 2,544 57 Some $15/month $50/month +
0.44* (family income –
137.5% of FPL)

$26.50/day 132.50

West Virginia 1,769 51 Some $0 $5.75/child $18/day 90.00

Wisconsin 2,353 51 Some $4/week (1 c.) $55/week (1 c.) $5.50/hour 220.00
$9/week (2 c.)

Wyoming 2,544 65 All $0.40/day/child $4.00/day/child $2.43/hour 97.20

Source: National Child Care Information Center: nccic.org/pubs/stateplan/stateplan-intro.html.
Notes. FPL – federal poverty line; c. – “child” or “children”.
aIn most states reimbursement rates vary by location.
bFigures in the last column are calculated from figures in the next-to-last column, assuming 8 hours of care per day, 5 days per week, and 4 and 1/3 weeks per
month.
cThe rate for Texas is from an earlier year.
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Table 11 summarizes federal and state expenditures on child care subsidies in recent
years, and the numbers of children served by the subsidy programs. A rough figure for
total expenditure on child care subsidies in Fiscal Year 1999 is $13 billion. A meaningful
total for the number of children cannot be computed, because the DCTC lists only the
number of families served, and data are not available for TXX. The CCDF is the biggest

Table 11
Federal and state expenditures and children served by major child care subsidy programs

DCTC EEPDCE TXX-CC CCDF

Federal + state expenditures (billions of current dollars)
FY1999 2.675 0.995 0.285 9.132
FY1998 2.649 0.910 6.399
FY1997 2.464 0.862 0.370 4.369
FY1996 2.663 0.823 0.352
FY1995 2.518 0.792 0.414 3.1

Children served (millions)
FY1999 6.182 1.760
FY1998 6.120 1.515
FY1997 5.796 1.248
FY1996 6.003
FY1995 5.964 1.445

Notes. See Table 9 for definition of the program acronyms. Expenditures are given in current dollars to facil-
itate checking with the original sources. To convert expenditures to 2001 dollars using the Consumer Price
Index, multiply dollar figures for 1995–2000 by 1.162, 1.129, 1.103, 1.0865, 1.063 and 1.028, respectively.
Sources:
DCTC. Committee on Ways and Means (2000, p. 816), except 1999: Internal Revenue Service (2001). Figures
in the lower panel are number of returns filed claiming the credit, not the number of children.
EEPDCE. Office of Management and Budget, Budget of the United States Government Fiscal Year 1997.
These figures are for the calendar year. The method used to compute them is unclear, and in budget statements
for subsequent years they are different. They are also different in the Joint Committee on Taxation, JCS-13-99.
These are probably the least reliable figures in the table.
TXX-CC. Committee on Ways and Means (2000, pp. 600 and 634): 15% of $1.9 billion for 1999; 13% of
$1.775 billion for 2000; Committee on Ways and Means (1998, pp. 714 and 720): 14.8% of $2.800,
$2.381, $2.500 for FY1995, 1996, 1997.
CCDF. Expenditure: 1997–1999: We computed expenditure figures by summing all federal and state expen-
ditures on the CCDF, either directly or through transfers to TANF, using data from the Annual TANF Reports
to Congress (U.S. Department of Health and Human Services, various years) and reports from the U.S. Ad-
ministration for Children and Families (various years). The latter source provides allocations to the CCDF for
FY2000 and 2001, but there are no data available on transfers from TANF for these years. Transfers to TANF
constituted about half of CCDF spending in FY1999. 1995: U.S. General Accounting Office (1998, p. 4): total
funding for the four programs later consolidated in to the CCDF: AFDC-CC, TCC, ARCC, CCDBG. Children
served: 1999: U.S. Administration for Children and Families (2000); 1998: U.S. Administration for Children
and Families (2001); 1997: Adams, Schulman and Ebb (1998); 1995: U.S. Administration for Children and
Families (1995).
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program in terms of expenditure, at about $9 billion. Much of the CCDF funding was
transferred from TANF; the CCDF appropriation for 1999 was $5.285 billion.16

Table 12 shows data on the incidence of child care subsidy receipt and characteristics
of recipients in 1999, tabulated from the SIPP. The respondents who used nonparental

Table 12
Incidence of child care subsidy receipt and characteristics of recipients, 1999

A. Incidence B. Characteristics of households with annual income < 25,000

Annual household
income ($000)

Proportion with
subsidy

Receives public
assistance

Does not receive
public assistance

Subsidy No subsidy Subsidy No subsidy

All 0.021 Center 0.45 0.05 0.41 0.05
0–4.999 0.040 Nonrelative 0.44 0.10 0.33 0.11
5–9.999 0.053 Other nonparent 0.10 0.31 0.20 0.30
10–14.999 0.042 Pay for care 0.42 0.10 0.46 0.14
15–19.999 0.029 Cost/hour 2.55 1.76 2.81 3.07
20–24.999 0.033 Mother

employed
0.61 0.28 0.79 0.49

25–29.999 0.025 Hours worked
if > 0

39 33 37 37

30–34.999 0.029 Wage rate 6.62 6.58 6.71 7.1
35–39.999 0.013 Annual earnings

if > 0
10,760 7,575 11,053 11,953

40+ 0.009 Education > 12 0.45 0.18 0.52 0.32
Public assistance (PA) status Married, spouse

present
0.12 0.12 0.35 0.51

Receives PA 0.112 Other adults in
household

0.09 0.28 0.17 0.21

Does not receive PA 0.022 Number
kids < 5

1.09 0.72 0.84 0.68

Black 0.34 0.40 0.28 0.21
Hispanic 0.23 0.29 0.17 0.24
White 0.43 0.25 0.52 0.50

Sample size 15,747 89 762 88 3,875

Source: Tabulations from the Survey of Income and Program Participation, Spring 1999.
Notes. Unit of analysis is a child. Figures are weighted by the child’s sample weight. A child is coded as
receiving a subsidy if the mother reports that a government agency helps pay for child care, or one of the
child’s arrangements is Head Start. Public assistance includes cash (Temporary Assistance for Needy Fami-
lies, General Assistance, and Supplemental Security Income) and food stamps. Center care includes nursery,
pre-school, and Head Start. Nonrelative care includes family day care homes, nannies, babysitters, and other
nonrelatives except centers.

16 Expenditure on other programs such as Head Start, Title I, and the Child Care Food Program are discussed
below.
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child care were asked if they received any assistance from a government agency in pay-
ing their child care expenses. Overall, only 2.1% of respondents reported receiving a
subsidy. This seems quite low. It is likely that tax-based subsidies were not reported,
and subsidies paid directly to child care providers may have been under-reported. The
highest incidence of subsidy receipt by income, 5.3%, was reported by respondents with
annual income of $5–10,000, and the incidence generally declines with income. Recip-
ients of public assistance (TANF, Food Stamps, General Assistance) reported a subsidy
receipt rate of 11.2%. Among households with income less than $25,000, subsidy re-
cipients were much more likely to use center care than nonrecipients, and were more
likely to pay some out-of-pocket expenses than nonrecipients. The maternal employ-
ment rate was much higher among recipients than nonrecipients, no doubt reflecting the
fact that most child care subsidies require employment or employment-related activi-
ties such as education and training. On the other hand, average hours worked and wage
rates conditional on employment are similar for recipients and nonrecipients. Subsidy
recipients have higher education, a lower marriage rate (among nonrecipients of public
assistance), fewer adults in the household other than the mother and father, and more
young children than nonrecipients.

If we assume for the moment that all child care is of the same quality, and that the
mother must purchase one hour of child care for every hour that she works, then we
can use the simple model outlined in Section 3 to examine the effects of subsidized
child care on maternal employment. A linear child care subsidy of s dollars per hour
changes the budget constraint by raising the wage net of child care costs, and hence
increases the probability that the mother works a positive number of hours. The effect
on hours of work is ambiguous, given that there is both an income and a substitution
effect. However, most subsidy programs are highly nonlinear. As Table 10 shows, most
states structure CCDF subsidies so that they decline as income rises, up to some maxi-
mum level at which the family is no longer eligible. This is also true of TXX child care
subsidies and the DCTC. This type of structure results in a “notch” in the budget con-
straint at the point when the subsidy drops to zero [Blau (2003a, p. 469)]. Like a linear
subsidy, a nonlinear subsidy creates an incentive to work. But it is even more difficult
to determine effects on hours of work given that women now have incentives to locate
on particular portions of the budget constraint.

By making paid care relatively cheaper, a subsidy will increase the probability that
the mother is employed and that paid care is used. But subsidies for paid child care
will also have effects on the use of unpaid care. Some women who would have worked
and used unpaid care will switch to paid care. Thus, a subsidy to paid care “crowds out”
unpaid care. Moreover, a child care subsidy will have income effects on the purchases of
all goods, so that the additional expenditures on child care will be less than the amount
of the subsidy. However, even given these crowd out effects, Blau (2003a) shows that a
child care subsidy is usually a less expensive way to increase labor supply than a wage
subsidy. The intuition is that the wage subsidy provides benefits to all working mothers,
including the many mothers who use unpaid care, while the child care subsidy provides
benefits only to mothers who use paid care.
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We can go one step further, by relaxing the assumption that all care is of the same
quality, and assuming that higher-quality care costs more; that is, p = α + βq, where
q is child care quality, as in the model in Section 3. Most existing child care subsidies
affect α but not β, because they are independent of quality. Others, such as the CCDF,
can only be used in child care arrangements that satisfy state licensing standards or are
legally exempt from such standards. These subsidies can be thought of as being subject
to a quality threshold, but they are independent of quality once that threshold is crossed.
Thus, they do not alter the marginal price of quality (ignoring general equilibrium ef-
fects). As discussed in Section 3, a subsidy that is independent of quality (which we can
call an α-subsidy) has a bigger positive effect on employment than a quality specific or
β-subsidy. On the other hand, a β-subsidy has a bigger effect on the quality of care that
is chosen. Hence, there is a direct policy tradeoff between those subsidy policies that
are most effective in supporting maternal employment and those that are most effective
in improving child care quality.

In the remainder of this section we describe evidence on how child care subsidies
affect maternal employment and child care quality. The evidence discussed is from
two types of studies: evaluations of experimental demonstration projects and evalua-
tions of actual child care subsidy programs. Note also that the literature reviewed above
on the effect of the price of child care on employment is relevant as well. One of the
motivations for that literature is to infer how child care price subsidies would affect em-
ployment decisions. Whether inferences about the effects of subsidies drawn from this
literature are useful depends on several factors. If there are substantial costs to taking
up a subsidy, either in the form of time costs required to negotiate the subsidy bureau-
cracy or psychic costs (“stigma”) of participating in a means-tested program, then price
effects on employment may not be a reliable guide to subsidy effects. Also, the price
effects estimated in this literature are generally assumed to be linear, while most subsi-
dies are nonlinear. Nonlinearity of a subsidy does not affect the qualitative result that a
child care price subsidy increases the incentive to be employed, but it could affect the
magnitude of the employment effect. Thus estimates of linear price effects could be an
unreliable guide to the effects of typical nonlinear subsidies.

Several demonstration programs designed to help low-income families achieve eco-
nomic independence included child care subsidies along with other benefits and ser-
vices. These programs were evaluated using randomized assignment methods, so the
average effects of the programs on outcomes of interest are estimated without bias by
simple comparisons of treatment and control group averages. However, in each case the
child care subsidy was only one of several services provided as part of the program,
so it is not possible to determine how much of the program impacts were due to the
child care subsidy.17 We discuss one example of a demonstration program in order to
illustrate the nature of the evidence from such programs.

17 A 1989 randomized experiment in Mecklenberg County, North Carolina offered a treatment group of 300
AFDC mothers guaranteed access to subsidized child care for up to one year within two weeks of taking a full-
time job, while a control group of 302 AFDC mothers had access to subsidized child care only through a long
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New Hope was a program intended to reduce poverty among the low-income popu-
lation in Milwaukee [Bos et al. (1999)]. It operated from 1994 through 1998 with broad
eligibility rules that made virtually anyone with low income eligible to enroll, regard-
less of employment and family status. The program was voluntary and provided an
earnings supplement, affordable health insurance, a child care subsidy, and a full-time
community service job if no other employment was available. The program required
full-time employment (30 hours per week) and provided benefits for up to three years.
Participants made their own child care arrangements and were reimbursed for most of
the expenses, with a co-payment that increased with family income. 39% of partici-
pants with children used child care at an average subsidy of $2,376 over two years. An
early evaluation based on two years of data from the program found that among indi-
viduals who were not employed at entry to the program, participation in the program
increased employment by seven percentage points, boosted earnings by about $700 per
year (13%), raised income by 12%, and had no impact on welfare participation. The
program had no statistically significant effects on employment and earnings for those
who were employed for at least 30 hours per week at entry, although the sample size
was small (the point estimate of the earnings impact was −$571 per year), but reduced
AFDC and Food Stamp participation by 7–10% in year two. The program increased use
of formal child care by 7.4% for boys and 12.5% for girls, and resulted in improved
academic performance, study skills, social competence, and behavior among boys but
not girls.18

Turning now to studies that examine the effect of child care subsidies more directly,
we discuss four studies that have estimated the impact of actual child care subsidies
on employment. The studies are summarized in Table 13. In each of these studies the
subsidy recipients are self-selected, and the studies recognize and attempt to deal with
the possibility of selectivity bias.

Two of these studies evaluate means-tested state subsidies for low-income families
funded by Federal programs prior to the 1996 welfare reform [Berger and Black (1992),

waiting list with an average wait of 6–10 months. However, the offer was made by mail with no telephone or
personal contacts, and the take up rate was very low: only 1/6 of the treatment group applied for and received
a subsidy. The treatment had no significant impact on welfare participation or expenditure. See Bowen and
Neenan (1993) for details.
18 Other demonstrations and experiments that included child care subsidies were the Teenage Parent Demon-
stration [Kisker, Rangarajan and Boller (1998)], New Chance [Quint, Bos and Polit (1997)], GAIN in Cal-
ifornia [Riccio, Friedlander and Freedman (1994)], the National Evaluation of Welfare-to-Work Strategies,
formerly known as the JOBS program [Hamilton et al. (1997)], the Minnesota Family Investment Program
[Miller et al. (1997)], the Florida Family Transition Program [Bloom et al. (1999)], and the Gary, Seattle, and
Denver Income Maintenance Experiments. The GAIN demonstration excluded children under age 6. Granger
and Cytron (1999) report that the effects of the Teenage Parent Demonstration and New Chance (which was
also targeted at teenage mothers) on use of center-based child care were smaller than in New Hope and of-
ten statistically insignificant. Robins and Spiegelman (1978) estimate that eligibility for a SIME-DIME child
care subsidy increased use of market child care by 18 percentage points in Seattle and 14 percentage points
in Denver. Results for child care use in the other demonstrations are not available. See Hamilton, Freedman
and McGroder (2000) for a summary of the effects of all of the recent demonstration programs.
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Table 13
Studies of the effect of child care subsidies on employment

Study Data Population Subsidy Method Identification Effect of subsidy receipt
on employment

Berger and Black
(1992)

Survey of single
mothers in
Kentucky; Current
Population Survey
(CPS), May 1988

Single, child mean
age 3.6

Title XX centers only Probit for employment
before and after subsidy
receipt/waitlist

Before–after
subsidy/waitlist
comparison

8.4–25.3 percentage point
increase, depending on
whether “waitlist effect” is
included

Blau and Tekin
(2006)

National Survey
of American
Families (NSAF),
1999

Single, child
age < 13

Assistance with child
care expenses from
government agency

Two stage least squares
linear probability
model (LPM)

County dummies 33 percentage point
increase

Gelbach (2002) 1980 U.S. Census Single, youngest
child age 5

Kindergarten 2SLS LPM Eligibility for
Kindergarten (quarter
of birth dummies)

4–5 percentage point
increase for both single
and married mothers

Meyers, Heintze
and Wolf (2002)

Survey of
California Aid to
Families with
Dependent
Children (AFDC)
recipients in 4
counties, 1995

Single, child
age < 14

Assistance with child
care expenses from
govt. agency under
several subsidy
programs

Probits for nonparental
child care use and
subsidy receipt.
Predicted value
included in probit for
employment

Knowledge of child
care subsidy system
excluded from
employment probit

Increase in probability of
subsidy receipt from 0.0 to
0.5: 52 percentage point
increase
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Meyers, Heintze and Wolf (2002)]. Berger and Black compare the employment of moth-
ers with subsidies to those on a wait list and find that subsidies increase employment by
8.4–25.3 percentage points depending on the assumptions made about unobservables in
the model. Meyers, Heintze and Wolf use the mother’s knowledge of subsidy programs
to identify the effects of child care subsidies on employment. They find much larger
effects of subsidies – on the order of 52 percentage points increase – but the lack of a
convincing comparison group weakens their results.

A third study by Gelbach (2002) evaluates the labor supply effects of the implicit
child care subsidy provided by free Kindergarten for five year old children in public
school. To identify the effect of the subsidy, Gelbach exploits variation in quarter of
birth of children and the fact that all states impose a date-of-birth requirement for entry
to Kindergarten. His instrumental variable estimates indicate that access to free public
school increased the employment probability of single mothers whose youngest child
was age five by five percentage points at the interview date and by four percentage
points during calendar year 1979. Gelbach’s approach is creative and provides credi-
ble evidence of the impact of a child care subsidy on employment of mothers whose
youngest child is five years old. However, it is unclear whether his results can be gener-
alized to children younger than five.

The fourth study evaluates the impact of subsidies in the post-PRWORA era, us-
ing data from the 1999 National Survey of America’s Families. Blau and Tekin (2006)
identify the employment effect of subsidy receipt using county-level dummies as instru-
ments for subsidy receipt. Two stage least squares (2SLS) estimates show an effect of
33 percentage points on employment, a result that is significantly different from zero.
The identification strategy may be problematic if, after controlling for 21 county char-
acteristics, county-level differences in subsidy receipt are not exogenous. Moreover, as
in the Meyers, Heintze and Wolf study, there is no natural comparison or control group.

These results indicate that there are at least some positive effects of subsidies on em-
ployment. But it is also interesting to note that there is a low rate of take-up of child care
subsidies. Meyers and Heintze (1999) asked mothers why they did not receive subsidies
from the programs for which they appeared to be eligible, and the majority response
for every type of subsidy program was that they were not aware of the program. The
acceptance rate for mothers who applied averaged 72% across all programs. Similarly,
Fuller et al. (1999) estimate a model of child care subsidy take-up for TANF mothers
using data from San Francisco, San Jose, and Tampa in 1998. Of the women using any
nonmaternal child care, only 37–44 percent received a subsidy.

4.3. Regulations

In addition to providing price subsidies, the government intervenes in the child care mar-
ket by imposing regulations on providers. As with many other consumer products and
services, the goal of these regulations is to reduce the risk of harm to children. Potential
risks include harm from injury as well as from disease and developmental impairment
[Morgan and Azer (1997)]. Regulations stipulate such things as the educational require-
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ments for child care providers, the maximum number of children per child care staff
member, and the frequency with which facilities are inspected.

Three aspects of regulations are important. First, they are determined by state gov-
ernments, not the federal government. The federal government can impose standards
that child care providers must meet in order to be eligible for federal subsidies, but the
federal government is not authorized to regulate child care.19 Child care regulations
therefore differ across states, sometimes substantially. Second, child care regulations
impose minimum standards but do not define or attempt to enforce “optimal” standards,
such as those specified by the National Association for the Education of Young Children
[Morgan and Azer (1997)]. Thus it is possible for a child care provider to comply with
all state regulations but nevertheless receive a low score on quality rating scales. Third,
regulations differ for day care centers and family day care homes, and in most states
some providers are legally exempt from regulation. For example, many states exempt
day care centers affiliated with a church or family day care homes that provide care for
only a few children. This means that such providers are not required to register or obtain
a license, though they must comply with some health and safety standards.

Table 14 summarizes a few of the many child care regulations by state. The regula-
tions are typically very detailed. For example, in most states the maximum group size
(GS) and child–staff ratio (CSR) standards differ by single year of child age, and staff
training requirements differ by type of position. The regulations shown in the table are a
small excerpt from the regulatory structure of each state, but comparisons across states
on the basis of the examples shown in the table are a reasonable guide to the overall rela-
tive standards of different states. The maximum allowable CSR for infants younger than
one year old in day care centers ranges from 3:1 in Kansas and Maryland to 6:1 in five
states. Maximum group size for infants ranges from 8 to 20, and is not regulated at all
in 11 states. The maximum allowable CSR for four-year old children in centers ranges
from 10:1 in 17 states to 20:1 in 2 states, and the maximum group size for four year
olds ranges from 20 to 36. Thirty six states have no pre-service child care experience or
early education/training requirement for teachers in day care centers. In these states it is
legal to employ a teacher with no education, training, or experience in child care or early
education. Many of these states do impose a nonchild-care-specific education require-
ment such as a high school diploma, and some require in-service training. In the other
states, pre-service requirements range from eight clock hours of training in early child-
hood education in Texas, to Rhode Island’s requirements of a Bachelor’s degree in any
field, 24 credits in early childhood education, and six credits in student teaching. The
most common requirement is a Child Development Associate credential, which can be

19 Federal Interagency Day Care Requirements (FIDCR) were developed in the 1960s to standardize the re-
quirements for receiving federal funding for child care services. These requirements were eliminated in 1981.
Head Start imposes uniform federal standards that providers must meet in order to qualify for funding, and Ti-
tle IA also uses the Head Start standards. Hayes, Palmer and Zaslow (1990, Appendix B) describe the FIDCR.
Head Start program standards are listed at http://www2.acf.dhhs.gov/programs/hsb/regs/regs/rg_index.htm.

http://www2.acf.dhhs.gov/programs/hsb/regs/regs/rg_index.htm
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Table 14
Selected state child care regulations, 2004

State Day care centers Family day care homes

Infants Four-year-olds Pre-service education,
experience, and training
requirement for teachers

Number of
annual

inspections

Minimum
size for

licensing
CSR GS CSR GS

AL 4 10 16 20 1 1
AK 5 10 10 20 1 5
AZ 5 15 1 1
AR 6 12 15 30 2 6
CA 4 12 16 semester hours ECE or

child development

a 2

CO 5 10 12 24 0.5 2
CT 4 8 10 20 0.5 1
DE 4 15 Vocational c.c. program and

6 months experience
1 1

DC 4 8 10 20 CDA and experience 1 1
FL 4 20 2 2
GA 6 12 18 36 0.5 3
HI 4 8 16 CDA or certificate in ECE;

1 year experience
2 3

ID 6 12 0.5 7
IL 4 12 10 20 CDA or CCP 1 4
IN 4 8 12 24 1 6
IA 4 12 1 6
KS 3 9 12 24 CDA 1 1
KY 5 10 14 28 1 4
LA 5 15 1
ME 4 8 10 30 NA 3
MD 3 6 10 20 90 clock hours in ECE and

1 year experience
0.5 1

MA 3.5 7 10 20 2 year vocational c.c. course 1 1
MI 4 12 1 1
MN 4 8 10 20 CDA and 1,560 hours

experience
0.5 2

MS 5 10 16 16 1 6
MO 4 8 10 2 5
MT 4 10 1 3
NE 4 12 12 1 4
NV 4 13 2 5
NH 4 12 12 24 2 year vocational c.c. course 1 4
NJ 4 20 12 20 CDA or CCP and 1 year

experience
1

NM 6 12 1 5
NY 4 8 8 21 0.5 3
NC 5 10 20 25 1 3
ND 4 8 10 20 1 4
OH 5 12 14 28 2 7
OK 4 8 15 30 2 1
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Table 14
(Continued)

State Day care centers Family day care homes

Infants Four-year-olds Pre-service education,
experience, and training
requirement for teachers

Number of
annual

inspections

Minimum
size for

licensing
CSR GS CSR GS

OR 4 8 10 20 2 4
PA 4 8 10 20 1 4
RI 4 8 10 20 Bachelor’s degree plus

24 credits in ECE plus 6
credits student teaching

2 4

SC 6 18 2 2
SD 5 20 10 20 1 13
TN 4 8 13 20 2 5
TX 4 10 18 35 8 hours ECE training 1 4
UT 4 8 15 30 1 5
VT 4 8 10 20 CDA 2 3
VA 4 12 2 6
WA 4 8 10 20 1 1
WV 4 8 12 24 1 4
WI 4 8 13 24 2 courses in ECE and 80

days experience
2 4

WY 4 10 12 30 2 3

Sources: National Child Care Information Center (http://nccic.org); U.S. General Accounting Office (2004).
Notes. Blank cell indicates no regulation. c.c. – child care. ECE – Early Childhood Education. CDA – Child
Development Associate Credential awarded by the Council for Professional Recognition. CCP – Certified
Child Care Professional Credential awarded by the National Child Care Association. GS – Group Size. CSR –
Child Staff Ratio. NA indicates the information is not available.
aCalifornia reports that it does not inspect child care facilities on a regular basis.

obtained through a one year training program or through certified on-the-job experience
(http://www.cdacouncil.org).

States inspect child care providers and give them information on how to comply with
regulations. Table 14 includes a summary measure of state enforcement: the average
annual number of inspections per day care center. This varies from a low of 0.5 (every
other year) to 2.0 (two pear year).

The last column of Table 14 shows the minimum number of children in a family
day care home for which a license is required. Eleven states require all family day care
homes to be licensed or registered, while 13 states exempt those caring for fewer than
five children.

An important question is whether child care regulations have any effect on the well-
being of children. In principle, imposing more stringent minimum standards on child
care arrangements should improve child well-being. But this conclusion presumes that:
(1) the standards are binding on the existing practices in child care settings; (2) reg-

http://nccic.org
http://www.cdacouncil.org
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ulations are enforced; and (3) parents do not “avoid” the regulations by the child care
arrangements they choose. Whether or not the regulations are circumvented will depend
in part on how costly they are to implement and enforce. To the extent that higher-quality
and safer child care arrangements are costly to produce, binding child care regulations
are likely to increase the price of child care, causing some parents to be “priced out”
of regulated care. As a result of this “crowd-out” effect, it is unclear whether imposing
more stringent standards on regulated child care will actually increase the quality of
care to which children are exposed on average.

Table 15 summarizes the literature about crowd-out in child care markets. Using
data from a national sample of child care centers, Chipty and Witte (1997) find that
a lower required child–staff ratio for pre-school children reduces the probability that
child care centers care for pre-school rather than school age children, and vice versa.20

Blau (2003b) uses data from the SIPP and considers a more comprehensive set of child
care regulations. He finds that child care regulation affects the type of child care that is
chosen (though he finds no impact on child care expenditures or hours in care). Currie
and Hotz (2004) use data from the NLSY and find that tougher child care regulations
are associated with lower probabilities of using regulated child care services. However,
Currie and Hotz also show that regulating the education of care givers improves the
safety of children at these centers. Evidence from some household surveys indicates
that stricter child–staff ratio and training regulations are associated with lower rates of
use of nonparental child care and lower hours of care per week among users [Hotz and
Kilburn (1997), Hofferth and Chaplin (1998)]. However, Ribar (1992) finds no impact
of a stricter child–staff ratio on hours of child care used, and Chipty (1995) finds mixed
results on the effects of regulations on use of child care.

Evidence on the effects of child care regulations on labor force participation of moth-
ers shows small negative effects, often insignificantly different from zero [Hotz and
Kilburn (1997), Blau (1993), Ribar (1992)]. Hotz and Kilburn (1997) and Hofferth and
Chaplin (1998) find that tougher regulations are associated with higher family expen-
diture per hour of child care among families paying for care. Chipty (1995) finds that
a stricter group size regulation in both family day care and centers raises family ex-
penditure per hour in both settings, but a stricter child–staff ratio regulation reduces
expenditure in both settings. Imposing a training requirement in a given sector is asso-
ciated with lower family expenditure in that sector.

As discussed above, parents may be uncertain about the quality of care their children
will receive from a particular child care provider. For example, parents may not know
exactly how attentive a provider is to their child or how safe a particular setting is. Infor-
mational deficiencies among consumers with respect to quality are a common concern
in markets for many goods and services and the potential for adverse selection in such
markets is well known. Imposing minimum quality standards, via regulation, represents

20 See also Fuller et al. (1993), Gormley (1991), Lowenberg and Tinnin (1992), Queralt and Witte (1997) and
Rose-Ackerman (1983).
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Table 15
Studies on the effect of regulations on child care use

Author Data Design Sample size Outcomes

Chipty and Witte
(1997)

1990 Profile of Child
Care Setting (PCS)

PCS data merged to 1990 Census and
state and local regulations. Random
effect probit estimation to account for
unobserved market specific
heterogeneity

945 market-oriented
centers

Lower required child–staff ratios for
pre-school children reduce the probability
that child care centers care for pre-school
children rather than school age children, and
vice versa

Blau (2003b) Survey of Income and
Program Participation
(SIPP) and Current
Population Survey (CPS)

Data from SIPP merged to state-level
data on child care regulation.
Estimates include state fixed effects

17,370 families with at
least one pre-school age
child

Child care regulations are associated with
lower probabilities of using regulated child
care services, although no impact on price or
quality of care was found

Currie and Hotz
(2004)

National Longitudinal
Survey of Youth
(NLSY)

NLSY data merged to state-level data
on child care regulations. Multinomial
logit estimation of choice of child
care on state child care regulations

44,369 quarters of child
life, from 3,394 mothers
and 6,290 children

Regulations are associated with lower
probabilities of using regulated child care
services. Regulating education of caregivers
improves child safety

Hotz and Kilburn
(1997)

National Longitudinal
Survey of the High
School Class of 1972
(NLS72)

NLS72 data merged to state-level data
on child care regulations

Stricter child:staff ratio and training
regulations are associated with lower rates
of use of nonparental child care and lower
hours of care per week among users.
Effects of child care regulations on labor
force participation of mothers shows small
negative effects, often insignificantly
different from zero Tougher regulations are
associated with higher family expenditure
per hour of child care among families
paying for care



C
h.20:

P
re-School,D

ay
C

are,and
A

fter-SchoolC
are:

W
ho’s

M
inding

the
K

ids?
1219

Table 15
(Continued)

Author Data Design Sample size Outcomes

Hofferth and
Chaplin (1998)

1990 National Child Care
Survey (NCCS)

NCSS data merged to data on county
and state level demographics and
regulatory requirements

1,206 children under 6
whose mothers are
working, in training or in
school

Stricter child:staff ratio and training
regulations are associated with lower rates
of use of nonparental child care and lower
hours of care per week among users.
Tougher regulations are associated with
higher family expenditure per hour of child
care among families paying for care

Ribar (1992) Survey of Income and
Program Participation
(SIPP)

SIPP data merged to data on
state-level regulations

3,738 married families
with at least one child
under the age of 15

No impact of a stricter child–staff ratio on
hours of child care used

Chipty (1995) 1990 National Child Care
Survey (NCCS)

NCSS data merged to data on
county-level demographics and
state-level regulatory requirements.
OLS estimation of reduced forms on
equilibrium price, hours and
staff–child ratio for family day care
and day care centers

Family day care: 67 day
care centers: n.a.

Mixed results on the effects of regulations
on use of child care.
Stricter group size regulation in both family
day care and centers raises family
expenditure per hour in both settings, but a
stricter child–staff ratio regulation reduces
expenditure in both settings. Imposing a
training requirement in a given sector is
associated with lower family expenditure in
that sector

Blau (1993) Current Population
Survey (CPS), March
Public Use Tape for
1977–1987

CPS data merged to data on state and
federal child care subsidy parameters
and regulations

15,195 women between
the ages of 18 and 64,
consisting of 4,305 child
care workers, 7,180 other
workers and 3,710
nonworkers

Effects of child care regulations on labor
force participation of mothers shows small
negative effects, often insignificantly
different from zero
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one mechanism for solving the informational problems faced by consumers.21 For ex-
ample, Klein and Leffler (1981) argue that the maintenance of licensure systems that
impose minimum quality standards on service providers may have beneficial welfare
effects in markets for goods and services in which product quality is difficult to mon-
itor. Imposing standards in such markets can “assure” consumers of the quality of the
goods and services they receive to the extent that a provider’s investment in meeting
such standards either generates a higher stream of earnings or results in higher costs
(fines) to the provider if these minimum standards are violated.

Regulations may change the production function for child quality, making it easier
to avoid unintentional injury with a given level of parental effort. As a result, such
regulations may increase both the actual quality of care in the regulated sector and
the amount that parents are willing to pay for it. Chipty and Witte (1997) find, using
individual-level data from the National Child Care Survey, that increasing the number
of mandatory inspections increases both the price of child care and the number of hours
that children spend in care. This finding is consistent with the idea that minimum quality
standards may encourage consumers to purchase more child care.

On the other hand, Blau (in press) finds that a substantial portion of day care cen-
ters fail to comply with regulations, which limits the usefulness of regulation as a
means of providing quality assurance. The weak association between those structural
aspects of quality that can be regulated, such as staff–pupil ratios and more global
measures of quality suggest that it would be very difficult to substantially increase the
quality of child care centers through regulation alone. For example, the estimates pre-
sented in Mocan et al. (1995) suggest that to increase the quality of a child care center
from average to good through reductions in staff–pupil ratios would require a reduction
in staff–pupil ratios from 5.4 children per staff member to 1.6.

Thus, it may be unrealistic to expect regulation to do much more than to weed out
centers with unacceptably low levels of quality. There is evidence from the Head Start
program that detailed government oversight of observable aspects of quality can elim-
inate poor quality programs. Head Start centers have consistently been found to be of
higher quality on average than other pre-school programs [Resnick and Zill (undated)],
because in contrast to the private child care market, there are few very low-quality Head
Start programs.22

An interesting alternative approach to the regulation of child care quality would be
to encourage the use of credentialing services, as suggested by Shapiro’s (1986) model.

21 Also see Leland (1979) for more on the role of licensing and imposing minimum quality standards in
markets for goods and services with hard-to-monitor quality attributes. See Lowenberg and Tinnin (1992),
Chipty and Witte (1997) and Hotz and Kilburn (1997, 2000) for more on the application of such arguments
to the market for child care services.
22 However, the quality of Head Start should not be regarded as uniform, either. Zigler and Styfco (1994)
argue that funds are insufficient to allow for proper enforcement of Head Start program standards, which may
be one reason for the variation in quality. Still, it is interesting that the sheer existence of these standards, even
with little enforcement, seems to be associated with a minimum level of quality higher than the minimum
observed in the private sector.
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Xiao (2004) studies a voluntary quality certification mechanism for child care centers.
She presents evidence that relatively few child care centers bother to get certification
although it is inexpensive to do so. She argues that certification conveys information to
parents, but most parents have already gleaned the same information from other sources.
Hence, certification has little effect on demand for child care centers, which explains
why few centers obtain the certification.

In summary, regulating the child care market by imposing minimum standards on
some segments of the market can be a two-edged sword. While children in child care
settings subject to binding regulation may receive higher-quality care, regulation is also
likely to drive some children out of the regulated sector. Thus, the overall effect of reg-
ulation is ambiguous, with the potential crowd out effect balanced against the quality
assurance effect. Estimating the magnitudes of these separate effects is difficult, requir-
ing the imposition of considerable structure on the parental child care choice process
and child quality production functions in order to separately identify these effects. The
utility of regulation is also limited by failure to comply and by the fact that only the
most obvious (and not necessarily most important) aspects of quality can be regulated.

5. Publicly provided child care

As discussed above, most child care subsidy programs do not attempt to influence the
quality of care, and regulatory policy must balance potential crowd out with quality
assurance. In contrast, publicly provided care is usually explicitly intended to improve
the quality of care that children receive in order to enhance their development. This
section provides an overview of the literature on early intervention, and of the emerging
literature on after school programs.

5.1. Model early intervention programs

A recent National Research Council and Institutes of Medicine (2000) report on early
childhood education and intervention divides skill development into three areas: cogni-
tive skills, school readiness, and social and emotional development. Until very recently,
the economics literature on this topic has focused primarily on the development of cog-
nitive skills as measured by test scores, and especially on IQ. The gains in test scores
associated with early intervention are often short lived, which has cast doubt on the ef-
fectiveness of these programs. However, there is increasing evidence that the absence of
obvious behavior problems and the development of skills such as self-control may be at
least as important to future success in life as formal cognitive skills [Lee et al. (1990),
Heckman (2000), Heckman, Hsse and Rubinstein (2000)]. Noncognitive attributes –
even in a form as basic as the ability to sit still and pay attention – may even be nec-
essary for the full development of formal cognitive skills. Thus, the focus in the early
intervention literature has recently shifted toward trying to measure outcomes such as
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success in school (i.e., reductions in remedial education placements and grade repeti-
tion) and the earnings of children who participated in early intervention programs.

The excellent literature reviews of early childhood education programs in Barnett
(1995) and Karoly et al. (1998) list 16 studies of model programs. Table 16 shows
the results of the seven such studies that followed a randomized methodology. These
programs were typically funded at higher levels and run by more highly trained staff
than large-scale, publicly-funded programs. The sample sizes for treatment and control
groups in these model studies are small, often less than 100 children. However, evi-
dence from these studies can be used to shed light on the issue of whether it is possible
to use early intervention to improve child outcomes. In a randomized trial, children
are randomly assigned to treatment and control groups. The importance of random as-
signment is that researchers can be reasonably certain that there are no pre-existing,
unobserved, and uncontrolled differences between the treatments and controls on av-
erage. In contrast, when comparison groups are created by some method other than
random assignment, one can never be certain that the differences between the treatments
and controls reflect the effects of the experimental intervention rather than the effects of
some other unobserved difference between the groups. However, even in a randomized
trial, problems can arise: Some of the more serious problems mentioned in Heckman
and Smith (1995) include differential attrition from treatment and control groups, the
fact that people randomized to the control group may seek “treatment” outside the ex-
periment, and the fact that it is often difficult to generalize the results of experiments to
differing settings.

For example, the Institute for Developmental Studies program summarized in Ta-
ble 16 [Deutsch et al. (1983)] started with 503 participants but was able to conduct
long-term follow-up at grade 7 on only 97 of them. The 97 who were followed may
not be very representative of the initial sample since they are likely to be from more
stable families. Unless attrition is random, it is difficult to draw any inferences about
the long-term outcomes of the whole group from this small subset. Four studies from
Table 16 stand out because they used random assignment, are relatively free of attrition,
and follow children at least into middle school. They are the Early Training Project, the
Carolina Abecedarian Project, the Perry Pre-School Project, and the Milwaukee Project.
(The Infant Health and Development Project also used a randomized design and had low
attrition, but followed children only to age 8. A long-term followup is currently in the
field.23)

The first conclusion that can be drawn from these studies was alluded to above: Only
the Milwaukee Project found any long-term effect on IQ. However, the Early Training,
Carolina Abecedarian, and Perry Pre-School Projects all found positive effects on mea-
sures of scholastic success, which strongly suggests that boosting IQ is not the only way
to affect this important outcome.

23 The IHDP data has been extensively analyzed. In addition to the positive effects on IQ and other outcomes
at age 8, analysts have shown using propensity score analysis that the largest effects were for the children who
would otherwise have been least likely to have been in center based care [Hill, Waldfogel and Brooks-Gunn
(2002)], and that the largest effects were for children of the least educated mothers.



C
h.20:

P
re-School,D

ay
C

are,and
A

fter-SchoolC
are:

W
ho’s

M
inding

the
K

ids?
1223

Table 16
Model early childhood programs with randomized designsa

Program nameb Program description Age of participation Sample sizec Outcomesd

Carolina Abecedarian
[Campbell and Ramey
(1994), Campbell et al.
(2002)]

Pre-schoolers: full-day
child care

Entry 6 weeks to 3 months Initial: T = 57, C = 54 IQ: T > C at age 12, T = C at age 15

School age: parent program
Exit: 5–8 years Age 8: T = 48, C = 42 Achievement tests: T > C at ages 8, 15, 21

Age 15: T = 48, C = 44 Special education: T < C at age 15
Age 21: T = 53, C = 51 Grade retention: T < C at age 15

School dropout: T < C at age 21
College attendance: T > C at age 21
Employment status: T = C at age 21
Average age first child born: T > C at age 21

Houston Parent Child
Development Center
[Johnson and Walker
(1991)]e

Home visits Entry: 1–3 years Initial: T = 97, C = 119 Achievement tests: T = C

Full-day child care Exit: 3–5 years Grades 2–5:
T = 50, C = 87

Grades: T = C

Center-based program
for parents

Bilingual education: T < C

Special education: T = C

Grade retention: T = C

Infant Health and
Development Project
[McCarton et al.
(1997)f, Hill, Waldfogel
and Brooks-Gunn
(2002)]

Home visits Entry: birth (home visits)
1 year (care)

Initial: T = 377, C = 608 IQ: T > C ages 3, 5, 8
Full-day child care

Exit: 3 years
Age 8: T = 336, C = 538 Behavioral problems: T < C, at ages 3, 5;

T = C at age 8
Math achievement: T > C at age 8
Grade retention: T = C at age 8
Special education: T = C at age 8
General health: T = C at age 8

Milwaukee Project
[Garber (1988)]

Full-day child care Entry: 3–6 months Initial: T = 20, C = 20 IQ: T > C, grade 8
Job and academic training

for mothers
Exit: 5 years Grade 4, 8:

T = 17, C = 18
Achievement tests: T = C

Grades: T = C

Special education: T = C

Grade retention: T = C

Early Training Project
[Gray, Ramsey and
Klaus (1983)]

Home visits Entry: 4–5 years Initial: T = 44, C = 21 IQ: T = C at age 17
Summer part-day

pre-school program
Exit: 6 years Post-high school:

T = 36, C = 16
Achievement tests: T = C

Special education: T < C, grade 12
Grade retention: T = C

High school graduation: T = C
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Table 16
(Continued)

Program nameb Program description Age of participation Sample sizec Outcomesd

High/Scope Perry
Pre-School Project
[Schweinhart, Barnes
and Weikart (1993)]f

Home visits Entry: 3–4 years Initial: T = 58, C = 65 IQ: T > C at ages 5, 7; T = C at ages 8, 14
Pre-school program Exit: 5 years Age 27: T = 58, C = 63 Achievement tests: T > C at ages 9, 14

High school GPA: T > C

Special education: T = C, grade 12
Grade retention: T = C, grade 12
High school graduation: T > C

Post-secondary education: T = C at age 27
Arrests: T < C at age 27
Employment: T > C at age 19,

T = C at age 27
Monthly earnings: T > C at age 27
Receive public assistance: T < C at age 27
Teen pregnancies: T = C at age 19

Institute for
Developmental Studies
[Deutsch et al. (1983)]

Home visits Entry: 4 years Initial: T = 312, C = 191 Special education: T = C

Part-day pre-school
program

Exit: 9 years Grade 7: T = 63, C = 34 Grade retention: T = C

Parent center school (K-3)

aSee Barnett (1995) and Karoly et al. (1998) for more detailed information about studies described in this table.
bPrograms are grouped such that those enrolling children younger than three years old appear first, followed by those enrolling children after age three.
cThroughout the table, ‘T ’ refers to treatment group and ‘C’ refers to control or comparison group.
dOutcomes listed as T > C or C > T were statistically significant at the 5% level.
eMost recent published document. See Barnett (1995) for description of other studies.
fSee Karoly et al. (1998) for description of earlier studies.
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The Early Training Project was the least intensive intervention of this group. It served
four- and five-year-olds, and involved weekly home visits during the year in addition to
a ten-week part-day pre-school for either two or three summers. It showed dramatic
reductions in use of special education by age 12: 5 percent of the treatment group
compared to 29 percent of the controls. Although there were no statistically significant
differences between treatments and controls in achievement test scores, grade retention,
or high school graduation, differences in the latter two outcomes were in the right di-
rection. For example, 68 percent of the treatment group graduated compared to only
52 percent of the controls. The lack of statistical significance is likely to be due to the
small sample size: 44 treatments and 21 controls.

The Carolina Abecedarian Project involved a somewhat larger group of 57 treatments
and 54 controls. At birth, children were randomized into a treatment group that received
enriched center-based child care services emphasizing language development for eight
hours per day, five days a week, 50 weeks per year, from birth to age five, and a con-
trol group that did not receive these services. The teacher–student ratio ranged from
1:3 to 1:6 depending on the child’s age. At school entry, the children were again ran-
domized into two groups. One received no further intervention, and the other had a
“Home–School Resource Teacher” who provided additional instruction, a liaison be-
tween parents and school, and served as a community resource person for the family
[Campbell and Ramey (1994, 1995)].

At age 15, the Carolina Abecedarian Project found that the children who had received
the pre-school intervention had higher scores on achievement tests (especially reading)
and reductions in the incidence of grade retention and special education, regardless of
whether or not they had been assigned a Home–School Resource Teacher once they
entered school. Retention in grade and being placed in the special education “track”
are viewed by educators as predictors of dropping out of school. They also create ad-
ditional costs to society that must be weighed against the costs of providing the early
intervention. In contrast, the effects of the Home–School Resource Teacher were gen-
erally either small or statistically insignificant. The investigators have now completed
a follow-up assessment of the Abecedarian children at age 21.24 Of the original 111
infants, 104 were assessed. At age 21, the children who received the pre-school inter-
vention had higher average tests scores and were twice as likely to still be in school or
to have ever attended a four-year college.

A recent cost benefit analysis based on follow-ups through age 21 suggested that
each dollar spent on Abecedarian saved tax payers four dollars [Barnett and Masse (in
press)]. Both the study children and their mothers had higher earnings, and costs for
special education and health care were reduced in the treatment group relative to the
controls.

The most famous of these interventions is the Perry Pre-School Project, which in-
volved 58 children in the treatment group and 65 controls. The intervention involved

24 The following discussion is taken from the Executive Summary of the Carolina Abecedarian Project which
is available at http://www.fpg.unc.edu/verity.

http://www.fpg.unc.edu/verity
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a half-day pre-school every weekday plus a weekly 90 minute home visit for eight
months of the year, for two years. Teacher–student ratios were 1:6, and all teachers had
a Masters degree and training in child development [Schweinhart, Barnes and Weikart
(1993)]. The intervention had positive effects on achievement test scores, grades, high
school graduation rates, and earnings, as well as negative effects on crime rates and wel-
fare use (as of age 27). It is estimated that each dollar spent on this program saved up to
seven dollars in social costs [see Karoly et al. (1998) for a more detailed discussion].

Studies of model early intervention programs do not show universally positive re-
sults. In particular, studies with nonrandomized designs frequently find insignificant
or even wrong-signed effects. However, well-designed studies of intensive educational
interventions show that it is possible for intervention to make a positive difference in
children’s lives.

5.2. Head Start

There is a large gap between the model programs for early childhood education and the
large-scale publicly funded interventions that are currently in place. The largest and best
known public program is Head Start, a pre-school program for disadvantaged children
which aims to improve their skills so that they can begin schooling on an equal footing
with their more advantaged peers. Begun in 1965 as part of President Johnson’s “War
on Poverty”, Head Start now serves almost 800,000 children in predominantly part-day
programs, about 60% of eligible 3 and 4 year old poor children [U.S. Administration
for Children, Youth and Families (1999)]. Over time, federal funding has increased from
$96 million in 1965 to $6.2 billion in FY2001.

These numbers can be compared to those in Table 1, which shows that 21% of
3-years-olds and 36% of 4-year-olds had some sort of center based care as their primary
arrangement in 1999. This figure should include Head Start cases, since Head Start is
classified as center care in Table 1. However, it is likely that this number excludes many
children who are in Head Start. The Census Bureau currently asks the SIPP child care
questions between April and July, when many part-year Head Start centers are closed.
The 1999 SIPP yields less than 200,000 children in Head Start, far lower than the num-
ber indicated by administrative records. Still, we conclude that the fraction of children
served by Head Start is quite large relative to the total number of children of this age
range in any sort of center-based care.

Head Start is run at the local level, but local operators are subject to federal qual-
ity guidelines. These guidelines specify that Head Start is to provide a wide range of
services in addition to providing a nurturing learning environment. For example, Head
Start is required to facilitate and monitor utilization of preventive medical care by partic-
ipants, as well as to provide nutritious meals and snacks. This multidimensional aspect
of the program has generated controversy, since some observers feel that Head Start
should focus more narrowly on “education”. The program is not an entitlement, but is
funded by appropriation, which means that when funds run out, eligible children cannot
be served.
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Head Start provides child care services that are of much better quality than those com-
monly available to low income parents, though they are not usually full-day programs.25

However, the most recent available estimates suggest that as of 1995, 28 percent of Head
Start parents were employed full time, and 17 percent were employed part-time [Smith
(2000)]. These percentages may have become much higher in recent years due to wel-
fare reform. Head Start parents typically combine Head Start with relative care, in order
to obtain the required number of child care hours.

The successful model programs discussed in the previous section were funded at
higher levels than a typical publicly funded program. For example, in 1998 it cost $5,021
to keep a child in a part-day Head Start program for 34 weeks a year, implying that it
would cost approximately $10,000 to send a child for two years. The part-day Perry Pre-
School intervention cost $12,884 per child (in 1999 dollars) for a program that lasted
eight months a year over two years. Since 20 percent of the children participated only
for one year, the figures imply that the cost per child was approximately $7,000 per
year, so that Head Start costs approximately 71 percent of what Perry Pre-School cost
[Karoly et al. (1998)].

The U.S. Administration for Children, Youth and Families estimates that it would
cost $2,394 to extend the Head Start program to full-year care, and an additional $1,615
to extend it to full-day/full-year care. Taking these figures together, it would cost ap-
proximately $9,000 per child per year to have a child in a full-year, full-day Head Start
program [Bourdette (1999)]. The pre-school component of the Carolina Abecedarian
intervention (which was full-day) cost about $15,000 per child, per year and this part
of the intervention lasted five years. Children entered the pre-school component of the
program between 1972 and 1983.26 Fewell and Scott (1997) report that the IHDP pro-
gram also cost about $15,000 per year per child, though 20 percent of the costs were
in the form of transportation expenses. These figures suggest that a full-year, full-day
Head Start program would cost roughly 60 percent of what these model programs cost.

Since the model programs offered more intensive services with smaller group sizes
and more highly trained personnel, it is reasonable to expect that they would have larger
effects than Head Start or similar public programs. The reviews of early childhood ed-
ucation studies in Barnett (1995) and Karoly et al. (1998) list 22 studies of the effects

25 Tabulations from the CQOS show that among families using for-profit day care centers, 40% of the lowest
income quartile used care with ECERS quality less than or equal to 3, compared to only 9% of the top income
quartile. The distribution of quality by income was much more even among users of nonprofit child care.
26 Ramey, Campbell and Blair (1998) state that on average the pre-school component of the program cost
about $6,000 per year in 1978 dollars, which is approximately $15,000 in 1999 dollars. It is not completely
clear that the CPI is the right deflator to use in making this adjustment, however, since the bulk of child
care costs are for labor and wages of less skilled workers fell over this period. A cost-benefit analysis of the
Abecedarian program by Barnett and Masse (in press) estimates that using a discount rate of 5%, the PDV of
the program costs was $34,600, and the PDV of the benefits was $76,000. The benefits included in the calcu-
lation were the treatment-control differences in participant earnings, earnings of future generations, earnings
of the participant’s mother, savings in K-12 education costs, savings in smoking-related health expenditure,
differences in higher education costs (a “negative” benefit, since the treatments attended college at a higher
rate than the controls), and savings in welfare expenditure.
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of Head Start programs, as well as similar programs funded under Title 1 of the Federal
Elementary and Secondary Education Act of 1965. (Title 1 provides about $8 billion
per year to school districts with disadvantaged students, but makes few stipulations re-
garding how the funds can be spent. It is estimated that in FY1999 about $2 billion was
spent on services for pre-school age children [U.S. General Accounting Office (1999a,
p. 6)].)

It is surprising that there has never been a large-scale, randomized trial of a typical
Head Start program.27 Moreover, few existing studies have attempted to follow chil-
dren past the elementary grades. The most recent federally-sponsored study of Head
Start is FACES which stands for Family and Child Experiences Survey [Zill, Resnick
and McKey (1999)]. Unfortunately this study took a short-term perspective and had no
control group. The study focused on documenting improvements in the skills of Head
Start children over the course of a year in the program. The children showed gains in
social skills over the course of a year in Head Start. However, these gains could not be
compared to any national norms, so it is unclear what to make of the finding; after all,
surely one would expect all pre-school children to improve their social skills over the
course of a year. The cognitive gains of the Head Start children were assessed by com-
paring the Head Start children to national norms. These findings were consistent with
those of many other studies that have documented short-term gains to some cognitive
skills, particularly to verbal skills.

Table 17 provides an overview of selected studies of large-scale publicly funded early
childhood intervention programs, focusing on those which are most recent and promi-
nent and on those which have made especially careful attempts to control for other
factors that might affect outcomes.28 The Educational Testing Service’s Longitudinal
Study of Head Start began by conducting a spring canvas of all the children in a neigh-
borhood who would be eligible to enter Head Start in the fall [Lee et al. (1990)]. The
children who actually attended Head Start had lower scores on average than those who
did not, although much of the difference could be accounted for by family character-
istics. The children were followed into second grade, and it was found that Head Start

27 The Advisory Committee on Head Start Research and Evaluation recently recommended that the Depart-
ment of Health and Human Services conduct an evaluation that relies on random assignment of children in
sites in which funds are insufficient to serve all eligible children; that is, if some children are to be denied
access to services in any case, the committee recommends that this be done randomly so that the effects of
Head Start can be assessed. This proposed random-assignment evaluation of Head Start was recently initiated,
but results will not be available for some time. See http://www.acf.hhs.gov/programs/core/ongoing_research/
hs/impact_intro.html. The evaluations are to focus on the intermediate outcome of school readiness. Longer-
term followup of treated children would be very useful, but raises many practical problems to do with tracking
substantial numbers of individuals over long periods of time.
28 McKey et al. (1985) offers a meta-analysis of many of these Head Start studies. They argue that while the
effects generally do not reach statistical significance in individual studies, the studies taken together suggest
positive effects on schooling attainment, school attendance, health care utilization, and social development.
Here, we take a different approach by focusing on those studies that we judge to be most methodologically
sound.

http://www.acf.hhs.gov/programs/core/ongoing_research/hs/impact_intro.html
http://www.acf.hhs.gov/programs/core/ongoing_research/hs/impact_intro.html
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Table 17
Selected studies of large-scale public early childhood programs

Program namea Study design Age of participation Sample size Outcomes

Chicago Child–Parent
Center (CPC) and
Expansion Program
[Fuerst and Fuerst
(1993)]

Compared former CPC
children with non-CPC
children from same feeder
schools

Entry: 3–4 years Initial: T = 684, C = 304 Achievement tests: T > C, grade 2,
T = C, grade 8Exit: 9 years Post-high school:

T = 513, C = 244 High school graduation: T > C

Chicago Child–Parent
Center and Expansion
Program [Reynolds et al.
(2000), Temple,
Reynolds and Miedel
(2000)]

Compared former CPC
children with similarly poor
children eligible for CPC
but it was not offered in
neighborhood

Entry: 3–4 years T = 837, C = 444 School dropout: T < C at age 20
Exit: 9 years High school completion: T > C at age 20

Delinquency and crime: T < C at age 17
Grade retention: T < C at age 15
Special education: T < C at age 18
Proficiency skills test: T > C at ages 14, 15

ETS Longitudinal Study
of Head Start [Lee et al.
(1990)]

Compared attenders with
children who attended other
or no pre-schools at grade 3

Entry: 4 years T = 333, C = 313 Achievement tests: T > C, grade 1;
T = C in grades 2, 3Exit: 5 years

Head Start Family and
Child Experiences
Survey [Zill, Resnick
and McKey (1999)]

Studied gains made by
Head Start children at age 4
or older

Entry: 3–4 years T = 1, 580, no control Achievement tests: T > C

Exit: 4–5 years Other gains cannot be compared to any control
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Table 17
(Continued)

Program namea Study design Age of participation Sample size Outcomes

Florida and Colorado
Head Start [Oden,
Schweinhart and
Weikart (2000)]

Compared attenders (at age
22 in 1988) with those who
did not attend any early
childhood education
program and lived in the
same census tract

Entry: 3–4 years T = 290, C = 332 Achievement tests: T = C (T < C in Colorado)
Exit: 4–5 years Elementary GPA: T = C (T > C in Florida)

Middle and high school GPA: T = C

Special education: T = C

High school graduation: T = C

(T > C for females)
Postsecondary education: T = C

Employed/enrolled at interview: T = C

Teen parent status: T = C

Use of public assistance: T = C

Arrests: T = C (T < C for females)
Convictions: T = C

National Longitudinal
Survey of Youth
(NLSCM) Head Start
[Currie and Thomas
(1995, 1999)]

Compared difference
between attended and
nonattended siblings with
difference between
pre-school and
non-pre-school siblings at
various grades

Entry: 3–5 years T = 896, C = 911 Achievement tests: T > C (whites only)
Exit: 5–6 years Hispanic study: T = 182,

C = 568
Grade retention: T > C (whites only)
Immunization rates: T > C

Child height-for-age: T = C

Achievement tests: T > C (Hispanics only)
Grade retention: T > C (Hispanics only)

Panel Study of Income
Dynamics (PSID) Head
Start [Garces, Thomas
and Currie (2002)]

Compared Head Start
participants to
nonparticipants between
ages 18 and 31

Entry: 3–4 years T = 583, C = 3,502 Grade retention: T = C

High school graduation: T = C

Teen pregnancy: T = C

Welfare: T = C

Arrests: T < C

College: T > C
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Table 17
(Continued)

Program namea Study design Age of participation Sample size Outcomes

National Evaluation of
Early Head Start [U.S.
Administration for
Children, Youth, and
Families (2002)]

17 EHS sites selected to
reflect program approaches
and demographic
characteristics of all EHS
programs funded in
1995–1996. Random
assignment conducted
within each site to compare
participants with eligible
nonparticipants

Entry: 0–1 year Initial: T = 1,513,
C = 1,488

Mental Development Index: T > C at age 2, 3
Exit: 3 years Low Mental Development Index: T < C at age 2,

T = C at age 3
Vocabulary production score: T > C at age 2
Sentence complexity score: T > C at age 2
Percentage combining words: T = C at age 2
Vocabulary: T > C at age 3
Low vocabulary score: T < C at age 3
Aggressive behavior: T < C at ages 2, 3
Emotional regulation: T = C at ages 2, 3
Orientation/engagement: T = C at ages 2, 3
Engagement of parent during play: T = C at age 2,

T > C at age 3
Negativity w/parent during play: T = C at age 2,

T < C at age 3
Attention to objects during play: T = C at age 2,

T > C at age 3
Child frustration during parent–child task:

T = C at age 3
Engagement of parent during task: T = C at age 3
Persistence during parent–child task:

T = C at age 3

Notes. See Barnett (1995) and Karoly et al. (1998) for more information about the studies described in this table. None of these evaluations were randomized
except for Early Head Start. “T ” refers to the treatment, “C” refers to the control or comparison group. T > C means that the difference was significant at the
5% level.
aMost recent published document. See Barnett (1995) for description of other studies.
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attendance had positive effects on both verbal test scores and measures of social adjust-
ment such as impulse control. Unfortunately, it was not possible to follow the children
further to see whether these effects were sustained.

The Chicago Child–Parent Centers is an early intervention that began with an en-
riched pre-school program, and followed up with an enriched curriculum for school-
aged children up to age nine. This intervention is similar to providing a Head Start-like
pre-school program and then improving the school subsequently attended by the Head
Start children. Reynolds (1998) followed a sample of children who had all participated
in the pre-school and Kindergarten components of the program through 7th grade. Some
participated after Kindergarten (the treatments) and some did not (the controls). In ad-
dition, some attended schools in which the extended program was offered for two years,
while some attended schools in which it was offered for three years. Reynolds finds sig-
nificant reductions in the rates of grade retention, special education, and delinquency in
the treatment group, as well as higher reading scores. He uses several different statisti-
cal methods to control for the possibly unobserved characteristics of the (nonrandomly
assigned) treatment and control children.29 His results are robust to the use of different
methodologies.

In other studies of the Chicago Child–Parent Center population, Temple, Reynolds
and Miedel (2000) follow the children to the end of high school and find that the pro-
gram reduced the high school dropout rate by 24 percent, and that the size of the effect
grows with the time that children spent in the program. Reynolds et al. (2000) look
at several additional outcomes including delinquency, crime, and a skills test and find
beneficial effects of the program on all of the outcomes they examine. They include a
simple cost-benefit analysis which suggests that a dollar spent on the program saved
$3.69 in future costs to government.

The National Longitudinal Survey of Youth, which has followed a nationally rep-
resentative group of people who were between the ages of 14 and 21 in 1979, began
following the children born to the female sample members in 1986. Currie and Thomas
(1995) use these data to evaluate Head Start. They attempt to control for unobserved
characteristics of children by comparing siblings who participated in Head Start to those
who did not. The idea is that by using siblings as the controls, any shared characteristics
of family background will be controlled. As discussed above, unobserved characteris-
tics such as the parents’ views on the importance of education are likely to contaminate
estimates of program effects if they are not accounted for.

29 Reynolds (1998) uses three different methods. First, he conducts an analysis of the initial differences in test
scores between the two groups, and finds that most of it can be explained by observable characteristics; that is,
there do not appear to be large pre-existing unobservable differences between the treatments and the controls.
Second, he estimates a model in which selection into the treatment group is controlled for by including the
inverse Mill’s ratio from a first-stage selection equation. In this model, it is assumed that the characteristics of
each school site affected selection into the treatment group without having additional direct effects on child
outcomes. A third approach is to compare children in schools which offered the treatment for two years to
those in schools that offered it for three.
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The Currie and Thomas (1995) evaluation is one of very few to have included signif-
icant samples of the 60 percent of Head Start children who are not African-American.
The estimates of gains for African-American children parallel those of studies in which
subjects were randomly assigned, which lends them additional credibility: initial gains
in vocabulary and reading test scores “faded out” while the children were still in elemen-
tary grades. For white children, in contrast, there were persistent gains in test scores, as
well as reductions in grade repetition. It is worth emphasizing that the initial gains in
test scores were the same for whites and blacks – thus, the real difference was not in the
initial impact of the Head Start program but in what happened to the children after they
left.

In conjunction with results from Reynolds’ work on the Chicago Parent–Child pro-
gram and with evidence that Head Start children often go on to attend poor schools
[Lee and Loeb (1995)] these results suggest that the fade out of Head Start gains among
African-American children may be due not to deficiencies in the Head Start program
but to problems of subsequent school quality. Currie and Thomas (2000) find that black
children who attended Head Start go on to attend schools of lower quality than other
black children. However, the same is not true among whites. Moreover, when they strat-
ify by an indicator of school quality, gaps in test scores between Head Start and other
children are very similar for blacks and whites. Hence, the effects of Head Start may
fade out more rapidly among black students at least in part because black Head Start
children are more likely to subsequently attend inferior schools.

Most recently, Currie and Neidell (2006) combine administrative data about Head
Start programs with data from the NLSY to examine the effect of spending on the out-
comes of Head Start children. They find that the gap between Head Start and non-Head
Start children is smaller in counties that had higher per capita Head Start spending, sug-
gesting that funding Head Start at the level of model programs would indeed increase
the beneficial effect of the program.

Only two published studies have attempted to follow Head Start children into adult-
hood. Oden, Schweinhart and Weikart (2000) report on an attempt to follow up a group
of young adults who participated in Head Start between 1970 and 1971 in both urban
and rural areas in Colorado and Florida. These children were compared to a group of
children who had never participated in any form of early childhood education program.
In order to construct the comparison group, researchers found young adults who had
lived on the same streets, or in the same census tracts as the Head Start children, and who
had initially enrolled in the same elementary school. They recognize that this method
of constructing a comparison group is imperfect, and note that in the final sample, the
Head Start children were more disadvantaged than the control children along a number
of dimensions. A statistical analysis of differences in many different outcomes between
the Head Start and no intervention children is presented, but none of the differences are
statistically significant at conventional levels of significance.

In contrast, Garces, Thomas and Currie (2002) find that Head Start generates long-
term improvements in important outcomes such as schooling attainment, earnings and
crime reduction. The data for this study come from the Panel Study of Income Dynamics
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(PSID), which began in 1968 with a survey of 4,802 households containing 18,000 in-
dividuals. In 1995, adults in the PSID who were age 30 or younger were asked whether
they had ever been enrolled in Head Start or any other pre-school or day care program.
These adults have been followed since childhood, and also answered questions about
labor force participation, earnings, schooling, and criminal activity. There are roughly
4,000 respondents in the survey for whom both information about pre-school and infor-
mation about these adult outcomes is available.30 They find that disadvantaged whites
who had been enrolled in Head Start were more likely to graduate from high school
and to have attended college than siblings who did not, while African-Americans who
attended Head Start were significantly less likely to have been booked or charged with
a crime compared to siblings who did not participate in Head Start.

The existing evidence from both model programs and Head Start studies suggests that
the benefits of early intervention may be greater for more disadvantaged children than
for other children, though again, this needs to be more rigorously demonstrated. For ex-
ample, in the Carolina Abecedarian project, researchers found positive effects that were
twice as large for children from the poorest and least educated families as they were
for the other children. The Infant Health and Development Project listed in Table 16
found positive effects on math scores only for a group of relatively high birthweight
children within their low birthweight sample. But within this group, the children of the
poorest and least educated mothers gained the most. Currie and Thomas (1999) find
that in a sample of Hispanic children in Head Start, the largest gains in test scores were
among children of mothers who had been interviewed in Spanish, suggesting that at
least some of the positive effect of the program is due to increased pre-school exposure
to “mainstream” language.

In summary, the evidence in support of favorable long-term effects of public pro-
grams is less conclusive than the evidence showing positive effects of model programs,
mostly because there have been very few well-designed studies of longer-term effects.
Thus, the jury is still out on whether Head Start is cost effective, although Currie (2001)
calculates that the short and medium-term benefits of Head Start (in terms of reduc-
ing ills such as grade repetition) pay back 40–60% of the cost of the program. Thus, if
Head Start has long-term benefits even a quarter as large as those of some of the model
programs, then the intervention pays for itself.

5.3. Early Head Start

The Early Head Start (EHS) program was created in 1994 as part of a Congressional
mandate to address the needs of infants and toddlers within the existing Head Start

30 A possible problem is that the Head Start questions refer to events that took place many years ago. Aware
that survey participants might have problems remembering pre-school attendance, the authors compare self-
reported PSID Head Start enrollment rates and the racial composition of enrollments in the PSID with those
reported by the Head Start Bureau. They find no evidence that poor memories contaminate their results.
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framework. The 1994 legislation set aside three percent of the 1995 Head Start bud-
get for the creation of EHS. The proportion of funding designated for EHS has grown
steadily since then, reaching ten percent in 2002 [Raikes and Love (2002)]. In response,
EHS has grown from 68 programs in 1995 to 664 programs serving over 55,000 families
in 2002. EHS is organized and evaluated according to the same performance standards
as the Head Start Program. However, programs are allowed considerable flexibility and
can offer several options, including: a home-based program with weekly home visits
and at least two group socializations per month for each family; a center-based pro-
gram which also provides a minimum of two home visits per year; or a mixed approach.
EHS can also contract out child care services to existing providers in the community.
Paulsell et al. (2002) and Buell, Pfister and Gamel-McCormick (2002) find evidence
that the involvement of EHS enhances the quality of child care at these locations.

Perhaps because of controversy regarding the wisdom of encouraging mothers to
place infants in child care, an evaluation component was built into EHS. Seventeen sites
have been chosen to be part of the national evaluation. At each site, randomly assigned
treatments and controls are being tracked. It is interesting to note that in the relatively
short time since the program’s inception, the 17 sites in the national evaluation have all
but abandoned the home-based approach in favor of center-based care.

The results to date of the national evaluation are reported in Table 17. As of age
three, the effects appear to be very positive. The EHS children have significantly higher
scores on several tests of cognitive development, exhibit less aggressive behavior, and
less negative behavior toward parents during play, and are also better able to devote
sustained attention to an object during play. Given the results suggesting some “fade
out” in effects of Head Start, at least for some children, it will be very important to see
how well these gains are maintained over time.

5.4. State programs

Head Start has served as a model for state pre-schools targeted to low-income children
in states such as California [U.S. General Accounting Office (1995)], and also for new
(voluntary) universal pre-school programs in Georgia, Oklahoma and New York.31 In
many states, the state program has a contractual arrangement with local Head Start agen-
cies, but may also operate through the public schools. It is common for state programs
to use the Head Start Performance Standards as guidelines for their program. It is also
common for these programs to emphasize the “comprehensive services” mandated by
Head Start – that is parent involvement, health referrals, case workers, and home visits
in addition to educational services.

31 Georgia established a universal voluntary program for 4-year olds in 1995. New York followed in 1997,
and Oklahoma expanded an existing program serving disadvantaged kids into a universal 4-year old program
in 1998. In New York, only 200 out of 700 school districts were participating in 2002, and the continued
existence of the program is in jeopardy due to budget crises.
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Table 18 shows state spending on pre-school education at three points in time, by
program. Most states have shown significant growth in their expenditures on these
programs between 1987 and 1999. The Children’s Defense Fund (1999) reports that
as of the 1998–1999 school year, 724,610 children were participating in state-funded
enriched pre-school programs. A recent NCES report [NCES (2003)] finds that in 2000–
2001, 822,000 children were served by pre-Kindergarten classes operated by public
schools. One impetus for this growth is the federal Individuals with Disabilities Educa-
tion Act (IDEA), which provides funding to states to support educational services for
children with disabilities. In 1999–2000 five percent of US pre-schoolers (588,300) re-
ceived some IDEA services at a cost of $374 million. In order to be eligible for these
funds, states must make free appropriate public education available to all three to five
year old children with disabilities. The NCES report indicates that 51% of public el-
ementary schools that provided pre-Kindergarten classes used funds from federal or
local programs for children with disabilities. Twenty five percent reported using Title 1
funds, and 13 percent used Head Start funds (nationally, about 13 percent of Head Start
centers are operated by public schools). These figures indicate that while there is consid-
erable overlap between different types of public programs serving pre-school children,
the number of children in state-funded early education initiatives is roughly equal to the
800,000 participants in Head Start. However, we know very little about the effectiveness
of these programs, a problem that has become more urgent given their rapid growth.

The best available summary of research on these programs is a meta-analysis by
Gilliam and Zigler (2001). They note that by 1998, only 13 of 33 state funded pre-school
programs providing classroom-based educational services had completed any formal
evaluation of the program’s impact on children. Of these 13, three did not include any
comparison group. The remaining 10 generally chose comparison groups from either
eligible nonattendees or randomly chosen classmates who may or may not have been
eligible. The evaluation of the New York program selected a control group from the
waiting list for the program, which is perhaps the best nonexperimental design of the
group. However, this evaluation is extremely dated (1977).

The evaluations of these programs yielded results quite similar to those of the non-
experimental evaluations of Head Start discussed above. There generally seem to be
positive short-term effects on measures of social-emotional, cognitive, motor, language,
academic and literacy skills, which are sustained through Kindergarten. Most evalua-
tions followed children only into first grade, but noted some positive effects in academic
and literacy domains. The few studies that followed children beyond first grade found
no positive effects, and an evaluation in Kentucky found negative effects when children
from the state program were compared to random classmates.

In contrast, evaluations that looked beyond test scores, sometimes reported sustained
positive effects. For example, a Florida evaluation that examined actual reported inci-
dents of corporal punishment, suspensions and expulsions found significant effects as
late as fourth grade: eligible nonattendees without pre-school experience were signifi-
cantly more likely to have been disciplined than participants. Similarly, most states that
examined attendance found significant impacts that persisted beyond school entry. For
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Table 18
State spending on pre-Kindergarten initiatives

State Program State
spending

1987–1988

State
spending

1991–1992

State
spending

1998–1999

Alabama Pre-School Collaboration Project – – $690,000

Alaska Comprehensive Pre-School $197,000 – –
Alaska Head Start Program

(State-Funded Head Start Model)
$2,700,000 $5,728,174 $5,489,951

total $2,897,000 $5,728,174 $5,489,951

Arizona Early Childhood State Block Grant
(PreK component)

– $1,500,000 $10,013,423

Arkansas Arkansas Better Chance – $5,000,000 $10,000,000

Californiaa State Pre-School Program $35,500,000 $83,335,000 $127,000,000

Colorado Colorado Pre-School Program $3,204,000 $21,640,000

Connecticut School Readiness and Child Care Initiative – – $39,000,000
State-Funded Head Start Model $400,000 $400,000 $5,100,000

total $400,000 $400,000 $44,100,000

Delaware Early Childhood Assistance Program
(State-Funded Head Start Model)

$189,000 – $3,600,000

District of Columbia Public School Pre-School Program $12,200,000 $11,483,850 $14,591,000
District-Funded Head Start Model $1,100,000 $1,556,241 $2,570,000

total $13,300,000 $13,040,091 $17,161,000

Florida PreK Early Intervention Program $1,600,000 $69,000,000 $97,000,000
State Migrant PreK Program $2,900,000 $3,064,540 $3,295,172
State-Funded Head Start Model – $6,000,000 –

total $4,500,000 $78,064,540 $100,295,172
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Table 18
(Continued)

State Program State
spending

1987–1988

State
spending

1991–1992

State
spending

1998–1999

Georgia PreK Program for Four-Year-Olds – – $217,000,000

Hawaii Pre-School Open Doors – n/a $2,700,000
State-Funded Head Start Model $291,790 $529,700 $3,087,387

total $291,790 $529,700 $5,787,387

Illinois Early Childhood Block Grant
(PreK component)

$12,700,000 $71,500,000 $136,000,000

State-Funded Head Start Model – $500,000 –

total $12,700,000 $72,000,000 $136,000,000

Iowa Comprehensive Child Development Program
(“Shared Visions”)

– $4,958,315 $7,633,087

Kansas Four-Year-Old At-Risk Children Pre-School
Program

– – $3,000,000

State-Funded Head Start Model – – $2,500,000

total $5,500,000

Kentucky Kentucky Pre-School Program $232,123 $30,595,270 $39,700,000

Louisiana Pre-School Block Grant $1,800,000 $3,501,500 $6,650,000

Maine Two-Year Kindergarten $27,730 n/a $1,300,000
State-Funded Head Start Model $1,900,000 $2,407,393 $2,329,000
Early Childhood Demonstration Grants – $150,000 –

total $1,927,730 $2,557,393 $3,629,000

Maryland Extended Elementary Education Programs (EEEP) $3,300,000 $8,948,914 $19,263,000

Massachusetts Community Partnerships for Children $10,300,000 $7,500,000 $78,500,000
State-Funded Head Start Model $4,500,000 $6,000,000 $6,900,000

total $14,800,000 $13,500,000 $85,400,000
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Table 18
(Continued)

State Program State
spending

1987–1988

State
spending

1991–1992

State
spending

1998–1999

Michigan Michigan School Readiness Program $2,300,000 $32,917,700 $67,083,000

Minnesota Learning Readiness – – $10,300,000
State-Funded Head Start Model $2,000,000 $6,500,000 $18,400,000

total $2,000,000 $6,500,000 $28,700,000

Missourib Missouri Pre-School Project –

Nebraska Early Childhood Projects – – $500,000

New Hampshire NH Head Start-State Collaboration
(State-Funded Head Start Model)

– $201,000 $230,000

New Jersey Early Childhood Program Aid
(PreK component)

$7,900,000 – $70,000,000

State Equalization Aid for Four-Year-Old
Kindergarten

– $9,500,000 –

Urban PreK Pilot Program/Good Starts – $2,500,000 –
State-Funded Head Start Model – $1,300,000 $1,400,000

total $7,900,000 $13,300,000 $1,400,000

New Mexico Child Development Program – $145,106 $1,300,000
State-Funded Head Start Model – – $5,000,000

total $145,106 $6,300,000

New York Universal PreK – – $67,000,000
Experimental PreK $27,000,000 $47,000,000 $50,200,000

total $27,000,000 $47,000,000 $117,200,000

North Carolinac Smart Start – – –
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Table 18
(Continued)

State Program State
spending

1987–1988

State
spending

1991–1992

State
spending

1998–1999

Ohio Public School Pre-school $18,000 $13,386,236 $17,900,000
State-Funded Head Start Model – $19,878,559 $92,562,977

total $18,000 $33,264,795 $110,462,977

Oklahoma Early Childhood Four-Year-Old Program $832,275 $2,132,120 $36,500,708
Head Start State-Appropriated Funds

(State-Funded Head Start Model)
– – $3,316,918

total $2,132,120 $39,817,626

Oregon Oregon Head Start PreK
(State-Funded Head Start Model)

$1,100,000 $8,200,000 $16,272,167

Pennsylvaniad Education Aid for Kindergarten for Four-Year-Olds $1,700,000 n/a $5,700,000

Rhode Islande State-Funded Head Start Model $365,000 $1,958,558 $1,965,000
Early Childhood Investment Fund – – –
Legislative Allocations for Special Projects – $200,000 –

total $365,000 $2,158,558 $1,965,000

South Carolina Early Childhood Program
(Half-Day Child Development Program)

$10,900,000 $15,163,447 $22,356,688

Tennessee Tennessee Early Childhood Education Pilot
Program

– – $3,100,000

Texas Public School PreK $46,200,000 $181,000,000 $235,000,000

Vermont Early Education Initiative $500,000 $1,414,000 $1,315,000

Virginia Virginia Pre-school Initiative – – $23,500,000
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Table 18
(Continued)

State Program State
spending

1987–1988

State
spending

1991–1992

State
spending

1998–1999

Washington Early Childhood Education & Assistance Program $4,700,000 $17,190,000 $28,897,592
Head Start State Match Program

(State-Funded Head Start Model)
$660,000 $530,763 $470,000

total $5,360,000 $17,720,763 $29,367,592

West Virginia Public School Early Childhood Education $258,574 $1,035,006 $6,232,702

Wisconsin Four-Year-Old Kindergarten $4,300,000 $5,800,000 $19,800,000
State-Funded Head Start Model – $2,250,000 $4,950,000

total $4,300,000 $8,050,000 $24,750,000

All states total $202,600,000 $697,065,392 $1,675,455,100

Sources: 1987–1988 data from Marx and Seligson (1988). 1991–1992 and 1998–1999 from Children’s Defense Fund (1999).
aCalifornia: The data presented here is for 1997–1998.
bMissouri: The Missouri Pre-School Project was introduced in 1998–1999, but the first year of funding (estimated to be $9.2 million) was 1999–2000.
cNorth Carolina: Total state funding for Smart Start was $140 million but the program supports a range of services and it cannot be determined how much of the
total was spend on preK.
dPennsylvania: The data presented for the Education Aid for Kindergarten for Four-Year-Olds is for 1997–1998.
eRhode Island: The Early Childhood Investment Fund provided $5.3 million of funding for a range early childhood-related programs including preK, but no funds
were used for this purpose.
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example, New York found statistically significant impacts at the fifth and sixth grade
when comparing state pre-school attendees to nonattendees drawn from the waiting list
for the program, and Maryland found positive effects at tenth grade when participating
children were compared to random classmates. Several studies also reported that partic-
ipants had higher scores on school-administered academic achievement tests, although
the effect sizes were small. The Maryland and New York evaluations found statistically
significant positive effects at grades 5, 8, 9 and 10, and in grade 6, respectively. Fi-
nally, every state that evaluated retention in grade found that program participants were
significantly less likely to have been retained than controls.

In sum, like Head Start, state pre-school programs have not been adequately evalu-
ated. However, the limited available information suggests that while effects on cognitive
test scores may fade out, there may well be longer-term effects on actual achievement.

5.5. Programs for school-aged children

Data from the National Survey of America’s Families suggests that in 1997, about seven
percent of children 6–12 were enrolled in some sort of after-school program. Concern
about the plight of “latch key” children has led to increasing interest in after school
(and before-school) programs for children of school age. Between 1997 and 2002, the
U.S. Department of Education increased funding for 21st Century Community Learning
Centers, which are school-based after school programs, from $40 million to $1 billion.
In 2001, 1.2 million elementary and middle school students participated in this pro-
gram in 3,600 schools. State governments have also increased their spending on these
initiatives. California recently passed Proposition 49, which increased state funding for
before- and after-school programs up to $455 million dollars, beginning in 2004. Propo-
nents of the measure argued that up to a million California children under the age of 15
were left unsupervised after-school, and that after-school programs could reduce crime
rates by 40 percent or more [California Secretary of State (2002)].

There are many studies examining correlates of self-care among children [cf. Belle
(1997), Vandell and Posner (1999)]. Some of the more recent studies are summarized
in Table 19. With the exception of Aizer (2004), none of the studies attempt to deal
with heterogeneity between students who take care of themselves after school and other
students. There are many reasons to expect selection bias in simple comparisons of
children who are and are not in self-care: If parents are less likely to leave children with
problems alone, then the estimated effects of self-care could be biased toward zero. On
the other hand, self-care could be correlated with other characteristics of families that
cause negative outcomes.

Many of these observational studies report behavior problems in children left in self-
care [Galambos and Maggs (1991), Marshall et al. (1997), McHale, Crouter and Tucker
(2001), Pettit et al. (1997, 1999), Rodman, Pratto and Nelson (1985)]. Pettit et al. (1997)
also report negative correlations between self-care and the test scores of children in
self-care in grade 1, though they find no significant effect on grade 2 test scores. On the
other hand, Vandell and Ramanan find that among 3rd to 5th grade children, children in
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Table 19
Studies of the effects of self-care on child outcomes

Report Study design Definition of self-care Age of
participation

Sample sizea Outcomesb

Aizer (2004) Uses ordinary least squares (OLS),
family fixed effects, and instrumental
variables (IV) estimation to look at
self-care in the National Longitudinal
Survey of Youth 79 Child–Mother file
through 1998

Child responds that
there is not usually an
adult present when he
returns from school

Age 10–14 Final: 5,838 Skipping school: T > C

T = 1,518 (self-care) Using alcohol or drugs: T > C

C = 4,320 (supervised) Stealing: T > C

Hurting someone: T > C

Galambos and
Maggs (1991)c

No random assignment. Students
answered a questionnaire to determine
what category of care they were in. No
discussion of methodology

Same definition as
Steinberg (1986)

6th grade Final: 112 Peer involvement: all T > C

T1 = Unsup at friends Problem behavior: T2, T3 > T1, C

(girls only)T2 = Unsup at home
Impulse control: T2, T3 < T1, C

(girls only)
T3 = Unsup hanging out

Ability to cope: T2, T3 < T1, C

(girls only)

C = Supervised (by parent
or after-school program)

Marshall et al.
(1997)

Grade 1–4 children recruited from 30
Boston public schools and 8 parochial
schools. Data collected through
face-to-face interviews and
questionnaires with the parent and
through observations at the child’s
after-school setting. OLS regression of
the child’s behavioral problems on the
types of care

Any time spent alone
or only with siblings
and no adult

1st–4th
grade

Final: 181 Self-care had negative effects for
poor children
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Table 19
(Continued)

Report Study design Definition of self-care Age of
participation

Sample sizea Outcomesb

McHale,
Crouter and
Tucker (2001)

A short-term longitudinal study with
2 year interval for families who
responded to a recruiting letter.
Children’s behavior evaluated and
reported by the parent through home
interviews. Children’s time use
reported by the children and collected
through telephone interviews

Time alone, or with
unsupervised peers

10 and 12 Final: 198 Depression: T1 > C

T1 = time alone Behavior problems: T2 > C

T2 = w peers

Pettit et al.
(1997)

A longitudinal study of children (and
families) recruited at the time of
Kindergarten preregistration and
observed through grade 7. Data
collected through telephone interviews
with children (on after-school time
use), mother interview (on parental
monitoring) and teacher rating (on
children’s behavior)

Time spent alone or
with siblings

6th grade Initial: 585 Grades T1 < C, T2 = C

T 1 = self-care in grade
1 or 3

Achievement test scores T1 < C,
T2 = C

T 2 = self-care in grade 5 Significant interactions T1 and
poverty, behavior problems in
Kindergarten

Pettit et al.
(1999)

Same as Pettit et al. (1997) Time spent
unsupervised in 6th
grade

7th grade Final: 342 Externalizing problems T1 > C,
greatest effects for students with low
parental monitoring and unsafe
neighborhoods, T2 = C, T3 = C

T1 = w peers
T2 = alone
T3 = w siblings
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Table 19
(Continued)

Report Study design Definition of self-care Age of
participation

Sample sizea Outcomesb

Richardson et
al. (1989)

Eighth grade students in 169
classrooms in LA and 67 classes in
San Diego filled out a survey on their
supervision and substance abuse.
Calculated relative risks of substance
abuse for those with more than 11 hrs
of self-care vs. those with 0 hrs of
self-care (calculated the ratio of the
proportion of kids in each group who
abused also stratified by covariates)

More than 11 hours of
self-care per week

8th grade Final: 4,932 Cigarette use: T > C

T = 1,411 (self-care) Alcohol use: T > C

C = 3,521 Marijuana use: T > C

Rodman,
Pratto and
Nelson (1985)

Matched kids in self-care with those
in adult care by age, sex, race, family
composition, and father’s occupation.
Well-matched on these characteristics.
Only difference between groups is
mother’s employment and no
difference in parental permission to
participate. No random assign. Used
child interviews, tests, and teacher
surveys. T -tests for differences in
means

Children who report
that they usually go
home after school and
either no one or only a
younger sibling at is at
home. Adult care
children were those
who reported an adult
was at home

4th and 7th
grade

Final: 96 Self-esteem inventory: T = C,
4th and 7th4th grade: T = 26,

C = 26 Personal reaction (self-control):
T = C, 4th and 7th7th grade: T = 22,

C = 22 Behavior problems: T = C,
4th and 7th
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Table 19
(Continued)

Report Study design Definition of self-care Age of
participation

Sample sizea Outcomesb

Steinberg
(1986)

Uses existing data set on Madison,
WI school district. Analysis of
variance (ANOVA) and analysis of
covariance (ANCOVA) [controlling
for age, socioeconomic status (SES),
family structure, and mother’s
employment]. Survey includes
hypothetical peer pressure situations

Categorization based
on child’s response to
“where you usually go
after school” and “are
there adults present”

5th–9th
grade

Final: 768 Susceptibily to peer pressure:

T1 = C1
dT1 = 177 Unsuperrised at

home all T > all C (girls)
T2 = 85 Unsuperrised at
friend’s

all T = all C (boys)

T3 = 57 Unsuperrised
“hanging out”

T1 < T2, T3

C1 = 243 Superrised at
home
C2 = 48 Superrised at
neighbor or relative’s
C3 = 93 Superrised at
friend’s
C4 = 82 Superrised at
school

Vandell and
Corasaniti
(1988)

Parents of 349 third-graders in a
suburban Dallas school district filled
out surveys describing type of care.
Of these, 150 white students were
deliberately chosen for study. Most
day care centers were proprietary.
Teacher, parent, peer, and self-ratings
as well as standardized test scores
and grades analyzed with ANOVA,
MANOVA and Duncan post-hoc.
Controls for parents’ education and
marital status

Parents filled out
survey with the 4
choices of after school
care listed along with
“other”. Those who
reported a combination
of types of care under
“other” were
categorized in the type
of care used for the
majority of days/week

3rd grade Final: 150 Peer ratings: T1 = C2
T1 = 54 (self-care) Grades: T1 = C2
C1 = 26 (center) Standardized test scores: T1 = C2,

C1 < all T and CC2 = 42 (mother care)
Conduct grades: T1 = C2C3 = 25 (other adult)
Self-perception: T1 = C2
Parent ratings: T1 = C2White suburban
Teacher ratings: T1 = C2
Negative peer ratings: C1 > T1, C2
Academic grades: C1 < all T and C
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Table 19
(Continued)

Report Study design Definition of self-care Age of
participation

Sample sizea Outcomesb

Vandell and
Ramanan
(1991)

Used the NLSY79 with data from
home visits of NLSY staff. ANOVA
then Duncan’s post hoc analyses

Parents report
“primary” after school
care arrangement

3rd–5th
grade

Final: 390 Headstrong: T > all C
(but T = C w/family controls)T = 28 (self-care)

Hyperactive: T > all C
(but T = C w/family controls)

C1 = 114 (other adult)

Anxious: T = all C
C2 = 248 (mother care)

Peer conflicts: T = all C
Antisocial: T = all C

Overrepresentative of
single-parent and
low-income Dependent: T = all C

Harter self-rating, Cognitive:
T = all C

Harter self-rating, General:
T = all C

Digit span: T = all C
Peabody Picture Vocab. Test:

T = all C
Peabody Indiv. Achievement Test:

T = all C

aThroughout the table, “T ” refers to treatment group and “C” refers to control or comparison group.
bOutcomes listed as T > C or C > T were statistically significant at the 5% level unless otherwise noted.
cIn Galambos and Maggs (1991).
dSteinberg (1986) also break the unsupervised group into children whose parents know their whereabouts and those who do not. There is some evidence that
those children whose parents know their whereabouts (no matter where they go after school) are less susceptible to peer pressure.
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self-care are significantly more likely to be “headstrong” and hyperactive, but have test
scores similar to other children, and are equally likely to report peer conflicts.

Looking at 8th grade children, Richardson et al. (1989) reports that self-care children
are significantly more likely to use cigarettes, alcohol and marijuana than other children.
Using data from the National Longitudinal Survey of Youth, Aizer examines children
10–14, and attempts to control for unobserved family background characteristics using
family fixed effects. Her estimates indicate that children in self-care are significantly
more likely to report that they skip school, use alcohol or drugs, have stolen, or have
hurt someone. Thus, these studies offer some support for the view that self-care can be
harmful.

However, it is considerably more difficult to demonstrate, on the basis of the available
evidence, that formal after school programs are the solution to this problem. The first
problem facing the researcher, is that there is little consensus in the literature about the
definition of an after-school program. Seppanen et al. (1993) offer a coherent definition
as well as the first national overview of such programs. Following them, we define an
after-school program as one offering “formally organized services for five to thirteen
year olds that occur before and/or after school during the academic year and all day
when school is closed and parents are at work”. We further narrow our attention to
school or center-based programs that operate at least one hour per day and at least three
days per week. As Seppanen et al. (1993, p. 6) explain, “Such programs augment the
school day, and typically also the school calendar, creating a second tier of services
that provide supervision, enrichment, recreation, tutoring, and other opportunities for
school-age youth”.

Seppanen et al. report several surprising findings. First, they find that before and after
school programs are underutilized nationally – enrollments were at an average of only
59 percent of the capacity of licensed programs, and only one-third of programs were
operating at 75 percent or more of capacity. Thus, the widespread perception that after
school programs are unavailable seems to be incorrect, though it is of course possible
that existing programs are “too expensive”. In the 2000 competition for the 21st Century
Community Learning Centers (a federal program intended to support after school care),
2,252 communities applied for funds that were sufficient to fund only 310 grantees
[National Research Council and Institute of Medicine (2003)].

Seppanen et al. also report that 90 percent of the before school enrollments, and
83 percent of the after-school enrollments are of children in pre-Kindergarten through
grade three. Thus, it would appear that these programs are used primarily as child care
for children deemed by their parents to be too young to be on their own, but that the
programs are not used very much for the older children who are apparently most at risk
of negative effects of self care. Moreover, the largest drop off in enrollments occurs
between Kindergarten and grade one. It may be that the generally somewhat longer
school day for children in grade school allows parents to find alternative child care
arrangements more easily than they can for Kindergartners.

According to Seppanen et al. most after school programs offer the following low-cost,
easy to organize activities: socializing, free time, games and puzzles, reading indepen-
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dently or in small groups, time for homework, unstructured play time, and construction
or building (with sand, Legos, etc.). Less than 75 percent of programs offered activities
such as dramatic play or dressing up, music, storytelling, or theater. Fewer than half of
all programs offered creative writing, sports, field trips, or science activities at least once
a week or more. There was also a great deal of heterogeneity in structural measures of
program quality. The education of care-givers ranges from less than high school through
graduate degrees. Staff turnover averaged 60 percent, although some programs reported
no turnover. Child–staff ratios ranged from four to one to 25 to one.

The existing evaluations of after-school programs, summarized in Table 20, tend to
focus on special after-school programs rather than on the more typical programs sur-
veyed in Seppanen et al.32 Two other limitations of the existing studies are almost
immediately apparent from Table 20. First, very few studies have used a randomized
treatment and control design. Second, while proponents of after-school programs gen-
erally focus on keeping older kids out of trouble, many of the “model” after-school
programs that have been evaluated focus on improving the scholastic outcomes of
younger children.

Two of the better studies of this type are the Howard Street Tutoring Program and the
Memphis City Schools Extended Day Tutoring program. Both used a design in which
students with poor reading test scores were randomly assigned to a treatment group
which received tutoring or a control group. In their evaluation of the Howard Street pro-
gram, Morris, Shaw and Penney (1990) report significant gains in basal passage reading,
timed word recognition, basal word recognition, and spelling in their sample of second
and third grade children. Ross et al. (1996) also report significant gains in reading scores
in the Memphis City Schools program. However, rather than simply comparing treat-
ments and controls, Ross et al. conduct comparisons which add treatment children who
did not attend the program more than a threshold amount of the time to the control
group. Even with this modification to a standard experimental design, they find signifi-
cant effects only for third graders, and not for either second graders or fourth graders.

One of the after-school programs which has received most attention (and is the subject
of three of the evaluations in Table 20) is LA’s BEST. This program offers compre-
hensive after-school tutoring, cultural enrichment, recreation, computer, and nutrition
services to Kindergarten and elementary school children in 19 of Los Angeles’ poorest
schools, and is probably what proponents of California’s proposition 49 had in mind.
Brooks, Mojica and Land (1995) conducted a study of 146 LA’s BEST children over
academic years 1992/93 and 1993/94. Children in the program were compared to a
nonrandomly selected group of control students whose parents had agreed to let them
participate in the study. The control group started with significantly higher grades, and
also showed differences in family background characteristics and ethnic composition
when compared to the treatments.

32 Note that some of the studies summarized in Table 19 essentially compare self-care to care in some sort
of after-school program. These include Vandell and Corasaniti (1988), Posner and Vandell (1994), Marshall
et al. (1997) and Pettit et al. (1997). We have not repeated these studies in Table 20.
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Table 20
Studies of the effects of after-school programs on child outcomes

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

Random
Gevirtz
Homework
Project
[Cosden et al.
(2001)]

Homework
assistance with a
credentialed teacher
after school 3–4 days
per week (no
drop-in)

Stratified random assignment of
4th graders to treatment and
control groups, students followed
from 4th–6th grades

4th–6th
grade

Final: 90 No difference between treatment and control.
Dosage correlated with achievementT = 36, C = 54

Howard Street
Tutoring
Program
[Morris, Shaw
and Penney
(1990)]

One-on-one adult
reading tutors work
with 20 low reading
ability second and
third graders at a
public school.
Operates after school
4 days/wk from
October–May, but
students attend only
2 days/wk for 50 hrs.
of total tutoring over
the year

Teachers identify the lowest 50
readers in second and third grade.
Then kids are ranked according to
3 reading and spelling tests. The
2 lowest scoring are paired, then
the next two, etc. and one of each
pair is randomly assigned to
participate in the program. Study
compares students in program to
the control group in each of two
years using the same 3 tests that
were administered prior to the
program. No significant
differences between control and
treatment group on tests at pretest.
Compared mean gains for T and
C using t-tests

2nd–3rd
grade

Final: 60 Word recognition: T = C

T = 30, C = 30 Basal word recognition: T > C

Basal passages: T > C

Low socio-economic
status urban school

Spelling (correct score): T > C

Spelling (qualitative score): T > C
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

Memphis City
Schools
Extended-Day
Tutoring
Program [Ross
et al. (1996)]

Goal was to improve
students’ reading in
grades 1–4 with
group tutoring in the
after-school hours.
Focus on reading,
with occasional
writing, computer,
and test-taking skills.
One hour a day,
3 days/wk

Matched students on the basis of
standardized test scores, then
attitude and behavior. One student
from each pair assigned to
participate (supposedly randomly,
although 2 outlier schools may
have assigned students first, then
found a match. These 2 (out of 13)
had different mean test scores for
T and C and were left out of the
analysis. Study uses standardized
test scores to evaluate students.
ANCOVA and matched-pairs

Program:
1st–4th
grade

Final: 656 Reading test score: T > C, grade 3,
T = C, grades 2, 4

Study:
2nd–4th
grade

T = 328, C = 328

Title I students
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

Quantum
Opportunities
[Hahn, Leavitt
and Aaron
(1994)]

After-school
educational activities
(250 hrs),
development
activities such as
mentoring and peer
tutoring (250 hrs),
community service
activities (250 hrs)
each year for 4 years.
Students receive
hourly bonuses and
stipends for
completing each part
of program

Entering 9th grade students whose
families were on public assistance
randomly selected from schools
near program sites. Then
randomly assigned to control or
intervention. Those assigned to
the program were then called and
encouraged to join. Surveys
conducted before and throughout
the 4-year program. Final
evaluation in autumn after
completion

9th–12th
grade

Initial: 250 High school graduation or GED: T > C

T = 125, C = 125 Post-secondary attendance: T > C

Final: 170 Honors/awards: T > C

T = 88, C = 82 Attending high school: T = C

Dropout of high school: T < C

All students from
families receiving
public assistance

Have children: T = C (T < C at 10% level)
Number of children: T < C

In trouble with police in past year: T = C

(T < C at 10% level)
On welfare, AFDC, food stamps: T = C

Do community service in past 6 months: T > C

Volunteer mentor/tutor in past 6 months: T > C

Start business or self-employed: T = C

Family life is happy: T = C

Hopeful about future: T > C

Depressed about life: T = C

Bothered about things: T = C

Lonely: T = C

Life has been a success: T > C

Have future plans: T = C

Need reading/math skill improvements: T = C

Need training for a good job: T = C

Need help finding a job: T = C

Need help with alcohol/drug problem: T < C
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

Nonrandom
The ADEPT
Project [Ross
et al. (1992)]

Comprehensive
after-school program
focusing on building
positive self-esteem
and providing
homework assistance
and activities for
social and emotional
growth. Kids
participated in
2 hours sessions with
free play, creative
dramatics, and
homework assistance
throughout the
school year

Teachers and social workers
chose 60 kids at each school site
who they considered to be
latchkey. Families were invited to
an orientation and teachers then
selected 20 to participate based on
“need”. Those youths whose
parents were not interested
became the control group.
Quasi-experimental. Use data
from parents, teachers, and school
records. ANOVA with gain scores
used

K–6th grade Initial: 836 Self-esteem: all T < C

T = 540, C = 296 Depression: all T = C

T 2 = self-esteem
building curriculum

Risk-taking: all T = C

Final: 667
Impulsivity: all T = C

T = 443, C = 224
Sulking: all T = C

Egotism: all T < C

Mostly low-income
African-American

Learning: all T = C

Shyness: all T = C

Acting: all T = C

Pressure: T = C, T2 < C

Motivation: T = C, T2 > C

Frustration: T = C, T2 < C

Peer interaction: T = C

Standardized test scores: T = C, T2 > C

Boston After
School Study
[Marshall et al.
(1997)]

Regular after-school
programs at public
and parochial
schools in Boston

Grade 1–4 children recruited from
30 Boston public schools and 8
parochial schools. Data collected
through face-to-face interviews
and questionnaires with the parent
and through observations at the
child’s after-school setting. OLS
regression of the child’s
behavioral problems on the types
of care

1st–4th
grade

Final: 181 Behavior problems, T < C for “regular
attenders”
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

Extended
Services
School
Initiative
[Grossman et
al. (2002)]

Comprehensive
after-school program
seeking to promote
the well-being and
positive development
of young people in
their out of school
hours

Teachers identify the lowest 50
readers

2nd–3rd
grade

Final: 60 Word recognition: T = C

T = regular attenders Skip school: T < C

Kindergarten
After-School
Program
[Howes,
Olenick and
Der-
Kiureghian
(1987)]

After-school
program designed to
provide a service to
working parents by
providing extended
day care beyond the
morning – only
Kindergarten class.
Also aims to enhance
socio-emotional
development.
Located on school
grounds. Operates
5 days/wk. Children
may stay until 3 or
5:30 pm

Sociometric interviews and
classroom observations used to
assess differences in social
adjustment between participants
in the after-school program and
nonparticipants at the end of one
school year. Nonrandom, but
T and C groups had similar
demographic composition.
Chi-square and F tests of means

Kinder-
garten

Final: 100 Identified as “friend” by peers: T > C

T = 30, C = 70 Teacher talk to child, spontaneous: T = C

Teacher talk to child, responsive: T > C

School admissions
reflect ethnic
diversity of US

Teacher talk to child, social: T = C

Teacher talk to child, information: T = C

Teacher talk to child, directions: T = C

Teacher talk to child, praise: T = C

Teacher talk to child, reprimands: T = C

Child talk to teacher, spontaneous: T > C

Child talk to teacher, responsive: T = C

Child talk to teacher, social: T = C

Child talk to teacher, information: T > C

Child talk to teacher, demands: T = C

Teacher responsiveness to child, positive: T > C

Teacher responsiveness to child, negative: T = C

Teacher responsiveness to child, unaware: T = C
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

LA’s BEST
[Brooks,
Mojica and
Land (1995)]

Comprehensive
after-school program
intended to combat
obstacles to
educational
achievement.
Academic tutoring
and instruction,
cultural enrichment,
recreation, computer
activities, and
nutrition for K–6th
graders after-school
until 6 pm M–F in
19 of LA’s poorest
schools

2-year longitudinal study of
some participants in the
10 longest-running LA’s BEST
sites. These participants had
attended program for at least
2 yrs, had complete school
records, and parental
permission. No random
assignment. Comparison group
formed from kids in same
school whose parents agreed to
participate. Comparison group
significant. different in grades
(higher), family characteristics,
and ethnicity. Data collected
for 1992–1993 and 1993–1994
school years. Compared the
improvement in scores of
treatment and controls

Program:
K–6th grade

Initial: 146 The following outcomes did not have significance
tests

Study:
5th–8th
grade

T = 80, C = 66
GPA math: T = CFinal: 127
Reported effort in math: T = CT = 69, C = 58
GPA reading: T = C

Reported effort in reading: T = C

GPA composition: T = C

Reported effort in composition: T = C

GPA social studies: T > C

Reported effort in social studies: T > C

GPA science: T > C

Reported effort in science: T > C

The following outcomes were reported as
significant (or not) at the 5% level

Feel that grown-ups in after-school life care:
T = C

Feel that grown-ups in after-school life expect
you to do well: T = C

Feel that grown-ups in after-school life are
easy to talk to: T = C

Feel that grown-ups in after-school life are
helpful: T > C

Include teachers to help with a problem:
T > C

Include student aides for help with a problem:
T > C

Positive attitude toward school: T > C

Felt safe during after-school hours: T > C

Educational expectations (how far you will go
in school): T > Cc
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

LA’s BEST
[Huang et al.
(2000)]

Same as above Compares participants to
schoolmates who did not
participate. Followed students for
five years. Broke down
participants into those who
attended 75% of days (high),
25–74% (med), and less than 25%
(low).
Control for gender, ethnicity,
income, and language status
(English profic). Not random
assignment

2nd–5th
grade

Initial: Language redesignation (English profic): T > C

(grades 4, 6, 8), T = C (grades 5, 7)T = 4,312,
C = 15,010 School absence: T < C (grade 6, 7), T = C

(grades 8, 9)
Math achievement test scores: T = C (but started
with T < C)
Felt safe after school: T > C

Like school: T > C

Engagement in school: T > C

Educational expectations: T > C

Standardized math tests: High > Low
Standardized reading tests: High > Low
Standardized language arts tests: High > Low
School attendance: High > Low

LA’s BEST
[Huang, Lin
and Henderson
(2001)]

Same as above Surveys 74 of the 76 LA’s BEST
sites in June 2001. Participants
whose parents gave permission
(27% of all participants). No
control group. Students tested in
1998–1999 and again in
1999–2000

2nd–5th
grade

Initial: 3,717 Reading SAT-9: Proportion of LA’s BEST
students scoring above 50th

National Percentile Rank (NPR) rose by
1 percentage pt.

Math SAT-9: Proportion of LA’s BEST students
scoring above 50th

NPR rose by 3 percentage pts
Language arts SAT-9: Proportion of LA’s BEST
students scoring above 50th

NPR rose by 5 percentage pts
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

Milwaukee
Public School
District
[Posner and
Vandell
(1994)]

Formal After-school
Program (ASP)
participants were in
8 different programs
at 5 elementary
schools. 21 kids
attended the same
on-site ASP
sponsored by the
district that offered
academic,
recreational, and
remedial activities at
the end of the school
day. The other
programs attended
typically had a
recreational focus
with some optional
assisted homework
time. Participants in
all categories had to
spend at least 3 days
per week in these
arrangements

Parents volunteered for the study
and 216 children were selected if
they participated in one of the
arrangements for 3 days a week or
more.
Children evaluated with teacher
and parent reports of behavior, the
child’s grades, and a standardized
reading test. Not random.
Chi-square tests for selection on
categorical variables lead them to
control for race, mother’s
education, and family income.
Use ANCOVA and MANCOVA.
Then Fisher tests for differences
between T and all C

3rd grade Initial: 216 GPA math: T > C1, C2
T = 34 formal ASP GPA reading: T > C1, C2
C1 = 121 maternal
care

GPA other subjects: T > all C

C2 = 45 informal
adult supervision

GPA conduct: T > C1, C2

C3 = 15 self-care

Wisconsin 3rd grade reading test: T = all C

Low income

Antisocial: T < C2, C3
Work habits: T > all C
Peer relations: T > all C
Emotional adjustment: T > C1, C2
Adult relations: T = all C
Anxious: T = all C
Dependent: T = all C
Hyperactive: T = all C
Time engaged in academic activities: T > all C
Time engaged in enrichment: T > all C
Time watching TV: T < all C
Time in outdoor unorganized activities:
T < all CTime in transit: T = all C
Time eating: T = all C
Time in indoor unorganized activities: T = all C
Time with adults present: T > all C
Time with peers present: T > all C
Actively engaged with peers: T > all C
Actively engaged with adults: T > all C
Actively engaged with siblings: T < all C
Academic activities with adults: T > all C
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

Milwaukee
Public School
District
[Posner and
Vandell
(1999)]

Same as above Followed the same children as
above for 2.5 yrs.
Used t-tests to contrast the
outcomes of kids in formal
programs with others

3rd–5th
grade

Initial: Same as
above

Time on academics: T > all C (grades 3, 4),
T = all C (grade 5)

Final: 194 no
differential attrition

Time on nonsport extracurriculars: T > all C
(grades 3, 4, 5)

T = 26 formal
After-School
Program

Time in outdoor unorganized activities:
T < all C (grades 3, 4, 5)

C1 = 121 maternal
care

Time in coached sports: T = all C (grades 3, 4),
T > all C (grade 5)

C2 = 30 informal
adult supervision

Time in indoor structured activities: T = all C
(grades 3, 4), T > all C (grade 5)

C3 = 17 self-care
Time watching TV: T < all C (grades 3, 4, 5)

Low income
Time socializing: T = all C (grades 3, 4),

T < all C (grade 5)
Time doing chores: T < all C (grades 3, 4, 5)
Time in transit: T = all C (grades 3, 4, 5)d
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Table 20
(Continued)

Program name Program description Study design Age of
participation

Sample sizea Outcomesb

The
After-school
Corporation
(TSAC) [Welsh
et al. (2002)]

Community-based
organizations
(CBOs) and other
nonprofit organi-
zations are funded by
TASC to operate
in-school after-
school programs
from 3:00 pm to 6:00
pm Monday through
Friday throughout
the public school
year. TASC programs
include educational
enrichment through
activities in language
arts, science, mathe-
matics, fine and
performing arts and
sports

Compares the actual changes in
academic indicators (performance
on standardized tests and school
attendance) of TASC participants
over a three year period to
projected changes for
nonparticipants, derived from
OLS regressions controlling for
factors including prior year’s test
scores, and demographic and
educational background. Data
were collected from TASC sites

K–8th grade T = 25,909,
C = 39,780

Gains in math: T > C, especially for students
from disadvantaged circumstances
Increase in attendance: T > C

aThroughout the table, “T ” refers to treatment group and “C” refers to control or comparison group.
bOutcomes listed as T > C or C > T were statistically significant at the 5% level unless otherwise noted.
cAll outcomes reported are based on Brooks, Mojica and Land (1995) “method 1” which compares improvements in test scores of the treatment and control
groups (as described above). “Method 2” finds stronger evidence of positive effects of LA’s BEST as cited in other meta-analyses. However, method 2 simply
excludes low-scoring students from the treatment group, thereby biasing the results.
dPosner and Vandell (1994, 1999) also report the effects that these activities had on GPA, emotional adjustment, work habits and behavior problems in 5th grade.
They find that time spent on unorganized outdoor activities is associated with worse outcomes for whites. Considering this finding in conjunction with the list of
results above, suggests that formal after-school programs may have some positive effects. On the other hand, time in nonsport extracurriculars lowers emotional
adjustment among blacks, so to the extent that after-school programs increase time spent in these types of activities, they may have detrimental effects on student
outcomes.
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Brooks et al. report that at the end of two years in the program, the LA’s Best children
had higher GPAs in reading and science than the control children, as well as reporting
generally more positive attitudes toward school, higher aspirations, etc. Perhaps notably,
treatment children were also more likely than controls to report that they felt safe after
school. However, the estimates discussed by Brooks et al. and cited in other analyses of
after school programs are based on an analysis that deletes “outliers” from the compari-
son. From the pattern of results, it appears that the effect of deleting these outliers was to
raise the mean scores of the LA’s Best kids relative to the controls. Alternative estimates
reported in the appendix to Brooks et al. show treatment children with lower GPAs than
control children, although “gains” in GPAs in social studies and in science were still
significantly larger for the LA’s Best children than for the other children. These are the
estimates that we have reported in Table 20.

Huang et al. (2000) offer a much larger study of almost 20,000 children in LA’s Best
schools. The study compares children who participated in the program with school-
mates who did not, and controls for gender, ethnicity, income, and English proficiency.
Relative to nonparticipants, the LA’s Best students were more likely to have been redes-
ignated into the English proficient group, had fewer absences, had better attitudes and
were more likely to be in the “high” group on standardized tests rather than the “low”
group. However, no effort was made in this study to control for nonrandom selection
into the program. Huang, Lin and Henderson (2001) report increases in the Stanford 9
test scores of children in the LA’s Best children, but does not compare them to Stanford 9
test scores of other children. This is a potentially important omission as test scores in
the Los Angeles Unified School District have shown overall increases in recent years.
For example, the mean percentile on the Stanford 9 reading, language, and mathematics
tests increased from 27 to 38, 29 to 40, and 36 to 44 for Grade 2 LA Unified School Dis-
trict students between 1998–1999 and 2000–2001 [Los Angeles Unified School District
(2001)].

The only study which addresses public concern about keeping older children in
school and out of trouble, is Hahn, Leavitt and Aaron (1994), which evaluates the Quan-
tum Opportunities program. This program randomly selected ninth grade students with
families on public assistance, who were then randomly assigned to control or treatment
status. The program involved after-school educational activities and community service
activities each year for four years. Students received monetary rewards for completing
each portion of the program. Participants in this program were more likely to graduate
from high school or to obtain a GED than controls, and they were more likely to go
on to post-secondary education. They also had significantly fewer children and reported
being more hopeful about the future than other teens. There was no significant differ-
ence in the probability that participants had been “in trouble with police” in the past
year, which is interesting in view of the focus of after-school proponents on crime.

There are many programs that do not fit our definition of after-school programs, but
are sometimes mentioned in this context. Table 21 summarizes some of the more notable
of these “positive youth development” programs, which in contrast to the programs
in Table 20, are largely privately funded. The Tiernay, Grossman and Resch (1995)
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Table 21
Studies of the effects of positive youth development programs on child outcomes

Program
name

Program
description

Study design Age of
participation

Sample sizea Outcomesb

Across

Agesc,d

[LoSciuto et
al. (1996)]

Mentoring by
adults over age
55 at least
2 hr/wk, com-
munity ser-
vice 1 hr/wk,
26 sessions of
social problem
solving,
workshops
for parents

Random assignment of sixth grade classes in three
schools to either program or control group. Used
ANCOVA

6th grade Initial: 729 Increased positive attitudes: T > C

Final:
562 no
diff.

Inc. knowledge of older people: T > C

Likely to have negative reaction to drug use:
T > C

More community service: T > C

School attendance: T > C

Big Broth-
ers/Big
Sisters
[Tiernay,
Grossman
and Resch
(1995)]

Mentors from
the community
are matched
with eligible
youth
(typically
those with
only one adult
involved in
life). Mentors
are usually
required to
interact with
youth
9–12 hours per
month for the
first year

Randomly assigned eligible youth to treatment or
wait list at eight sites with large case loads across
the country. Surveys were administered to parents
and youth at the time of assignment and 18 months
later (note: those assigned to wait list remained on
it for all 18 months).
Case managers also completed data collection
forms throughout the study.
Interestingly, 22% of youth in the treatment group
were never matched, usually because the youth
became ineligible or no longer wished to be
matched. This is typical for the program.
The treatment group represents the opportunity to
be matched. Outcomes were usually based on
several survey questions and established scales of
peer relationships, scholastic competence, etc.
Used ordinary least squares controlling for age,
race, gender, abuse, home environment, and site.
Used logit for dichotomous outcomes

Program:
Age 5–18

Initial: 1,138 Likelihood of initiating drug use: T < C

Study: Age
10–16

T = 572,
C = 567

Likelihood of initiating alcohol use: T = C

(T < C at 10%)
Final: 959 Number of times hit someone: T < C

T = 487,
C = 472

Number of times stole something: T = C

Number of times damaged property: T = C

From
single-parent
households

Perceived ability to complete schoolwork:
T > C

Grade point average: T = C (T > C at 10%)
Number times skipped class: T < C

Number of times skipped day of school: T < C

Weekly hours of homework: T = C

Weekly hours spent reading: T = C

School value scale: T = C

Overall positive parental relationship: T > C

Improved parental relationships (trust): T > C

Improved communication with parent: T = C

Anger/alienation in parental relationship: T = C

Number of times lied to parents: T < Ce
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Table 21
(Continued)

Program
name

Program
description

Study design Age of
participation

Sample sizea Outcomesb

I Have a
Dream
(IHAD)
[Kahne and
Bailey
(1999)]

A sponsor
adopts a sixth
grade class and
offers long-
term financial,
academic, and
social support
including
after-school
programs,
tutoring,
summer
programs, and
college
scholarships

Natural experiment where participants are
compared to the sixth graders of the previous year
(in the same school). Study focuses on two IHAD
programs in Chicago

6th–12th
grade

Final:
T = 92,
C = 89

High school graduation: T = 70.6%, C = 35.5%
College enrollment: T = 64.7%, C = 18.9%

(approx.)

No significance tests reported

Teen

Outreachc,d

[Allen et al.
(1997)]

45 hrs of
volunteer
service and
weekly small
class
discussions of
values, deci-
sion making,
parenting, life
options. Can
be in-school or
after

25 schools nationwide randomly assigned to
treatment or control from 1991 to 1995, but
students in those schools elected to participate.
Sites with more interested students than could
participate held lotteries. Immediate post-tests after
1-year of participation

9th–12th
grade

Initial:
T = 342,
C = 353

School failure: T < C

Final:
T = 324,
C = 323

School suspension: T < C

Teen pregnancy: T < C
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Table 21
(Continued)

Program
name

Program
description

Study design Age of
participation

Sample sizea Outcomesb

Woodrock
Youth De-
velopment
Project
[LoSciuto et
al. (1997)]c

Weekly classes
(skills for
human
relations),
daily
mentoring,
peer tutoring,
homework
assistance,
extracurricular
activities, and
some home
visits. Also,
out-of-school
special events.
In-school
classes once a
wk and an
after-school
program

Classes in 4 Philadelphia schools were randomly
assigned to treatment or control. Different pre- and
post-tests given to younger children (age 6–9) and
older children (age 10–14). ANCOVA to compare
outcomes

Age: 6–14 Initial: 453 Self-esteem: T = C (age 6–9, age 10–14)
T = 161,
C = 292

Relationship w/ and perception of students of
other races: T > C (age 6–9),

T = C (age 10–14)Final: 367
Alcohol, tobacco, or drug use in last year:

T < C (age 6–9), T = C (age 10–14)
T = 130,
C = 237

Alcohol, tobacco, or drug use in last month:
T < C (age 6–9, age 10–14)

Age 6–9:
n = 170

Negative attitude toward alcohol, tobacco, and
drug use: T = C (age 6–9), T < C (age 10–14)

Age 10–14:
n = 197
Attrition
differences in
age (older
attrited more)
and more
from T group
among older
and more
from C for
younger

(Note that paradoxically, among the older group,
T had a less negative attitude toward drugs.)

aThroughout the table, “T ” refers to treatment group and “C” refers to control or comparison group.
bOutcomes listed as T > C or C > T were statistically significant at the 5% level unless otherwise noted.
cIn Catalano et al. (1999).
dIn Roth et al. (1998).
eOther social and behavioral outcomes were also reported, such as self-confidence, social acceptance, conflict with peers, and time spent in cultural activities, but
none were significantly different for the treatment and comparison groups.
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survey of Big Brothers/Big Sisters is notable both for its rigorous design and for the
positive effects, which range from reductions in the probability of hitting people or
initiating drug use, to improved schooling attendance. Kahne and Bailey’s (1999) study
of the “I Have a Dream” program reports very large increases in the probability of
high school graduation in participating schools after the implementation of the program.
Other programs demonstrate positive effects in terms of reduced probability of teen
pregnancy, and reductions in alcohol and tobacco use.

Taken together, the evidence reviewed in these tables suggests that concern for latch-
key children is well founded, and that model after school programs and other programs
that focus on improving outcomes for youth can be effective in improving child out-
comes. However, it is a leap to argue that the average available after-school program
has any effect on child outcomes, since the model programs appear to be significantly
better than the typical program. Moreover, despite the focus on reducing crime among
advocates of after-school programs, few evaluations include any measure of violence or
criminal activity among older children. Finally, more attention should be paid to uncov-
ering the reasons that parents of older children are not using the available after-school
programs.

6. Unanswered questions

Rather than summarize the preceding survey, we end this chapter with some unanswered
research questions. First, the preceding discussion highlights the need for additional,
rigorous research on the effects of all types of child care and early intervention pro-
grams on children. Existing analyses are often limited by a weak design (e.g., no control
group, or a poorly chosen control group), small sample sizes, limited followup, and/or
attrition. Another major problem is the lack of comprehensive data on child care qual-
ity. Analysts are often in the position of the proverbial three men trying to understand
what an elephant is like when one observes only an ear, the second a tail and the third
a tusk. As states become increasingly active in the child care market, this problem is
likely to become more acute, as it is difficult to collect comparable data from disparate
state systems.

Second, there has been little research documenting the interactions between the pri-
vate and the public sectors of the child care market. For example, there has been no
analysis of the extent to which programs like Head Start “crowd out” private sector pro-
vision of child care to low income children, or of the effects of such crowdout on the
care provided to children. Moreover, little is known about the extent to which child care
subsidies are passed through to child care prices. There has also been little systematic
analysis of the takeup of public programs such as child care subsidies, and of the rea-
sons why eligible families choose alternative child care modes. As a result of these gaps
in our knowledge, there is currently little basis for evaluating the tradeoffs between dif-
ferent types of interventions in the child care market, such as different types of subsidy
programs, regulation, and direct provision of care.
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Finally, there is a pressing need for more information about the child care arrange-
ments of older children, given increasing public expenditures in this area and the large
numbers of children in care.
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Appendix: Child care data sources

The Cost, Quality, and Outcomes Study [CQOS; Helburn (1995)]. Collected data
from a sample of 400 day care centers in four states in 1993. Observational mea-
sures of quality were recorded, along with rich data on inputs and costs. Children
who were expected to spend another full year at one of the sampled centers and then
enroll in Kindergarten in Fall 1994 were selected to be given developmental assess-
ments. They were reassessed in Kindergarten and second grade. The sample included
828 children, of whom 757 provided usable data.

National Child Care Staffing Survey (NCCSS) was conducted in 227 centers in
5 cities in 1988. Approximately 45 centers were randomly selected from the licensed
programs in each city. In each center, an infant, toddler, and pre-school classroom
was randomly selected and two teachers from each of these classrooms were inter-
viewed about their training, education, wages, experience, and background. In total,
1,309 teachers were interviewed. Classrooms were also rated on the ECERS scale, as
well as the ITERS and the Arnett scale of teacher sensitivity.

The National Day Care Study [NDCS; Ruopp et al. (1979)] closely monitored a sam-
ple of 64 day care centers and approximately 1,600 of the children they served for
about nine months. The children were given baseline developmental assessments and
were assessed again at the end of the nine-month period during which classroom
activities and inputs were monitored. The study design included two experiments in
which some children were randomly assigned to classrooms with different staff–child
ratios and teachers with different levels of training.

NICHD Study of Early Childhood Care [SECC; U.S. Department of Health and Hu-
man Services (1998)] has followed a sample of over 1,300 children from their birth in
1991 through the present, closely monitoring their home and child care environments
and their development. The study used hospital birth records in ten sites in the US
during 1991 to select a sample of healthy births to English-speaking mothers over
age 18 who planned to remain in the site during the next year. Families were visited
periodically for assessments of the home environment, and children who were in non-
maternal child care arrangements were visited in their child care arrangement. The
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quality of the arrangement was measured using a variety of assessment instruments,
and data on child care inputs were recorded by direct observation. A novel feature
of the study was the inclusion and assessment of all types of nonmaternal child care
arrangements, not just centers and family day care homes. Child development was
assessed at regular intervals and extensive psycho-social data on the mother and data
on the home environment were collected as well. As children changed child care
arrangements, the new arrangements were visited and observed.

National Longitudinal Survey of Youth (NLSY) began with a sample of 12,652 in-
dividuals aged 14–21 in 1979. Data was collected annually through 1994 and bian-
nually thereafter. Beginning in 1986, the children of the women in the sample were
given developmental assessments every other year. In addition, mothers are asked a
series of questions about the home environment and home inputs to child develop-
ment. And extensive data on child care is collected from the mothers as well. The
main disadvantages of the NLSY are that the child care questions are not consistent
across survey waves or children (e.g. some questions are asked only for the youngest
child, or for infants), there are no data on child care quality (because this would re-
quire visits to thousands of child care arrangements), and the child care input data
are reported by the mother instead of being recorded by trained observers in visits to
the arrangement. The advantages are the very large random sample of children, the
availability of extensive measures of the home environment and inputs, and the avail-
ability of repeated measures of the inputs and developmental outcomes. Unlike most
other studies (with the exception of the NICHD SECC), the sample is not limited to
children in a single mode of child care.

The Profile of Child Care Settings [PCS; Kisker et al. (1991)]. Collected information
on structural classroom characteristics from a nationally representative sample of
2,089 day care centers and 583 regulated family day care homes by telephone survey
in 1990. Regulated family day care homes are unlikely to be representative of unreg-
ulated day care homes, and the latter are thought to be far more numerous than the
former.

The National Child Care Survey [NCCS; Hofferth et al. (1991)]. Collected informa-
tion on child care from a nationally representative sample of 4,392 families with
children aged 0–12 in 1990. The 100 primary sampling units in the NCCS were the
same as in the PCS, so the two surveys together provide consumer and provider infor-
mation about the same child care markets. Extensive data on child care arrangements
were collected for all children.

Survey of Income and Program Participation (SIPP) . The SIPP consists of a series
of national panels that are interviewed at frequent intervals for a period of 2½–4 years
(depending on the panel) with sample sizes ranging from 14,000 to 36,700 house-
holds. Each panel of the SIPP is interviewed every 4 months to collect data on the
“core content” – labor force status, program participation and income information.
In addition, there are topical modules administered at least once to each panel on a
variety of topics like assets and liabilities, health and disability, education and work
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history, child care, etc. Information from these topical modules can be merged to the
core data.
The topical module on child care contains information on all child care arrangements
for all children under age 15 in the household for the last reference month prior to the
interview. Information is collected on mode of care, weekly number of hours of care,
location of care and cost of child care. There are specific questions on whether a rel-
ative or nonrelative provided care, whether the child took care of herself or whether
the child was in school. If the child care arrangement is a facility outside the child’s
home, parents are asked if the facility is licensed and who is in charge of transport-
ing the child to the facility. Parents are also asked to provide information on whether
child care problems adversely affected them at school or at work. Information is avail-
able for the following Panels (waves): 1984 (5), 1985 (6), 1986 (3, 6), 1987 (3, 6),
1988 (3, 6), 1989 (3), 1990 (3), 1991 (3), 1992 (6, 9), 1993 (3, 6, 9), 1996 (4, 10),
2001 (4).

National Survey of America’s Families (NSAF; Urban Institute) was conducted by
the Urban Institute in two rounds in 1997 and 1999, with two different samples.
It was designed to analyze the consequences of devolution of responsibility for so-
cial programs from the federal government to the states. The survey was conducted
by telephone on a sample derived primarily from random-digit dialing. Residents
of 13 states were over-sampled in order to allow detailed within-state analysis, and
low-income households (income less than twice the federal poverty level) were over-
sampled as well. The full 1999 NSAF sample includes 42,360 households, and the
1997 sample includes 44,361 households. There are extensive questions on child care
and other topics.
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Abstract

This paper explores for economists how the school-finance litigation movement, which
began with Serrano v. Priest in 1971, ought to be characterized in economic models. Its
primary message is that this has become a national movement, not one confined to indi-
vidual states. Economists should be wary of characterizing these cases as discrete events
in which a state that loses to reform-minded plaintiffs is distinctly different from a state
that succeeds in defending its system. I describe numerous instances in which states
have attempted to head off defeat in the courts by conceding to reform-demands by the
plaintiffs. School finance litigation does make a difference, however. Win or lose, states
have been induced to reformulate their state-aid formulas. I show that the most common
of these reforms, which focus on differences in tax-base per pupil, have altered the local
tax price for education. This alteration causes the “property rich” districts to pay more
for education. However, the correlation between “property rich” and “income rich” is
essentially zero, largely because low-income communities are more willing to tolerate
the nonresidential uses that lower their tax price. The result is that school-finance re-
form in most states is likely to reduce the efficiency of local public education because
of tax-price distortion but not improve the lot of low-income students and taxpayers in
any systematic way.

Keywords

state constitutions, education finance, tax price, school district, median voter

JEL classification: I22, H70
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1. Centralized in law, decentralized in practice

The financing of American public schools is unusual in public finance because of the
long-standing tension between the forces of decentralization to local districts and cen-
tralization to the state government. Decentralization models incorporate the market-like
location choice of households (Tiebout-style demanders) and the supply decisions of
competitive school districts, which are conceived of as median-voter models of political
organization. Centralization models dwell on the national spillover benefits of education
and the effects of unequal educational expenditures on the distribution of income.

Up until the 1970s, the level of centralization in most states was a political decision
that balanced the decentralizing inclinations of parents and other local residents against
the centralizing forces of education professionals. In the last thirty years, numerous state
courts have tipped the balance in favor of centralization (at the state level) of funding
and regulation of public education. This essay explores the law and economics of these
judge-made reforms. Their primary implications have been an exogenous change in
the local tax price for public education and the detachment of local fiscal decisions
from school spending. Empirical evidence suggests that both of these changes have
contributed to the declining efficiency of public education.

The federal constitution does not mention education as an obligation of the national
or the state governments. Most state constitutions, which are always more detailed and
usually more practical-minded than the federal Constitution, do list education as one of
the government functions for which the legislature is to make provision. Except for pro-
hibitions on aiding sectarian schools, the directions are seldom specific. For example,
the Michigan constitution requires the legislature to “maintain and support a system of
free public elementary and secondary schools”.

Until about 1970, it had been assumed by nearly all state courts that state legislatures
were entitled to delegate to geographic subdivisions of the state as much responsibil-
ity for school funding as they wished. (Some state constitutions do specify minimum
funding levels for the state, but such amounts were almost always a small fraction of ac-
tual spending.) The “education clauses” of state constitutions do not speak to this issue
directly. Some contain hortatory language about education along the lines of “knowl-
edge is good”. Phrases urging comprehensiveness, such “thorough and efficient” and
“general and uniform” are found in several dozen states. These requirements should be
taken in the nineteenth-century context in which they were written. Public schools in
rural areas were often irregular in operation and a good deal less than comprehensive,
and their local constituency was often resistant to state-mandated regulations, especially
when the state did not put up much money [Tyack (1972)].

Local governmental entities such as municipalities, counties, and school districts are,
with the exception of the District of Columbia, entirely the creatures of state govern-
ments. The states, as the U.S. Supreme Court ruled in Hunter v. Pittsburgh (1907),
have almost complete discretion about local government structure and powers [Briffault
(1990)]. They could adopt a unitary, state-run school system with no local variation. The
state of Hawaii is the only current example of such a system, though California and New
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Mexico verge on it in practice. Or the state can offer almost complete decentralization,
allowing local governments to make tax and spending decisions entirely on their own.

There are no current examples of such a decentralized system in the United States.
The closest is New Hampshire, which uses local property taxes to fund about 90 percent
of school spending, as shown in Table 1. (This and subsequent calculations exclude fed-
eral programs, which fund about 7 percent of school spending nationally, not counting

Table 1
Percent of revenues for public K-12 schools, 1997–1998, from most local to least local

Local
percent of

total

State
percent of

total

Federal
percent of

total

Private
percent of

total

United States
(ten largest states in bold)

42.3 48.4 6.8 2.5

New Hampshire 84.5 9.3 3.8 2.4
Vermont 63.6 29.4 5.2 1.8
Illinois 62.5 28.5 6.8 2.2
Virginia 60.2 31.4 5.2 3.2
Nevada 60.1 31.8 4.6 3.5
Connecticut 56.1 37.3 3.9 2.7
Nebraska 54.7 33.1 6.7 5.5
New Jersey 54.3 39.8 3.6 2.3
New York 53.9 39.7 5.4 0.9
Pennsylvania 53.6 38.7 5.9 1.8
Rhode Island 53.1 40.1 5.4 1.3
Massachusetts 52.9 40.7 5.0 1.4
Maryland 52.7 39.0 5.2 3.1
South Dakota 51.4 35.6 10.0 3.0
Missouri 50.1 39.7 6.2 3.9
Ohio 48.9 41.2 5.8 4.1
Colorado 47.6 43.4 5.1 3.9
Maine 46.4 45.5 7.0 1.1
Texas 45.8 44.2 7.6 2.4
Wyoming 44.5 47.0 6.7 1.7
Arizona 43.2 44.3 10.2 2.2
North Dakota 41.1 41.1 12.4 5.4
Indiana 40.9 51.4 4.8 2.9
Georgia 40.1 51.2 6.8 1.9
Minnesota 39.8 52.3 4.9 3.0
Wisconsin 39.7 53.7 4.5 2.1
Florida 39.7 48.8 7.6 3.9
Montana 38.7 46.9 10.2 4.2
Iowa 38.2 51.3 5.3 5.2
Tennessee 36.4 47.7 8.8 7.0
Louisiana 35.9 50.4 11.3 2.4
South Carolina 35.7 51.5 8.5 4.3
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Table 1
(Continued)

Local
percent of

total

State
percent of

total

Federal
percent of

total

Private
percent of

total

Oregon 33.6 56.8 6.4 3.2
Kansas 33.5 57.9 5.9 2.7
California 30.6 60.2 8.2 1.1
Utah 29.5 61.0 6.9 2.5
Idaho 28.6 62.7 7.0 1.7
Mississippi 27.1 55.4 14.1 3.4
West Virginia 26.8 62.7 9.2 1.3
Delaware 26.7 64.4 7.6 1.4
Kentucky 26.5 61.7 9.6 2.2
Arkansas 26.0 57.7 10.8 5.6
Michigan 25.4 66.0 6.6 1.9
Oklahoma 24.5 61.6 8.6 5.3
Washington 24.4 66.0 6.4 3.2
Alabama 23.2 62.5 9.4 5.0
Alaska 22.9 62.2 12.3 2.7
North Carolina 22.7 67.3 7.2 2.7
New Mexico 12.3 72.2 13.2 2.2
Hawaii 0.5 89.0 8.6 1.9

Source: U.S. Department of Education, National Center for Education Statistics,
Common Core of Data survey. (Table 159, prepared November 2001.) Available at
http://nces.ed.gov/pubs2002/digest2001/tables/dt159.asp.

the substantial tax–expenditure arising from deductions of state income and property
taxes from taxable federal income [Loeb and Socias (2004)].) The next closest states,
Illinois and Vermont, rely on local property taxes for about 70 percent of state and local
spending, and the corresponding figure for the median state is 43 percent. As Table 2
indicates, the mean local share of state and local spending declined steadily from 1920,
when it was about 83 percent, to a little less than half of the state and local total in 1980,
and it has hovered around that fraction since then.

The modest growth of state sources since 1980 is somewhat deceptive. This is because
many of the court decisions since 1970 have called for states to “offset” the inequalities
in property tax base. If this were followed exactly, most local property taxes would actu-
ally not be subject to local control. To take the example of the largest state, California,
Table 1 indicates that local funds finance 30.6 percent of school spending. However,
because of the Serrano decision (discussed further) and Proposition 13, the state leg-
islature controls all of school spending, regardless of whether it comes from property
taxes or other taxes. Simply because property taxes are classified as local does not mean
that economists should assume that local units from which they are collected actually
control the disposition of the revenue.

http://nces.ed.gov/pubs2002/digest2001/tables/dt159.asp
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Table 2
Historical trends in local, state and federal financing of K-12 public schools, 1919–1998

School year Local
percent

State
percent

Federal
percent

1919–1920 83.2 16.5 0.3
1929–1930 82.7 16.9 0.4
1939–1940 68.0 30.3 1.8
1949–1950 57.3 39.8 2.9
1959–1960 56.5 39.1 4.4
1969–1970 52.1 39.9 8.0
1979–1980 43.4 46.8 9.8
1989–1990 46.8 47.1 6.1
1998–1999 44.2 48.7 7.1

Source: U.S. Department of Education, National Center for Education Statistics, Statistics
of State School Systems; Revenues and Expenditures for Public Elementary and Secondary
Education; and Common Core of Data surveys. (Table 157, prepared November 2001.)
Available at http://nces.ed.gov/pubs2002/digest2001/tables/dt157.asp.

Despite substantial interstate variety in the state-local split and the long-term decline
in the importance of local funds in most states, many researchers persist in characteriz-
ing American public school finance as being an entirely local function. In reality, state
funding (and accompanying regulation) has for more than a century been an important
supplement for local funding. There is nothing constitutional about local funding. Any
state government can alter its school finance system without raising issues of within-
state federalism. Local school districts can be expanded, contracted, consolidated, or
abolished at the discretion of the state’s legislative machinery. Unlike municipalities,
many of which have acquired a constitutionally-protected home-rule status, school dis-
tricts are legally creatures of the state [Garber and Edwards (1962)].

With this constitutional framework, one would expect that school districts would sel-
dom be more than administrative arms of the state government. They would be like
counties, which were originally intended as dispensers for state-established courts, pub-
lic records systems, and public works. (Many urban counties have since been granted
home-rule charters and assumed the role of local self-governance that municipalities
have.) Yet for most of their history, American public schools have been the quintessen-
tial local public service, the focus of the most intense expressions of local preferences.
Efforts to detach schools from local control are almost always resisted, and the ex-
panding role of state and national funding has had to accommodate local demands for
autonomy [Kaestle (1983)].

The Federal constitution’s failure to mention schools does not disable Congress from
legislating on the subject. The spending power of Congress has been construed suf-
ficiently liberally that nearly any configuration of subsidies can be offered to local
education. It might be politically wise for Congress to channel such funds through the
states, and it usually does, but there is no requirement that funds be allocated in any

http://nces.ed.gov/pubs2002/digest2001/tables/dt157.asp


Ch. 21: The Courts and Public School Finance: Judge-Made Centralization and Economic Research 1285

particular way. Federal funds can be made subject to conditions without, in the eyes of
the U.S. Supreme Court, infringing on powers reserved to the states.

What is slightly more hedged is Congress’ power to make the states and their schools
subject to direct regulation. One of the anomalies of studying constitutional law is that
the student is told at the outset that the federal government has only specific “enumer-
ated” powers. The “police power” is the ability to make regulations and enforce them
with legal penalties, and neither Congress nor the President is granted such general au-
thority. Much of the rest of the course, however, demonstrates that circumventions of
this disability have since the 1930s been tolerated by the federal courts. All Congress
has to do is say that the regulation is necessary to promote interstate commerce, whose
regulation is explicitly granted to Congress.

The Supreme Court originally regarded interstate commerce as applying only to
goods shipped across state boundaries, but in the 1930s, under pressure from New Deal
reforms, the Court relented and has until very recently not questioned federal author-
ity to regulate even the most local of activities, including schools. However, in United
States v. Lopez (1995), the Court made a small but definite step in the direction of
limiting congressional powers. The case coincidentally involved schools in that it over-
turned a conviction in federal court of a man who had possessed a firearm in violation
of a recent federal statute limiting their possession near any public school.

Despite the carte blanche for federal spending authority, federal support for public
education has always been small. One area in which they have played a role is in fa-
cilitating desegregation. Federal funds were dangled as a reward for compliance with
intradistrict desegregation by funding such experiments as magnet schools. Aside from
this, federal funding for schools has usually been part of an anti-poverty program rather
than an educational endeavor. The 2001 “No Child Left Behind” school funding legisla-
tion advanced by the Bush administration must be evaluated in this light. Although the
program is quantitatively modest, it occurs in a background of a historically small role
for the federal government and in the uncertain future of Supreme Court jurisprudence
concerning regulatory authority. A close watch on litigation involving these initiatives
might reveal to economists opportunities for examining important changes in school
finance and governance.

One final legal point involves the tension between compulsory education and parental
control. All states have laws that compel parents to send their children to school. Al-
ternatives to the public school, including private, religious and home-schooling, are
permitted but are subject to state regulation. Compulsory education itself is controver-
sial mainly among religious sects like the Amish, and wary compromises involving
sectarian schools seem to be the rule in these cases [Wisconsin v. Yoder (1972)]. But no
state can compel attendance at public schools exclusively. The movement to eliminate
nonpublic schools arose in the 1920s in several states. Instruction of recent immigrants
in religious schools, sometimes in a language other than English, was thought to un-
dermine American values. In Oregon, the Ku Klux Klan and, to a lesser extent, public
school teachers, pressed for an initiative that compelled public school attendance [Tyack
(1968)]. The U.S. Supreme Court struck it down in Pierce v. Society of Sisters (1925),
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which has become the lodestar of private schools for its dictum about parental rights
and responsibilities in education.

2. Origins of localism in American public schools

The theory of public finance is difficult to reconcile with the public’s attachment to
localism in funding and governing public education. Education is not a local public good
in the sense that economists understand that term. It fails in most respects to meet the
conditions of nonexclusion or nonrivarly. Would-be free riders can easily be excluded,
as the viability of private schools has long demonstrated. The concern about class size
is evidence that education is rivalrous in that dimension, and most evidence suggests
that schools and school administrative systems achieve optimal size at levels that could
easily be attained by private providers [Brasington (1997)].

On the other side of the size issue is the distribution of the spillover benefits of educa-
tion. The spillover benefits of having educated neighbors or co-workers are realized at a
geographic area that is unlikely to correspond to any school district’s boundaries for the
simple reason that Americans are so mobile. The benefits of even New York City’s huge
school system accrue to people in Los Angeles and College Station as well as in Man-
hattan and the Bronx. (New York City high school reunions are common in southern
California.) One puzzle of American education finance is why there is so much local-
ism, especially since most other high-income countries have largely centralized their
education–finance systems.

One approach to explaining the role of localism in American education is historical.
Cubberley (1919), a pioneer historian of education, summed up the origins of American
schooling as “completely local. . . Everywhere development has been from the com-
munity outward and upward, and not from the State downward” (p. 155). To illustrate
this localism, Cubberley pointed out that New England towns, which were the national
leaders in public education, financed schools by property taxation of separate districts
within the town itself, not by taxation of the town as a whole (pp. 43, 162, 235–240). The
submunicipal district system spread to most other states in the North and to much of the
West, and it persisted well into the twentieth century, with critics constantly decrying
its tax-base inequalities and inadequacies [Reisner (1930)].

One line of investigation for this historical localism would be to investigate edu-
cation as a local economic development device. European settlement of the American
continent was a gradual and largely decentralized affair. Many entrepreneurs established
towns as a way of attracting settlers and thereby increasing the value of their real es-
tate [Reps (1965)]. One of the attractions for would-be settlers was the availability of
a primary school. One such entrepreneur was William Cooper, who established Coop-
erstown, New York, in the 1790s and incidentally sired the novelist James Fenimore
Cooper. The senior Cooper laid out lots, provided financing for new farms, and estab-
lished a public school all with an eye toward attracting settlers [Taylor (1995)]. Similar
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anecdotes can be found in other sources, but I am unaware of any that systematically
explores the connection between competitive town-founding and the system of edu-
cation that was developed subsequently. Studies of the development of the American
high school in the early twentieth century do emphasize competitive impetus of the
movement, which propelled American education far ahead of European nations [Goldin
(1998)]. Competition among districts has been convincingly established as an important
contributor to the quality of public schools [Hoxby (2000)].

The system of education that developed in northern states in the nineteenth century
was based on districts whose dimensions were determined by walking distances. Most
municipalities thus had numerous districts. The first consolidation movement occurred
in larger cities in the late nineteenth century, according to Tyack (1974). Many had in-
herited the rural system of local districts, and even urban schools that were consolidated
into a city-wide district often had a decentralized ward governance system. But the im-
petus to enlarging their geographic scope had little to do with internalizing spillover
benefits. The movement was largely promoted by professional educators.

One of the drawbacks of the district system for teachers and administrators was em-
ployment insecurity. Teachers complained of having too many masters and of arbitrary
treatment by parents, community members, and meddling politicians. Administrators
complained of political resistance to curricular changes. Even where job conditions
were satisfactory, continuation of schools for more than a year was often uncertain.
(As an aside, I found that most nineteenth-century rural school systems had regular ses-
sions in the winter and the summer. The twentieth-century tradition of summer vacation
was not an agrarian holdover, as is popularly thought [Fischel (2003)].)

The response to these conditions was primarily organizational, and it was inspired by
the managerial revolution in business that was going on in early twentieth century. Con-
solidation of authority into a corporate-like board of education, with its powerful CEO –
the superintendent of education – was a major political goal of educators. It paralleled
the rise of the council–manager system in municipal governance, in which a profes-
sional manager, consciously imitative of the new business manager, was selected by an
elected council [East (1965)]. The city manager, like the superintendent of schools, was
intended to displace day-to-day administration by council members, who were gener-
ally expected afterward only to be lawmakers and passive overseers of the professional
manager.

This same movement produced the nominal divorce between municipality and school
district. Most local school districts are now governed and financed separately from the
municipality. (Municipal boundaries and school-district boundaries are seldom exactly
congruent any more, which raises both empirical and theoretical problems for econo-
mists which will be discussed in Section 4.) The first “centralization” movement wrested
direct control over education from parents and municipal politicians and gave rise to the
CEO-style superintendent of schools and the subservient elected school board [Tyack
(1974)].
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3. Capitalization, asset risk, and the persistence of localism

The historical account of the centralization of school districts moves a bit too quickly,
though, in its implication that voter and parental control was usurped by a power-
ful education establishment. There are economic reasons to suspect that local control
would remain strong in municipalities and school districts. Unlike boards of directors
of the business corporation, who got in bed with the CEO and let him run the show at
the expense of stockholders, elected city councils and school boards closely monitored
the city managers and the school superintendents they hired. They were more faithful
agents of their principals, the local voters, than business boards of directors [Fischel
(2001)].

One explanation for retention of representative governance in school districts is risk
spreading. The conventional reason for why CEOs control their boards is stockholder
diversification. Since no single stock greatly affects the wealth of a holder of a diversi-
fied portfolio, few stockholders have much interest in making costly efforts to monitor
boards and managers. In local governments, by contrast, the “stockholders” are property
owners, and the most numerous property owners are homeowners. They are the residual
claimants of the success and failures of their cities and school districts. Starting with
Oates (1969), innumerable studies have found that better local services and lower taxes
raise owner-occupied home values.

Both the current flow of services and taxes and the capitalized value of future flows,
which affect their home values, make homeowners highly interested in managerial
slacking. Unlike corporate stockholders, most homeowners cannot diversify the risk
of managerial failures. They can indeed “vote with their feet” if schools get bad, taxes
rise without offsetting benefits, or environments deteriorate. But because these condi-
tions are usually observable by potential homebuyers, sellers would suffer a large and
concentrated capital loss. So they become much more watchful of what happens in local
government.

This offers one possible explanation for the persistence of localism in providing
public schools. The local property market gives voters incentives to monitor the per-
formance of their elected boards and superintendents. Studies too numerous to name
have found that better schools are capitalized in home values [Haurin and Brasington
(1996), Jud and Watts (1981)]. One form of monitoring is fairly obvious, since the local
consumers of education are parented by a subset of local voters. They do not need to
wait for distant analysts to provide them with news about a poorly run school.

The fraction of local adults who have children in school, however, is low. Even at
the height of the baby-boom generation’s attendance in school it seldom exceeded fifty
percent of households. Nationally, about 15 percent of the population is in public school
in the year 2000, and only about a third of the adult population are parents of children
under 18 [Fields and Casper (2001)]. If school expenditures served only the interests of
currently-existing families with children, majoritarian preferences would tend to under-
fund schools.
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Voters without children in public schools are nonetheless interested in their operation.
Most of them are homeowners who know that an important set of potential homebuy-
ers will be interested in school quality as well as tax rates [Mayer and Hilber (2002),
Sonstelie and Portney (1980)]. Capitalization of local schools and school taxes makes
for more attentive stockholder–voters [DiPasquale and Glaeser (1999)]. Such capital-
ization is much less likely to occur at the state level because the larger area of a state
precludes the land-scarcity necessarily for capitalization and because supplier interests
are apt to be more successful in manipulating politicians at the state level.

So much research has established the importance of schools for home values that a
interesting variant is how the conditions in which capitalization might not work well
as a guide to local education policy. One possibility arises when a significant fraction
of voting adults hold no interest in property that would be adversely affected by poor
school performance. Cities with large fractions of renters might be less interested in
local schools [Carroll and Yinger (1994)]. Indeed, long stayers might want to discourage
competition for existing housing. But renters tend to participate less in local government
anyway, so their greater numbers might not be accompanied by greater influence [Verba
and Nie (1972)]. And rent-control, formal or informal, allows them to capitalize, to
some extent, the benefits of local improvements.

Better candidates for alienation of voters from school capitalization might be com-
munities with a large fraction of the population living in adults-only retirement com-
munities. Another might be homeowners whose communities are undergoing transition
to rental housing or commercial development, for which schools might be less impor-
tant to potential buyers. Still another might be racial or ethnic hostility to newcomers
[Poterba (1997)], though the capitalization principle says that trashing the schools for
this reason is a costly form of racial animosity, since it would reduce the value of the
old-timers’ homes.

Capitalization can also provide incentives for efficiency even if local voters are not
very successful at monitoring school superintendents’ performance. As long as the su-
perintendent is dependent on the level of local taxes, she will have some incentive to
adopt efficient policies [Hoxby (1999)]. This is because local tax collections, particu-
larly property-tax collections, will be sensitive to the quality of schools. Thus as long
as homebuyers can tell a good school district from a bad one, the school superintendent
will have more revenue at her disposal if she makes efficient decisions about schools.
Again, this will generally not be true when the state provides the marginal dollars to
the district. In that case, a revenue-maximizing superintendent will be dedicated to ob-
taining more revenue from the state legislators or administrators, and education that is
valued by homebuying parents will only coincidentally be provided.

A potentially interesting area of research is how homebuyers know which schools
are good. Recent studies suggest that housing prices respond to test scores more than
to spending itself. Even when neighborhood characteristics are controlled for in sophis-
ticated ways, it appears that a good school can raise housing prices by amounts that
are comparable to the cost of private-education alternatives [Black (1999), Bogart and
Cromwell (1997)]. Yet surveys of homebuyers with children in school reveal that most
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cannot accurately rank test scores, taxes, or spending in their own district compared
to nearby districts. Some theories suggest that people use heuristics to judge schools
[Bickers and Stein (1998)]. Absence of graffiti turns out to be a reasonable proxy for a
well-run school [Schneider et al. (1998)]. But the microeconomics of the operation of
this market are not well specified.

4. School district boundaries and municipal zoning

The Tiebout–Hamilton model of property taxation describes the conditions under which
public school spending can be privatized. [Tiebout (1956) and Hamilton (1975) are
discussed in Nechyba’s essay in this volume.] A necessary condition for its operation
is that localities have control over their land use. They must be able at least to prevent
land developers from building homes whose property-tax revenues do not exceed the
anticipated expenditures on schools that the new occupants will generate. I have argued
that most municipalities have the power to do something very much like that through
existing zoning requirements and monetary and in-kind exactions on development that
is permitted [Fischel (1992)].

What has not been addressed at any length is that school districts themselves lack
zoning authority. Only general municipal governments – cities, towns and, in states
where they serve municipal functions, counties – can do zoning or impose exactions.
This would not seem to be much of a problem where the school district is coterminous
with the municipality. There still are some “dependent” school districts in the United
States, in which the city council controls school funds as well as other municipal rev-
enues. The zoning side of city hall could surely coordinate its efforts with the school
finance side. But the dominance of the “independent” school district would still not
be problematic where boundaries of districts and municipalities are coterminous. City
commissions making zoning and planning rules have every incentive to do what the
school-board itself would do if it had the authority.

Only in New England and New Jersey do municipal and school district boundaries
match for almost the entire population. (Users of the U.S. Census of Governments will
miss this fact because the Census perversely refuses to regard New England towns and
the townships of several Northeastern states as true municipalities.) In much of the rest
of the country, school districts cross municipal and even county lines with apparent
impunity. The reason for this is the school consolidation movement. The number of
districts fell from 83,642 to 15,987 between 1950 and 1980, and it has now leveled off
[Kenny and Schmidt (1994)].

Most of the loss in districts is statistically inconsequential, since it involved lightly
populated and often declining rural areas. More important have been the unification
of urban districts that were formerly divided between several elementary districts and
a single high school district. The resulting “unified” district governs all schools from
kindergarten through high school. The creation of large unified districts often combines
several municipalities and unorganized county areas. In these, the congruence of zoning
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authority and schooling would appear to be weak. A possible question for economic
research is whether either land use or school policies and outcomes are different in
areas in which school and city are more or less congruent.

Several cautions are in order. It could be that the constituent municipal governments
of the school district are cooperative with regard to zoning decisions, so that fragmen-
tation of authority does not lead to disregard for the well being of the fiscal condition
of the district. Some studies indicate that zoning decisions by one locality are imitated
by nearby municipalities [Rolleston (1987), McMillen and McDonald (1991)], though
whether this indicates cooperation is not clear. I have seen instances of school impact
fees being assessed by a municipality and handing the money over to a school district
of which it was only one part. There may be more cooperation among municipal gov-
ernments because of the many opportunities for repeated interactions and from the fact
that their constituents know each other through participation in school affairs. The “beg-
gar thy neighbor” strategy of putting noxious land uses on downwind borders is more
common on the blackboard than in reality.

I should not give the impression that the overlap between city and school district is
nil. In most states that have smaller than county districts, it is rare for a city to be di-
vided among several districts. The most common type of district encompasses an entire
municipality and its surrounding hinterland or another municipality. The internalization
of land use decisions may be less problematic than it looks on the maps. My preliminary
(unpublished) survey of school district structure in the states suggest that district bound-
aries are chosen with some consideration for municipal boundaries. It is uncommon, for
instance, for a city to be divided into more than one district.

One consideration in district formation is including enough tax base to finance
schools. One objective of California’s district unification was to create districts whose
tax bases were not too unequal [California State Board of Education (1998)]. Thus
low-income cities would often be included in an area that had substantial commer-
cial tax base, while high-income residential districts would not get such a tax-base
enhancement. This possibility may be important for understanding tax-base issues. Far
from being the “accidents of geography” that school-finance litigators decry, school dis-
tricts represent at some point conscious attempts to have sufficient tax base. Sonstelie,
Brunner and Ardon (2000) found that even before Serrano, school districts with lower-
income housing often had a substantial nonresidential tax base, and Hoxby (2001) found
that California spending and wealth disparities were relatively low even prior to the Ser-
rano litigation.

A further subdivision of school districts is also worth scholarly attention. Most dis-
tricts have several schools, and allocation of students among those of the same type
(elementary, middle and high school) are usually by contiguous neighborhoods. (There
are intriguing exceptions: West Bend, Wisconsin, has two high schools next to one an-
other, and students are assigned on the basis of odd and even birthdates.) One way of
preserving some sense of municipal identity within a large school district would be to
have attendance boundaries coincide with municipal borders.
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In areas with relatively little housing construction, these boundaries can be stable for
a long time. This offers an opportunity to examine samples of students who attend dif-
ferent schools, which may differ in quality, in settings in which the financial conditions
are presumably the same. (One would be wise to check the validity of this, as there has
been litigation about it, too.) Sandra Black has exploited a Massachusetts sample of this
type to obtain more precise estimates of the extent of capitalization of school quality
into housing values. Bogart and Cromwell (2000) have examined the consequences of
changing attendance boundaries in a Cleveland suburb, though it is not apparent from
this article why the district would have undertaken a program that appears to have low-
ered their home values.

5. The decline of localism in the twentieth century

The principle of capitalization of school quality in home values offers one explana-
tion for why localism persists in American education, but local control may also be the
product of particular institutional settings. One of these is the geographic districting
of state legislative boundaries. The proportional voting systems of Europe never got a
foothold in the United States. Although electoral districts do not necessarily correspond
to school-district boundaries, state legislative districts are usually drawn with some re-
spect for local boundaries. Thus local governments and school districts are apt to have
a strong collective voice in their state legislature. Of course, it could be that Ameri-
cans’ interest in local control is why all states select representatives in winner-take-all
elections in distinct and fairly stable geographic districts. Legislatures elected in such a
manner are apt to be sensitive to the preferences of local voters.

What the foregoing does not explain, however, is why localism in education has been
in decline for the latter two-thirds of the twentieth century. An event that might explain
some of this is the imposition of the one-person, one-vote rule on state legislatures in
the 1960s. Up until Baker v. Carr (1962), the apportionment of state legislatures was
regarded by the U.S. Supreme Court as a political question beyond the reach of the
courts. Baker v. Carr changed that, and subsequent rulings by both federal and state
courts quickly required that both houses of the bicameral state legislatures (only Ne-
braska is unicameral) had to be apportioned on the basis of population. Many states
had explicitly used counties or towns as the basis for representation in the upper house,
with the result that large cities were often underrepresented and rural counties overrep-
resented in the state senate. Reluctance to reapportion in response to population change
(rural decline and suburban growth) also contributed to malapportionment.

By 1970, all state legislatures conformed fairly well to the one-person, one-vote stan-
dard. This resulted in less correspondence between local boundaries and state legislative
boundaries, which could have weakened the voices of local governments and provided
an opening for teacher unions and other supplier interest-groups to increase the state’s
role in funding education. I know of no research into this particular implication of reap-
portionment, but before undertaking it, one should ask how much malapportionment
there was previously.
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One of the reasons for the general success of judge-made reform of legislative appor-
tionment may be that it did not make too much of a difference. Lower houses of most
state legislatures usually were represented by approximately equal-sized districts, and
even most upper houses had only a few egregious outliers. (The national champion was
Los Angeles County, which with a quarter of the state’s population had but one rep-
resentative in the 40-seat senate, since no county could have more than one.) Political
scientists have shown that the most numerous gainers from reapportionment were sub-
urban districts [Reichley (1970)], and the suburbs have long been a mainstay for local
control of schools.

A Pollyannaish but possibly valid reason for the decline in localism is that the wider-
than-local benefits of education are perceived to have risen. If either the area over which
educational benefits has expanded or the percent of education’s benefits internalized in
wages and personal utility has declined, a larger area and larger population government
might better handle either externality than local school districts.

This explanation does not fit the facts, though. Geographic mobility among Ameri-
cans has always been high. If anything, it has declined in the last two or three decades
[Fischer (2002)]. The education of children has for more than a century returned only
a fraction of whatever spillover benefits education may have to the community that fi-
nanced it. It is also not clear that spillover benefits to education have increased. There is
evidence that returns to education have risen in the last two or three decades, but most of
the economic benefit is internalized by the educated person in the form of higher wages.
The part that cannot be internalized does not seem to have grown by any measurable
statistic, though one must admit that such a metric would be hard to come by. For these
reasons, the centralization of education finance does not seem to have resulted from a
desire to get a better match between the area benefited and the area paying the cost.

A public-choice account of the centralization of education would have to begin with
the rise of teacher unionization. Teacher unions are the biggest – indeed, almost the
only – success story of American labor unions in the last forty years. Most unions, if
not most teachers, appear to benefit from having a state legislature to deal with rather
than a group of fragmented local districts whose attentive taxpayers are well represented
on local school boards [Hoxby (1996)]. In this respect, state funding is just another
step in the centralization movement that brought the strong-manager approach to city
governance earlier in the twentieth century. But just asking qui bono is not satisfactory
by itself when the mechanism for gain is not well specified. Municipal governments
have become unionized without enduring as much pressure for centralization of their
finance. Unlike school districts, the number of municipalities has risen over the century,
and the ideology of decentralization still seems to hold sway.

I will presently identify the court system as a prime mover of centralization in the last
thirty years. Teacher unions have often offered friend of the court support for plaintiffs
who seek more centralized finance, but none to my knowledge has ever taken the lead
role in recruiting plaintiffs and prosecuting the cases. Perhaps the reformist lawyers
who bring these cases are stand-ins for teacher unions, but the connection is not at all
obvious. As I think it is worth recounting in some detail, judge-made centralization
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in education came from a particular concern and in a form that continues to influence
education funding to the present day.

6. Are judges doing what voters want but politicians will not deliver?

I will presently trace the sequence of events in which judges got into school finance.
A preliminary question is whether the judiciary was undertaking something that the
majority of voters wanted but which the political market failed to deliver. After all,
polls that ask people about equality of educational resources find that large majorities
favor the principle [Reed (2001)]. Most such polls, however, do not frame the question
in terms of giving something up (like local control) in order to get more equality of
expenditure.

Whether voters favor local control has a fairly unambiguous answer. Prior to the onset
of successful litigation, school-finance activists of the 1960s and early 1970s took their
case to the people. Half of the states allow for some form of statewide voter initiatives.
The clearest and cleanest evidence comes from statewide referenda and initiatives prior
to the Serrano decision. (Those that came later give less clear signals because of the
spreading influence of the court cases.) The issue of whether school financing should
be shifted from the local property tax to a statewide tax was put on the ballot in sev-
eral states. As Carrington (1973) pointed out, voters rejected these proposals in 1972
in California, Colorado, Michigan and Oregon. A proposed constitutional amendment
to centralize school financing was also rejected by voters in Michigan in 1971 [Hain
(1974)]. Voters in Maine overwhelming rejected a Serrano-inspired statewide property
tax system for school finance after four years experience with it in 1977. Even the towns
that supposedly benefited from the plan voted against it [Perrin and Jones (1984)]. A few
years before a court-ordered reform in 1979, voters in the state of Washington rejected
two referenda that proposed an income tax and a corporation tax to relieve local districts
of the obligation to fund schools [Gale (1981), Theobald and Hanna (1991)].

Even after Serrano, referenda that asked voters to approve the taxes required by
plaintiff victories were rejected. West Virginia voters declined in 1984 to approve a
revenue-equalization bill that responded to its court’s Serrano-style decision of Pauley
v. Kelly (1979). On May 5, 1998, Ohio voters rejected by a four-to-one margin a pro-
posal to replace local property taxes, whose variations were found unconstitutional by
the Ohio Supreme Court in DeRolph v. State (1997), with a two percentage point in-
crease in the state sales tax. New Jersey’s incumbent governor, Jim Florio, is widely
believed to have been defeated for reelection in 1992 as a result of his attempt to comply
with court-ordered school finance in Abbott v. Burke (1990) [Harrison and Tarr (1996)].
I cannot locate a single statewide initiative or referendum in the post-World-War-II era
that proposed to equalize school spending or taxable resources by centralizing funding
and came anywhere close to passing without a court-ordered reform preceding it.

California’s Proposition 13, adopted by a 2-1 margin in 1978, cut rates to one percent,
which reduced property taxes by half. Its limit on reassessments to no more than two
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percent per year has kept property taxes extremely low. It is often given as an instance
in which voters did choose to send school taxing responsibility to the state. It would
be a counterexample to my rule if Proposition 13 did not come directly after legislative
compliance with the Serrano decision. In the decade before 1978, voters in California
had rejected by wide margins at least four initiatives that proposed to increase the state’s
role in funding education and reduce reliance on local property taxes [Allswang (2000)].
Once Serrano had made state control a faite accompli, voters had no reason to want to
retain the local property tax and grabbed the first initiative available [Fischel (1989,
2004)]. When property taxes buy better schools, voters are unwilling to give up local
control by switching from local property taxes to state taxes. It was not a failure of the
political system that maintained the local finance system.

There is actually some evidence that the political failure was not a matter of politi-
cians failing to deliver school-finance reform that voters desired. It was instead a matter
of politicians persuading judges to give them cover to undertake reforms that voters did
not want. While most litigation was sponsored by civil rights lawyers who were more-
or-less independent of state politics, they often got a boost from elected officials whose
reforms would result in their defeat if proposed by the elected officials themselves. In
California, the named defendants for the state actually switched sides after the trial court
ruled against them. In the critical Serrano II case in 1976, which was decided by a one-
vote margin, Wilson Riles, the State Superintendent named as a defendant, provided
material assistance to the plaintiffs and left the appeal to the understaffed lawyers of
Los Angeles County [Elmore and McLaughlin (1982)].

Another example was Kentucky. According to Dove (1991), the litigation in Rose
v. Council (1989) that resulted in Kentucky’s landmark decision was the product of a
“friendly suit”, one in which the nominal parties have no real disagreement. The trial
judge had co-authored a book on education law with the plaintiffs’ principal expert, but
the defense declined his offer to recuse himself. The state governor switched sides after
the trial judge ruled for the plaintiffs. The plaintiff’s victory on appeal was the occasion
for the governor to reverse his campaign pledge not to raise taxes. Of course, these and
other examples of friendly suits in Washington, Massachusetts and Connecticut might
actually be the stuff of ordinary politics in these states [Enrich (1995)]. Even if they are,
they do illustrate the importance of the school finance litigation movement in changing
the shape of political outcomes.

7. Judges entered school finance via Brown v. Board of Education

Brown v. Board of Education (1954), held that legally segregated facilities violate the
Equal Protection Clause of the U.S. Constitution. The case has become an icon to the
public. Critics can denounce the Supreme Court for all sorts of decisions, but hardly
anyone criticizes the result in Brown. Even Bork (1990), whose jurisprudential philos-
ophy is as far removed as possible from the Warren Court that decided Brown, found it
necessary to fit Brown into his view of what courts ought to do.
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In the process of becoming the symbol of Civil Rights, Brown’s interpretation has ex-
panded. Its original importance was its reversal of Plessy v. Ferguson (1896). Louisiana
had required its railroads to provide “separate by equal” accommodations for whites
and blacks. Neither blacks nor railroads cared for the law, but the U.S. Supreme Court
upheld it in Plessy against the charge that it violated the equal protection clause. In
1954, the Supreme Court changed its mind about separate but equal in a case involving
racial segregation in public schools. Brown was no more about schools than Plessy was
about passenger railroads. Both addressed legally-enforced separation of the races in
any situation.

Brown became a public education case only in retrospect. School desegregation was
among the more contentious issues arising from the Court’s attempt to enforce Brown.
The tradition of local control made public schools more resistant to changes imposed
from above. President Truman could desegregate the armed forces with a single com-
mand (which he issued in 1948, well before Brown), but 20,000 school districts had
for centuries regarded themselves as equal partners with the states and not a partner at
all with the federal government. A nontrivial minority of them actively resisted deseg-
regation, and many that did not resist were nonetheless hostile to broader remedies to
desegregate schools across district lines.

Civil rights lawyers were disturbed that school desegregation did not seem to benefit
blacks very much [Wise (1967)]. The flight of whites and better-off blacks to suburban
jurisdictions and private schools made many urban desegregation victories Pyrrhic. In
the South, it was not so difficult to implement busing because most Southern school dis-
tricts encompassed entire counties. County school districts were probably the Southern
norm because they facilitated state-imposed segregation [Margo (1990)]. If so, it was a
strategy that boomeranged. After passage of Civil Rights legislation in the mid-1960s,
the U.S. Justice Department usually blocked attempts by white groups to secede from
the county school district in order to avoid being subject to busing [Motomura (1983)].

School districts in the north were another matter. Integration would have required bus-
ing across the boundaries of its many small districts. However, the U.S. Supreme Court
in Milliken v. Bradley (1974) held that interdistrict busing could not be ordered unless
the (usually) suburban district could be shown to have a direct party to intentional seg-
regation. That was usually not the case, or at least not provable, so central-city schools
in northern and western states became disproportionately black. (One state court, Con-
necticut, has ordered interdistrict remedies in Sheff v. O’Neill (1996) after finding that
school finance reform ordered in a previous case, Horton v. Meskill (1977) was ineffec-
tive [Ryan (1999)].)

8. School finance enters the court on tax-base differences

Observing that the busing remedies the followed Brown had not brought much deseg-
regation, several civil rights attorneys tried a different approach [Henke (1986)]. They
took the position that if the poor and minorities were going to be stuck in central cities
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as whites left, at least their children should be eligible to be educated in decent schools.
Several cases were brought in federal court to remedy this under the claim that poor
students and poor districts were discriminated against because they had inadequate eco-
nomic resources for education. Their chief constitutional platform was the Fourteenth
Amendment’s guarantee of equal protection of the laws.

It was not fanciful to do so in the 1960s. A few Supreme Court decisions in that era
had seemed to move Equal Protection jurisprudence from political discrimination and
toward economic inequalities. One milestone was the requirement in Gideon v. Wain-
wright (1963), that indigent defendants in criminal cases had to be provided with a
state-funded attorney. It did not seem too great a step for the Court to require the state
to provide a competent lawyer for impecunious criminal defendants to having the Court
require a competent education system for people who had done nothing to deserve the
wretched systems they were stuck with.

This approach did not work. The federal courts in the late 1960s did not agree that ed-
ucation should be regarded as a right subject to strict-scrutiny analysis under the Equal
Protection Clause. (“Strict scrutiny” places a high burden of proof on the government
to defend its laws, in contrast to the easily-met “rational relationship” to some govern-
ment purpose that ordinary legislation is subject to. The former burden is hardly ever
met when either a “fundamental right”, such as speech, or a “suspect classification”,
such as race, is burdened by the law in question.) As a practical matter, the federal trial
court in McInnis v. Shapiro (N.D. Ill. 1968) regarded the desired remedy in the early
school-finance cases as beyond their ability to establish or monitor. How would a judge
know when enough resources had been provided to remedy the deficiency? Judges also
wondered how to distinguish the right to a good education from the right to other eco-
nomic benefits. If poverty were a “suspect classification” that raised equal protection
scrutiny in public schooling, what other inequalities of a capitalist system would sur-
vive litigation? The Supreme Court implicitly agreed by declining to review this and
related cases.

After this initial defeat, the civil rights lawyers needed a backup plan to attack the
inequalities left by the respect for school district boundaries in Milliken. Plan B was the
brainchild of Professor John Coons and two of his Northwestern law students, Clune and
Sugarman [Coons, Clune and Sugarman (1969, 1970)]. They argued that inequalities in
school-district property-tax bases should be the object of equal protection remedies.
Tax-base inequalities had a quality that personal inequalities lacked. As a matter of
formal law, school districts were the product of state government, and state governments
had, by creating districts with unequal tax bases, flouted the canons of equal protection,
according to this argument. The focus on an inequality of state-authorized tax bases
got around the problem of extending the equal protection clause to an indefinite class
of economic outcomes. Judges could thus distinguish cases about financing schools –
something provided in the public sector – from the financing of ordinary private goods.

The remedy that Coons, Clune and Sugarman argued for had another advantage. It
did not seem to require that the courts get involved in allocating educational resources,
a problem that had made judges in the previous cases so wary. Coons, Clune and
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Sugarman argued simply that local tax bases be pooled in a fashion that they called
district power equalization (DPE). It required districts with a large tax base (per pupil)
to, in effect, share their taxable wealth with districts that had smaller tax bases. Their
defining rule was that for any given tax rate, each district should be able to generate
the same amount of revenue per pupil, regardless of its own wealth. (I will examine the
economic implications of this in Section 12.)

DPE seemed like an ideal way around judicial reluctance to enter the school finance
field because its remedy was easily monitored – local tax rates and tax bases are read-
ily calculated – and did not require complex political and educational judgments. Tax
base sharing seemed to have a stopping point on the economic spectrum. Judges could
see that private goods did not have to be allocated by pooling wealth, since the Four-
teenth Amendment applied only to public actions, not private decisions. Although some
additional footwork was required to differentiate fiscal equality for schools from fiscal
equality for municipal golf courses, beaches, and recreation areas, DPE seemed pro-
foundly reasonable, even conservative. It left schools and taxes in the hands of local
voters. Even its critics in academic law found little to object to. Feldstein’s (1975) ar-
gument that DPE did not make for true wealth neutrality seemed excessively technical
and too difficult to administer. “Let not the best be the enemy of the good” is another
common saying among lawyers.

9. Central-city residents might not benefit from tax-base sharing

One objection to DPE was noticed by Coons, Clune and Sugarman but largely ig-
nored by others. DPE was contrived as an indirect way to add educational resources to
inner-city schools. Since the federal courts would not order direct aid to such districts,
equalizing the tax base seemed like a reasonable second best. But some of these school
districts in fact stood to lose taxable resources by a straightforward application of tax-
base equalization. Inner cities had high concentrations of poor and minorities, so their
residential valuations were often low, but they often had disproportionate amounts of
nonresidential property to tax. And many had relatively low public-school populations,
as whites and middle-class families with school-age children had left for the suburbs or
sent their children to private schools. Even the back-to-the-city movements by middle
class are dominated by the childless and those able to afford private schools.

Coons et al. apparently assumed that the evidence that the poor and blacks would be
hurt by DPE was not general. One reason for believing this was that prior to special
studies of 1970 census data, one could not match school district data, from which tax-
base per pupil could be calculated, with U.S. census data for income and other personal
data. Thus most of what was known about tax base and family income was anecdotal.
In any event, Coons et al. regarded the role of DPE as establishing a “rational” system
from which the state could make appropriate transfers to help the needy students [Coons
(1978)].
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Most other members of the school finance litigation group, however, assumed that
DPE would help almost all of the poor, and where it did not, more ad hoc equal pro-
tection arguments would prevail. This faith was apparently not shared by the NAACP
Legal Defense Fund, the mainstay of the original civil rights movement, which politely
declined to get involved with school-finance litigation [Greenberg (1994)]. The NAACP
may also have been concerned that centralization of school funding would undermine
the authority of locally-elected officials who, in an increasing number of larger cities,
were African-American.

I have personified the school-finance litigation movement as civil-rights lawyers and
legal scholars. Lawyers are normally supposed to be agents for their clients, who are the
aggrieved parties. Searching for clients was once frowned upon. The common-law crime
of recruiting clients with no real grievances is called “barratry”, and it and the related
tort of “champerty” (contingent-fee agreements) have been almost entirely expunged
from American law. It is nonetheless of some interest in examining the school-finance
litigation movement to observe that it was not popular movement. Residents of low-
wealth districts did not initiate most of the suits, though those that were recruited were
usually pleased when their side won.

Funding for the school-finance litigators came initially from foundations, especially
Ford and Carnegie, and from federally-financed poverty-law programs [Lee and Weis-
brod (1978)]. Although most of this financing dried up in the 1980s, litigation has been
partly financed by the courts themselves. Beginning with Serrano v. Unruh (Cal. 1982),
some state courts began granting victorious plaintiffs legal fees under the doctrine of
“private attorney general” [Friesen (1985)]. This holds that a private citizen who vin-
dicates a constitutionally-guaranteed right ought to be compensated. Thus some of the
school finance litigation has involved parties who face asymmetric costs. If the govern-
ment (representing the defendants) prevails, it does not collect any fees from the losing
plaintiffs. But if the plaintiffs prevail, they are paid out of the government’s funds. An
interesting question might be the extent to which the implicit state subsidy, where there
is one, accounts for the litigation itself.

10. The state courts took up school finance litigation after Rodriguez

The school-finance litigators tried the new argument about tax-base inequality (rather
than student disadvantage) in both state and federal court. The first decision was ob-
tained in California, to which Coons and Sugarman, the bearers of the DPE standard,
had both moved as law professors. In Serrano v. Priest (1971), the California Supreme
Court bought into the DPE argument – and seemingly every other argument that the
plaintiffs made. Although the 1971 case only reversed the trial judge’s ruling that Cali-
fornia law did not grant them relief even if all their facts were proved, its opinion made
it clear that it would not tolerate spending inequalities that resulted from inequalities
in local tax bases, and it affirmed this remedy in its second decision, Serrano v. Priest
(1976).
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DPE also succeeded in lower federal courts, which distinguished it from the previous
more general claims on equal protection grounds. San Antonio v. Rodriguez (1973), was
the first to reach the U.S. Supreme Court, which accepted it after the Serrano decision
was made by the state supreme court of California. (Serrano itself was not heard by
the U.S. Supreme Court.) Rodriguez presented the same issues as Serrano, though, and
the Coons DPE remedy was presented in an amicus curiae brief by Coons. (Friend
of the court briefs are common and sometimes influential supplements for the Court to
consider in major cases.)

The Rodriguez plaintiffs lost. Justice Powell’s opinion held specifically that education
was not a fundamental right subject to strict scrutiny under the Court’s equal protection
jurisprudence. He said that states’ preference for local control provided an acceptable
rationale for inequalities in tax base. Beyond that, Powell ridiculed the statistical com-
parisons of selected extremes that enabled plaintiffs to argue that property-rich and
income-rich were the same. It’s worth reading Powell’s opinion to offset the otherwise
ample evidence that statistical illiteracy is a prerequisite for a judgeship.

The vote in Rodriguez was 5–4. It precluded federal relief, but it did not preclude
litigation under state constitutions. Litigation has been brought in almost every state.
[For a recent scorecard, see Lukemeyer (2003).] This has allowed a variety of decisions
among the states, which presents the opportunity for a quasi-experimental examination
of changes in school finance, with the control group possibly being the states in which
plaintiffs lost their case.

I say “possibly” because one would want to know why some cases succeed and others
do not before using court decisions as random variables in a national study. Some states
may have seemed more ripe for equalization litigation than others, which could imply
that more general political and economic factors were at work. One would also want to
know the extent to which governors and legislators were surprised by the litigation and,
if they were not, whether they had done things to forestall its effect.

One thing does seem clear. The language of the state’s constitution does not seem to
make any difference for plaintiffs’ success. Hermeneutic examination by constitutional
scholars has failed to come up with either necessary or sufficient constitutional condi-
tions to predict state courts outcomes [McUsic (1991), Underwood (1994)]. Kitchen-
sink-style regression analysis has not yielded much, either [Figlio, Husted and Kenny
(2000)]. State courts reading seemingly identical constitutional language can arrive at
opposite conclusions.

This is less surprising than it might seem to people who have not studied con-
stitutional law. As was described in Section 1 above, state constitutional provisions
concerning education are largely hortatory and nebulous. The only clear violations of
having a “thorough and efficient” system would be for the legislature to neglect to set
up a school district in some part of the state in which school-age children could reside.
School districts are actually almost as pervasive as counties. Except for large govern-
ment reservations, school districts blanket the entire United States. Beyond that, there is
nothing that compels the judiciary to get involved in school finance. The great majority
of the education clauses are not placed in the state’s bill of rights.
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At the same time, there is almost nothing that compels judges to stay away from
the issue. The mention of schools and the deployment of various state equal protection
clauses opens the schoolhouse door to the judiciary in almost every state. Moreover, the
common-law tradition of judging, which is most active at the state level, encourages
borrowing ideas from other states [Langer (2002)]. In this respect, the Serrano decision
in 1971 was very important, since it came from a large state whose judiciary has had
considerable influence on the American development of common law, and whose con-
stitutional authority for its decision was less than explicit, as the dissent in Serrano II
pointed out. Other state judges who might be nervous about inventing new law could
point to an influential sister court that had ruled for plaintiffs on even thinner textual
basis.

The more obvious puzzle is why judicial review of school funding started to succeed
in the 1970s. Most of the education clauses date to the nineteenth century. Here again
the influence of Brown and the growing acceptance of judicial leadership in politics
that followed from it seems like the most plausible explanation [Carrington (1998)].
Consider the 1854 Indiana case, Greencastle Township v. Black (1854). It bore a re-
markable similarity to Serrano in holding, on state constitutional grounds, that local
property financing of schools discriminated against low-wealth districts and was there-
fore unconstitutional.

There the similarity ends. The Indiana legislature ignored the court’s decision, and
18 years later, the state supreme court acknowledged that there was nothing it could
do, and it simply reversed its previous decision, remarking that the schools had done
rather well without their reform [Stark (1992)]. Contrast this with the experience of
New Jersey, whose legislature in 1976 refused to pass an income tax supported by the
governor in order to fund a court-ordered school finance reform in Robinson v. Cahill
(1973). The court responded by ordering the schools closed (in July). The legislature
caved in within a few weeks and passed the state’s first income tax [Lichtenstein (1991)].

The other means by which courts can put legislators in line would be to declare a par-
ticular tax unconstitutional. Taxpayers could then refuse to pay it without penalty. Bond
rating systems would threaten to downgrade the state’s credit rating well in advance of
any suit, which would make litigation unnecessary. Talk among New Hampshire legis-
lators of refusing to go along with a court’s school-finance reform ruling brought just
such a threat, and the legislators promptly ceased talking about stonewalling the court
[Campbell and Fischel (1996)].

11. The ongoing influence of tax-base equalization (and spending equality)

After Rodriguez, the California Supreme Court promptly declared that its application of
the state’s equal protection doctrine was more expansive than the U.S. Supreme Court’s
holding, and Serrano was upheld and the DPE criterion became part of the decision.
Some other state courts felt obliged to follow the U.S. Supreme Court. Even this did not
necessarily deter litigation in these states, though. School-finance plaintiffs shifted their
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arguments to the state education clauses. In doing so, they also shifted the grounds for
relief from equality of distribution to adequacy of resources. It is possible that the latter
shift was made in light of California’s Proposition 13, which so limited the total amount
of property-tax revenues available that compliance with the Serrano decision resulted
in an equality of paupers.

Despite the shift of the courts away from equal protection, DPE and tax-base inequal-
ities have remained as central issues in school-finance litigation. In the three recent
plaintiff victories, Vermont [Brigham v. State (1997)] and New Hampshire [Claremont
v. Governor (1997)] and Ohio [DeRolph v. State (1998)], property-tax inequalities were
central to the court’s decision. The more recent plaintiff victory in Campaign for Fiscal
Equity v. State of New York (2003), however, deliberately slighted tax-base arguments,
since plaintiffs were suing on behalf of New York City’s school children, who lived in a
district that would normally be regarded as property-rich, as had been pointed out by the
New York Court in Board v. Nyquist in 1982 [Board of Education v. Nyquist (1982)],
when plaintiffs lost. In most cases, the source of a system’s inadequacies was traced
to its inequalities in local tax base. Reforms that complied with an adequacy standard
that left substantial tax-base inequalities were an invitation to the state government’s
lawyers for another unhappy day in court.

DPE’s centrality in school-finance litigation might be regarded as a fluke of history,
a substitute that plaintiffs grabbed once the real problem, poor education for the inner-
city poor, was not amenable to direct assault. DPE was the wedge to get into court,
a wedge, it turns out, was not really necessary after the state courts began to use edu-
cation clauses instead of equal protection. Even one of its original progenitors, Stephen
Sugarman, concedes that claims based on tax-base inequality are no longer necessary
to get into state court [Minorini and Sugarman (1999)].

Yet the persistence of tax base as a major concern in school-finance litigation may
not be just inertia. The federal judges were right in the pre-Serrano, pre-Rodriguez era.
Education is complicated, and courts do not have the wherewithal to monitor reme-
dies that focus on outcomes, processes, and goals. Tax-base per pupil really is an easy
standard to say and monitor, one in which inequalities look largely unjustified. Even
relatively sophisticated economists often characterize it as an exogenous constraint that
only the state (as opposed to the district) can do anything about. I shall explore why
this view of the local property-tax base is at odds with more sophisticated models of
economic behavior. The intention is not simply to criticize the view. It is to make econo-
mists think about what they should consider endogenous to their models and how they
might investigate the outcomes of school finance litigation.

12. Tax prices, tax rates and tax-base per pupil

Homebuyers with children put a substantial premium on residences with good schools.
Good schools thus raise housing values, creating the sort of virtuous cycle to promote
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efficiency alluded to earlier. To the extent that higher-income communities demand bet-
ter education, homes in these district will be more valuable. But this observation would
make one assume, as many economists do, that high income and large tax-base per
student are positively and strongly correlated. After all, goes the usual story, the ma-
jor element of the tax base is residential property, so high-income communities should
have more valuable tax bases. This is best expressed in the median voter analysis of
local public school spending decisions [Inman (1978), Romer, Rosenthal and Munley
(1992)]. In this model, potential voters within a community are ranked from lowest to
highest income (or wealth or home value). Political transparency is assumed; public
officials do what the majority wants, which, in the model’s formulation, means the pref-
erences of the median voter always prevail. This permits the analysis of collective goods
through the preferences of a single individual. (Operationally, the median voter is not a
particular person but a vector of characteristics, which makes the model stable even if
there is population turnover. As long as the emigrant is replaced by an immigrant with
the same characteristics, the model’s predictions are unchanged.)

Figure 1 represents such a tradeoff for two separate communities, Richdale and
Poorville, juxtaposed on a single graph. The vertical axis is private disposable income
(other goods), and the horizontal axis is school services. The tax price is the amount
the median voter must pay in taxes for an additional unit of school services. Richdale
and Poorville are assumed to be able to tax only residential property, and the value of
their residential property is exactly proportional to personal income. The measurement
of school services has been normalized so that the tax price in this baseline example is

Figure 1. Rich and poor residential communities have the same tax price.
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minus one. (The chief adjustment would be for the “pureness” of public goods, since
in that case the tax price declines as more people join the community. Schools are as-
sumed here to be private goods offered in the public sector, so that per household tax
prices would be the same under the previously stated assumptions.)

Proportionality of personal income to residence value is assumed throughout this
discussion to allow tax rates on housing to be expressed graphically as tax rates on
income. This does not reach the important capitalization point that Hoxby (2001) makes,
which is that positive capitalization rewards successful districts. But my formulation
does address a point she neglects, which is that the tax price can be greatly affected
by the presence of nonresidential property and differences in school enrollment among
communities, both of which are important in school-finance cases.

Figure 1 illustrates a persistent source of confusion between school finance lawyers
and economists. Lawyers, particularly DPE advocates, often argue that the school
property-tax rate is the price of education [e.g., Coons (1978)]. Richdale obviously has
a lower tax rate to obtain school services S1. Richdale’s rate (as a percent of income)
is (P4 − P3)/P4, which is much less than Poorville’s rate, (P2 − P1)/P2. Economists,
however, would say that the tax price of schools in the two districts is exactly the same.
In order to obtain S1, Richdale must spend P4 − P3 in taxes, and Poorville must spend
P2 − P1 in taxes, and P4 − P3 = P2 − P1, since the budget lines are parallel.

If DPE were to be adopted, the net budget lines of both communities would change as
shown in Figure 2. The broken lines are the new net budget lines for a DPE system. DPE

Figure 2. DPE transfers (tax-base equalization) creates different tax prices.
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requires that each district (and hence each median voter) must pay the same fraction
of her income (same tax rate) if they both choose the same level of schooling. The
shape of the DPE budget lines is easiest to see from the intercepts. On the vertical axis
intercept, no schools are provided, so there is no transfer and DPE and local finance are
the same. At the horizontal intercepts, both districts spend 100 percent of their income.
DPE would require that for the same tax rate (100 percent, in this case), both must get
the same level of schooling. To do this, Richdale must disgorge S1 − S3 of its school
services to Poorville, which gets an additional S3 − S2 in schooling. Thus S3 is midway
between S2 and S1 on the horizontal axes, and the two new lines are linear in order to
maintain the same ratio of taxes to income for any given level of school services, as can
be seen by the geometry.

I will be examining the DPE system through this graph, which may seem to readers
excessive for a system that for all its rhetorical influence is actually seldom applied in
its pure form. However, the graphical comparisons illustrate a more general quality of
school finance reform systems that Hoxby (2001) pointed out. They are tax systems
by the higher government (the state) imposed on local school districts. DPE shows this
quite clearly in that tax prices of both jurisdictions are changed by DPE. The effect
of the DPE reform is to tax local school spending in Richdale and to subsidize it in
Poorville. But other popular reforms are also tax systems and alter tax prices. A system
of state grants funded by income or sales taxes but distributed on the basis of district tax
base is also a tax system, even if no locally generated revenues are transferred from one
district to another. Withholding funds from Richdale because it has sufficient tax base
in the state’s opinion is a tax, while giving funds to Poorville for lack of local tax base
is a negative tax and thus reduces its tax price.

Figure 2 shows that a multiple jurisdiction DPE system could allow districts to choose
to spend different amounts. The broken lines are budget lines, and districts can choose
any point on them. But there would be, as advocates of DPE expected, a tendency toward
convergence in spending. Poorville faces a lower tax price and so would choose more
schooling, while Richdale faces a higher tax price and presumably would choose less in
the long run. (School finance advocates often assumed that the Richdales of the world
had zero price elasticity of demand while Poorville had elastic demand, which is why
they generally expected DPE systems to increase total expenditures on education.) DPE
is not the only transfer system that raises the tax price to the higher spending district,
but it does so in an obvious fashion.

It is tempting to see the subsidy that Poorville gets as a higher government subsidy
of the type suggested to internalize the spillover benefits of education. The analogy is
not apt, though. Higher government subsidies for education in general are intended to
increase average spending because, the external benefits story goes, local decisions will
not reflect statewide or national benefits of education. DPE does not do this, since there
is not guarantee that net spending will be higher after the higher tax price to Richdale
is taken into account. Only if Richdale’s educational spending is regarded as having
a negative externality proportional to the positive externality in Poorville would DPE
make sense as a means of correcting some market failure in local education decisions.
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13. Tax-base per pupil and commercial development

Figure 3 presents a comparison of two districts paired along a criterion other than per-
sonal income and home value. The median voters in “Homeburg” and “Office Park”
have the same private incomes (the vertical intercept of their budget lines is the same),
but Office Park has twice the tax base and hence a tax price that is one-half that of
Homeburg. The names of the two places suggest the reasons: Office Park has half of
its land use in nonresidential property. Because commerce and industry pay half of the
taxes, Office Park’s tax price is lower than Homeburg’s. The broken line that bisects
the distance between the two district’s horizontal axis represents the effect of DPE. It
lowers Homeburg’s tax price and raises Office Park’s tax price.

The nonresidential fraction of the property-tax base tends to be underemphasized by
economists. In most states, nonresidential property constitutes almost half of the prop-
erty tax base. This is partly because residential properties, and owner occupied homes in
particular, are subject to exemptions based on age and disability and sometimes veteran
status. Some states also amended their constitutions to allow for lower rates (or assess-
ments) for homes, though in most states, assessment and taxation of property cannot
discriminate by type of use. The distribution of nonresidential property varies a great
deal among taxing units, however, so there can be substantial differences in tax base that
require scholarly attention. The frequent assumption that residential property values are
a good proxy for property-tax base is seldom warranted by the facts.

Figure 3. Tax prices in equal-income communities can differ for several reasons.
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There is a sense in which without DPE Office Park is better off than Homeburg. While
its private incomes may be the same, Office Park’s families can get better schools, and
the evidence is that lower tax prices do account for higher spending. However, there
is a dimension of income or well-being that is not accounted for by the budget lines
shown here. Office Park’s residents must put up with the disamenities of commercial
activity, while Homeburg’s residents do not. How much this changes the picture of
well-being cannot be determined, but much of the evidence about location preferences
is that higher-income cities tend not to have as much commercial and industrial prop-
erty per capita. This is both because higher-income families move to communities that
lack major disamenities and because higher-income communities use zoning to keep
disamenable industry out [Fischel (2001)].

Office Park’s residents may have previously zoned for industry in order to lower their
tax price and get better schools [Ladd (1975), Fischel (1975)]. Unforeseen adoption
of DPE, of course, eliminates the advantage without also eliminating the disamenity.
This may account for part of the resentment that “property rich” districts often express
about DPE or similar attempts to raise their tax price to the level of their neighbors.
Indeed, it is not difficult to find comparisons that are shown in Figure 4, in which the
high-income community, Whitewine, zones out all nonresidential uses and thus has the
higher tax price than low-income Sixpack, which is “property rich” by virtue of its teem-
ing, disamenable factories. Adoption of DPE in this latter situation has unambiguously
regressive effects, lowering the tax price of the high-income community and raising the

Figure 4. Tax-base sharing can penalize low-income communities.
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tax price in the poorer community but leaving the latter with all of the disamenities of
its commercial and industrial neighborhoods.

Returning to Figure 3, one can think of other reasons for the differences in tax prices.
Instead of their original labels, Homeburg and Office Park, consider the names in paren-
theses: “Youngtown” and “Oldbury”. Youngtown has many families with children, and
Oldbury is dominated by retirees. The median voter in Oldbury has a lower tax price
only because of life-cycle reasons. Its taxes are only temporarily lower, and Oldbury’s
residents are no less supportive of school spending (per student), since they want to
be able to sell their homes to families with children. DPE again penalizes a district
solely for having a presumably temporary reduction in the number of children. As I have
shown for California in the late 1970s, most of the variation in tax-base per pupil was ac-
counted for by the fraction of the population attending public schools [Fischel (2004)].
One of the figures from this article that illustrates this is reproduced as Figure 5. For
the thirty-six districts in Los Angeles County whose boundaries corresponded to a city,
the simple correlation between percent of population over age 65 and tax-base per pupil
was 0.85.

Figure 5. SENIORS & VALUE/PUPIL, Los Angeles County. Scatter diagram of SENIORS (city percent
of 1980 population over age 65 in city) and VALUE/PUPIL (school district tax-base per pupil in 1977–1978)
for the 36-district Los Angeles County sample, in which city and school-district boundaries were closely

related.
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The other characterization of the two districts, with their names in brackets in Fig-
ure 3, is along Tiebout lines. Testopolis offers an efficient, high quality school system,
while Dullsville plods along with the state-required minimum curriculum. Families with
children move to Testopolis, thereby raising the tax price. With more children per fam-
ily, the tax-base per pupil will go down. There is an important secondary effect that is
not shown here, which is that the immigration of more families bids up the price of
housing and thus raises the total income (flow and capital gains) of Testopolis. This
capital gain rewards the citizens of Testopolis for their foresight, and in raising prop-
erty values it reduces the tax price of the median voter, as Hoxby (2001) emphasizes.
This last situation cannot be represented by the simple diagrammatic comparison pro-
posed here, since it would not normally be an equilibrium. Aside from capital gains in
Testopolis, it overlooks that voters in Dullsville might smarten up as their home values
decline, and they might try to improve their schools. Communities that go into decline
seldom passively accept their fates.

Research into the effect of changes in tax prices due to school finance litigation has
found that their net effect has been to raise local tax prices. This would seem counterin-
tuitive in the DPE case, since at least as many districts would have tax prices reduced by
DPE. But, as Hoxby (2001) has shown, communities with good schools tend to value
schooling more. Raising their tax price both causes them to choose less schooling and
lowers their home values. By the same token, communities of similar income that spend
less on schools tend to value them less. The lower tax price will induce only a mod-
est increase in spending and not raise housing values much. Thus the net effect will be
lower aggregate home values and lower levels of local school spending.

The other reason for lower spending is that the impetus for DPE has generally been
accompanied by a desire to equalize spending. Since DPE does this only imperfectly,
states subject to this pressure attempt to restrain high-spending districts with caps and
force low spending districts to spend more than they would choose even with low tax
prices. In this situation, no voter is happy with the level of school spending. High spend-
ing districts pay more in taxes and get less in schools, and low spending districts are
forced to use tax money to buy more schools than they would otherwise choose. In such
a situation, most voters would generally choose a lower level of common spending and
taxation rather than a higher level, especially if there are private supplements to public
education that high-demanders can purchase.

14. Serrano spread to other courts – and to state legislatures

Many econometric studies of the effects of school finance litigation has assumed, at
least implicitly, that each case can be treated as an independent event [e.g., Murray,
Evans and Schwab (1998)]. Thus the litigation that began in Vermont in the 1990s was
unrelated to litigation that began in California in the 1960s. This is essential to any
project that wants to examine the decisions as random variables. There are numerous
examples that attempt to explain the effects of school finance litigation by using the time
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of a state supreme court victory as one set of observation, and the absence of a plaintiff
victory as the control group. This section explains why this procedure is flawed. [This
and the following sections draw extensively from Fischel (2001).]

The success of the original school-finance cases in California in 1971 and New Jersey
in 1972 sent a message to state legislature in all states, not just those in which litigation
was pending. This has important implications for research on school finance. Attorneys
general in other states had good reason to advise their governors and legislatures that the
seemingly novel interpretation of the hortatory education clause in their constitutions
could be a license for judges to redirect the financing of education. Their best defense
might be an orderly surrender in advance to the forces of equalization and centralization.

Even if elected officials succeeded in defending their system once in court, turnover
of supreme court justices and creative reformulation of complaints – first “equity”
then “adequacy” – made anything less than full state control and absolute equality
of expenditure a constitutionally risky path. No state actually went that far, but that
is the outcome consistent with most plaintiffs’ positions. As a well-traveled team of
school-finance consultants observed, “Even where litigation has not occurred or has not
succeeded, the prospect of litigation has prompted revisions of state funding policies”
[Augenblick, Myers and Anderson (1997), p. 63]. While the formal legal complaints
have varied over time, they share a common concern about unequal spending and un-
equal local tax bases.

I present below several instances in which legislatures responded to a Serrano-style
suit before it even got to its state supreme court. This is not an exhaustive list. The ev-
idence for Serrano’s extrajudicial influence is necessarily episodic. One can generate
from Lexis and Westlaw lists of court victories and defeats, but not of legislative com-
mittee compromises and out-of-court settlements on school finance. Nonetheless, the
accounts in this section demonstrate the immediate and persistent influence of Serrano
in other state legislatures.

According to a history of school finance in New Mexico by Coulton (1996), leg-
islators there were told in 1974 that their state supreme court was about to issue a
Serrano-style decision, and they responded with legislation to pre-empt it. New Mex-
ico’s school finance, already highly centralized, became almost completely so after this
action.

The Michigan Supreme Court decision in Governor v. State Treasurer (Mich. 1972),
was clearly Serrano inspired and directed at getting the legislature to pass an equal-
itarian school-finance bill [Hain (1974), Hirth (1994)]. The bill was passed, and its
features were highly redistributive in that it took from the property-rich and gave to the
property-poor districts [Rothstein (1992)]. After the legislation was passed, the Michi-
gan Supreme Court withdrew its decision, and so Michigan is counted as a state whose
school finance arrangements have been untouched by the courts. Justice T.E. Brennen’s
tart dissent (203 N.W. 2d at 475) remarked: “The majority opinion. . . is a political po-
sition paper, written and timed to encourage action by the state Legislature through the
threat of future court intervention.” (It should be noted that the Michigan court, like
many other state supreme courts, is authorized to issue advisory opinions, and the opin-
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ion in Governor v. State Treasurer was sought by the state governor, not by the usual
appellants.)

Ohio’s DeRolph decision [DeRolph v. State (1997)] actually mentions (at p. 218) in
the majority opinion that the legislature had tried to anticipate and head off an adverse
decision in the past: “In Walter [a 1979 case that had provisionally upheld Ohio’s sys-
tem], this court reviewed the constitutionality of the Equal Yield Formula for school
funding and, in 1979, upheld that formula as constitutionally acceptable. There is a
body of thought,” the Court goes on in DeRolph, “that the General Assembly created
the Equal Yield Formula in anticipation of the filing of the Walter case.”.

The experience of Kansas, as related by Berger (1998), shows that from 1972, when
a trial court invoked Serrano-style principles, to the present the state courts have con-
stantly set the agenda for school finance legislation. The judge in the most recent case
held meetings with the governor and legislative leaders to plan the state’s most recent
reform. The state did not appeal the judge’s decision because it anticipated losing, so
Kansas, too, can be classified as a state that has not been subject to court-ordered reform.

The Massachusetts Supreme Judicial Court, which found for the plaintiffs in
McDuffy v. Secretary (1993), likewise sets out a history of legislation induced by the
threat of litigation. The litigation previous to McDuffy was initially filed as Webby
v. Dukakis. Webby was brought in 1978 when the legislature was considering what
Morgan (1985) describes as a equalitarian and centralizing school-finance bill. The bill,
which was sponsored by Governor Michael Dukakis, was having a rough time in the
legislature. The lower house was balking, and the plan looked dead in the water. Then
the Webby litigation was filed. As a Brandeis University doctoral dissertation by Perl-
stein (1980, p. 569) points out, “The suit was officially filed before the state’s Supreme
Judicial Court on May 9 (1978), on the eve of the House vote, in an attempt to influence
the outcome.”. The House promptly caved in and adopted the Dukakis reform, and the
litigation was immediately dropped (Boston Globe, May 16, 1978, p. 16).

15. Does school-finance reform increase spending?

The previous section demonstrated that school-finance litigation has been influential
even where state courts ostensibly did not interfere with existing arrangements. Thus in
one sense we now have a national experiment in school funding theory. The state judi-
ciary has provided a experiment in what happens when school funding responsibilities
are shifted from local districts to the state to a degree not demanded by the electorate.
The first question of some interest is whether spending per pupil rises or falls as a result
of the centralization of funding induced by the courts.

The answer in California is clear. Silva and Sonstelie (1995) compared the trend in
California spending per pupil to the rest of the US from before Serrano to years after
Proposition 13. California fell well below the trend-line of growth with the onset of
Serrano. Silva and Sonstelie concluded that half of California’s drop was caused by the
state’s increasing enrollments, which generally cause spending per pupil to fall (just
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as falling enrollments cause them to rise). The other half of the decline they attributed
to the centralizing effects of the Serrano decision. [In contrast, Sonstelie, Brunner and
Ardon (2000, chap. 5) conclude that the spending decline was more likely caused by the
loss of nonresidential tax revenues that had previously been earmarked for education
under the local property-tax.] A noneconometric but numerically transparent study by
Joondeph (1995) also documents California’s fall from fiscal grace after Serrano.

Whether Serrano’s descendents in other state courts increased funding for schools in
the rest of the nation is not so clear, which in itself is surprising. The expectation of
the plaintiffs in these cases has been that putting the responsibility for funding on the
state rather than the local fisc (or, to be more accurate about pre-Serrano practice, di-
viding responsibility between the state and the local districts) should increase resources
available to schools. Perhaps not to the very highest spending or richest districts, but
generally pulling up the lower tail while not reducing the spending of the average.

The national, econometric studies of the fiscal effects of the Serrano-style decisions
in other states have yielded mixed results. The pioneer econometric study by Downes
and Shah (1995) found that sometimes states with Serrano-style decisions raised spend-
ing per pupil above the national trend, but in other instances it fell, as in California.
Similarly mixed results were found by Manwaring and Sheffrin (1997). Less ambiva-
lent were Evans, Murray and Schwab (1997), who concluded that the average of the
11 Serrano-style decisions prior to 1992 caused spending per pupil to rise in those
states compared to those without a court decision. Murray, Evans and Schwab (1998)
concluded that these states tended to both equalize and “level up”. Neither of the lat-
ter two studies separated out individual states, so their conclusions, though not their
rhetoric, may be consistent with the mixed results of Downes and Shah and of Manwar-
ing and Sheffrin.

The mixed results of the aforementioned econometric studies are partly due to lump-
ing all of the plaintiff-victory cases into a single category of “reform”. All but Wiscon-
sin’s did require more equalization and a larger fiscal role for the state, but the exact
nature of that role was not specified in the studies. Hoxby (2001) found that legisla-
tive responses to Serrano-style decisions varied. Some legislatures adopted school-aid
formulas that encouraged spending, while others (the majority of those with a plaintiff
victory) adopted formulas that penalize higher spending by local districts. The effect of
the newly adopted school-funding formula on local districts’ tax prices, she found, was
a good predictor of whether statewide spending fell or rose after it was enacted.

The other problem that afflicts attempts to assess school funding litigation as a group
is that we don’t know how much individual states anticipated the court decision. As
the previous section indicated, we do know that state legislatures had ample warning
that a school-finance decision could be forthcoming. Some may have lowered spending
before the decision in order to collect a reserve for compliance. States in the “control
group” of those without court decisions might have increased state funding to forestall
an adverse decision. This is not to say that court decisions do not matter. It does suggest
that broad-brush econometric studies are a less appropriate way to assess this movement
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than a detailed history of individual states. (As mentioned in Section 10, the search for
instrumental variables that might independently predict court decisions has not gone
well so far.)

Most of the individual state accounts indicate that the court decisions reduced or left
unchanged previous spending levels. Theobald and Picus (1991) titled their introduction
to studies of California’s and Washington’s experience with judge-made reform, “Living
with Equal Amounts of Less”. An econometric comparison of Washington to neigh-
boring Oregon, which did not have a similar court decision, found that Washington’s
ruling reduced instructional spending growth by one percent per year in comparison
with neighboring Oregon [Garvey (2000)]. It was especially hard on the “property rich”
but low-income Seattle school district, which, ironically, had been the plaintiff in the
case, Seattle School District v. State (1978).

Michael Heise (1995) examined the experiences of New Jersey and Wyoming, whose
courts had overturned local financing in 1973 and 1980, respectively (though both states
had subsequent decisions that again overturned the legislature’s response). Heise found
that, when other factors that influence per pupil spending are controlled for, the court
decisions had little or no effect on spending trends. Harrison and Tarr (1996) concluded
that New Jersey’s considerable rise in spending per pupil after litigation began merely
continued previous trends and could not be attributed to court decisions.

Murray, Evans and Schwab’s (1998) econometric study of all states found that Ser-
rano-style victories did not result in high spending districts being held back by the
resulting reforms. Studies of individual states suggest that this was not true for the three
largest states whose courts ordered reforms in their 1972–1992 sample. (Murray, Evans
and Schwab did not weight the states by size, nor did they break out results for indi-
vidual states.) The three big states, California, Texas and Washington, have more than
two-thirds of the students in the ten plaintiff-victory states in that period.

California, as mentioned above, clearly pulled the high-spending districts down after
Proposition 13. Washington State imposed binding caps on local efforts to supplement
the state’s constitutionally required (as declared by its supreme court in 1979) “basic
grant”. Most of Seattle’s suburban districts as well as Seattle itself bump up against
those caps [Plecki (1997)]. While local voters and many legislators would like to lift
the caps, insiders to Washington politics believe that doing so would invite a lawsuit
that the state would lose [Narver (1990)]. Texas reforms that responded to Edgewood v.
Kirby (1991) likewise show that high-spending districts were considerably constrained
in their spending following the court-ordered Texas reforms [Picus (1994)]. Grosskopf
et al. (1997) were similarly impressed with how the Texas reforms tended to constrain
the high-spending districts.

None of these individual state accounts by themselves prove that school finance re-
form adversely affects spending. Collectively, however, they cast considerable doubt
on the validity of national econometric studies, especially since the observations these
studies use are not random variables.
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16. Does court-ordered reform improve education?

Public education in California has without a doubt suffered from the effects of what
I regard as the Serrano-induced fiscal regime that has prevailed since 1978 [Sonstelie,
Brunner and Ardon (2000, chap. 7)]. Almost no one without an office in the capitol
has a good word for the state’s school system, which in the late 1960s was almost as
well regarded as California’s university system [Schrag (1998, pp. 69, 87)]. California’s
average class size in the 1980s and 1990s has become the second-largest (after Utah’s) in
the United States. The late Charles Benson, a founder of modern school-finance research
and a Serrano advocate, glumly conceded before a Congressional Committee in the
early 1990s, “You must be very careful when you wish for things because you may
just get what you wish for. We worked hard for equity in California. We got it. Now
we don’t like it” [quoted in Hickrod et al. (1995)]. A study of Tennessee districts that
successfully sued the state for more funds found that after five years there was no trend
toward convergence of test scores between the seventy-one plaintiff districts and the rest
of the state [Peevely and Ray (2001)].

The evidence from other states is less clear but still generally pessimistic. Average
scores on the Scholastic Aptitude Test (SAT) are a reasonable metric for comparing
student academic accomplishment among states once differing participation rates are
taken into account [Graham and Husted (1993)]. There is a fair amount of evidence
that SAT scores are worse, not better, in states that have gone down the centralization
and equalization road farther than others [Peltzman (1993)]. Peltzman (1996) also found
that noncollege students in states with more centralized funding did worse on the Armed
Forces Qualifying Test. Two studies that focused on other interstate differences among
schools found incidentally that states with more centralized financing had lower SAT
scores [Southwick and Gill (1997)] and lower NAEP scores [Fuchs and Reklis (1994)].
A study of Kentucky’s court-induced reforms by Clark (2003, p. 1) concluded, that
“Black students in Kentucky have experienced modest test score gains since KERA’s
implementation, but the scores of white students have remained unchanged relative to
their peers in surrounding states. I also find no evidence that KERA has narrowed the
gap in test scores between rich and poor districts.”.

Like the studies mentioned in the previous section, the test-score studies do not ac-
count for anticipation of and possible endogeneity of centralization itself. One study has
taken this into account. Husted and Kenny (2000) obtained records of individual test-
takers of the SAT and their personal characteristics for the 34 states in which the SAT
is taken by a nontrivial fraction of high school seniors. Husted and Kenny constructed
a measure not only of average state SAT scores, but the variance in SAT scores within
the state. Instead of looking at court orders, they looked at how much centralization and
equalization of school funding actually changed over the period 1972–1992 and com-
pared it to how much it would have been expected to change (as a result of demographic
and political factors) after 1972.

Husted and Kenny’s results show that centralization of school funding – more state
money, less reliance on local property taxes – appears to have statistically significant,
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large, negative effects on average SAT scores. They also find that equalization (which
is not the same as centralization) of spending likewise reduced SAT scores. On the less
gloomy side, Husted and Kenny found that within-state variance in SAT scores was
somewhat reduced by both equalization and centralization, though this result was not as
robust as the pessimistic result about average scores. They conclude that equalization
and centralization may make the previously lower-scoring students better off relative to
the higher scoring students, but it seems largely to be a “dumbing down” effect, since
the average scores are clearly reduced by both centralization and equalization.

The lack of evidence that school finance reform has improved education generally
should be juxtaposed onto the issue of whether reform has increased spending. If spend-
ing has risen as a result of school-finance reform, then the additional taxes required to
finance that spending would seem to be entirely deadweight loss. A useful project for
economist might be to estimate the welfare losses under alternative assumptions about
spending and efficiency.

17. Has court-ordered reform helped low achievers?

My description in Section 8 of the development of school-finance litigation indicated
that reformers were primarily interested in educational opportunities of the poor within
central cities. Their strategy of litigating on the basis of local property tax-base in-
equalities was thought of as a detour around federal court reluctance, not a change in
destinations. Even most of those who realized that low tax base and personal poverty
were poorly correlated expected that a more centralized and equalized system of finance
would work for the benefit of the poor.

There is little evidence that the goal of equal opportunity is improved in California,
where the combination of Serrano and Proposition 13 promoted substantial equaliza-
tion. Students in previously low-scoring districts did not close the test score gap after
spending becomes more equalized, as Downes (1992) has shown. His much-cited evi-
dence comes from California, where court-induced centralization resulted in an equality
of paupers. [See also Sonstelie, Brunner and Ardon (2000, Chapter 10).] Perhaps it
worked better in “level-up” states. Connecticut’s response to the Horton decision did
cause expenditures in its largest city, Hartford, to rise above the suburban average, but
with no measurable improvement in student performance. As a sympathetic commenta-
tor, Ryan (1999, p. 538) pointed out, “successful school finance reform did not make a
significant difference in the academic achievement of Hartford students.”.

Two studies suggest a note of optimism. Card and Payne (2002) found that poor
students did slightly better on SATs in states whose courts ordered more equalized
spending. But their most elaborate regression was not statistically significant, and it
is also questionable because of the low participation by the poorest students in the SAT
test. (The previously mentioned studies using SAT scores looked at state averages, not
the poor by themselves.) Unless one controls for participation rates, the SAT is useless
as a means comparing states and districts.
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Dee (2000) examined states whose courts had undertaken Serrano-style reforms. He
hypothesized that formerly low-spending districts should have their property values in-
creased as a result of the additional state aid. If their schools were getting better as a
result, more people would want to live there and drive up housing prices. His results
suggest that at least for the formerly low-spending districts, the reforms improved ed-
ucation. My only objection to his clever study is his labeling of these low-spending
districts as the “poor districts”, which implies that the reforms helped most poor people.
As I mentioned earlier, there is no evidence that the majority of poor people live in the
“property-poor” districts that are the focus of school-finance litigation.

Although the Card and Payne and Dee studies suggest some note of optimism about
the educational results of the school-finance cases, the bulk of the evidence seems pes-
simistic. An important long-range goal of school-finance equalization is to narrow the
gap between high- and low-wage workers Benabou (1996). A study by Hanushek and
Somers (1999) concluded that “the three-decade-old movement toward reducing the
variation in school spending within states appears to have done nothing to reduce sub-
sequent income variations of workers.”. Three decades may be too short a period to fully
judge the effects, but their finding is certainly not cause for optimism.

18. Consequences of equalization on location

Although there is controversy about school-finance litigation’s influence on spending
and school quality, there is little debate about its impact on the within-state distribution
of spending among districts. Both national studies and before-and-after studies of in-
dividual states concur that by almost all measures, spending per pupil in states subject
to judicial reform has become more equal [Evans, Murray and Schwab (1997)]. This
is all the more impressive because income inequality and income segregation by loca-
tion have generally increased over the same period [Abramson, Tobin and VanderGoot
(1995)]. The extent of inequality may actually be understated by most measures. States
that did not have court orders may have headed it off by adopting policies that tended
to equalize. This was certainly true in the Massachusetts and Ohio examples described
above. If promoting a trend toward equality of spending was the sole object of school-
finance litigation, there is little evidence to suggest that it has failed.

This raises the question of the importance of tax-base remedies. Since tax base is not
closely related to income, why would tax-base remedies promote equality of spending
among districts? One possibility is that in fashioning remedies, judges have assumed
that most variation in spending is due to tax-base differences. Tax-base remedies are
typically unpalatable to legislatures because in most states the central city, which is
both needy and an important political entity, would stand to face higher taxes rather
than lower taxes for the same level of spending. The less politically-disruptive approach
to ridding the influence of tax base on spending may be simply to make spending equal
by displacing local funds with state funds.
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19. School-finance litigation and private schools

Downes and Schoeman (1998) found that private school enrollment rose in California
just after Serrano II and Proposition 13. Downes and Greenstein (1996) found that in-
dividual private schools in California opened in response to concerns by high-demand
residents that public schools had declined. But the increase in private schooling in Cal-
ifornia, from ten to twelve percentage points, is hardly massive, and its growth does not
seem to have persisted into the 1990s [Brunner and Sonstelie (1997)]. This is perhaps
because the high-income suburbs have adjusted to the public constraints with private
financing, as Brunner, Murdoch and Thayer (2002) suggest. Nechyba (2003) finds in
a computable general equilibrium model that fiscal centralization does not necessarily
lead to increased private school enrollments even though it may diminish the quality of
public schools.

But the stability of private school enrollments in California and elsewhere after Ser-
rano and similar suits in other states may hide an important nationwide shift. Catholic
schools, which are the largest category of private schools, have changed radically over
the last twenty-five years [Byrk, Lee and Holland (1993)]. Their clientele up to the
1960s consisted largely of immigrant families who sent their children to parochial
schools for religious and cultural reasons. That component of Catholic school clien-
tele is now much reduced. Nowadays Catholic schools are sought by both Catholic and
non-Catholic refugees from urban public schools who seek an education that is, by most
measures, more successful than in the big-city public sector [Evans and Schwab (1995)].

Moreover, Catholic schools’ share of education enrollments has slipped from 12 per-
cent in 1965 to 5.4 percent in 1990 [Byrk, Lee and Holland (1993), p. 33]. For the
national private-school attendance fraction to have remained steady (at around 12 per-
cent of school-age children) over this period, other types of private schools, in which
matriculation is more likely to be for academic reasons, must have expanded during the
period. Some of this represents the effects of public-school desegregation, but even in
this case, many if not most of the refugees from big-city busing are families concerned
about educational quality, not the race of their children’s classmates. Big-city parochial
schools are fully integrated with respect to local racial conditions [Byrk, Lee and Hol-
land (1993)]. Hence the national stability of overall private school enrollment masks
the extent to which public school decline has driven educationally ambitious families to
private schools.

There is some evidence of a reverse migration to the central cities so that the
metropolitan area is less segregated by income groups. Downes and Figlio (1999)
suggest, however, that relocation of higher-income people to central cities does not
necessarily result in integration of the public schools. They conclude (p. 107), “The
evidence is wholly consistent with the notion of highly educated families moving to
central cites in response to school finance reforms and sending their children to private
schools.”.
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20. Conclusion: What has changed?

If one simply looks at the ratio of local to state funding nationally, it would appear that
little has changed as a result of school-finance litigation. The local share of state and
local spending declined to 48 percent by 1980, but it has not moved more than a point
or two from there since then. There has been lots of school finance litigation since then,
so it seems unlikely that all of the impact was felt before 1980.

Some of this could be that the available data miscount what is local. Almost all sum-
maries of school-finance data assume that if the property tax is collected locally, it must
be a local tax. That may be formally true, but if the local entity that pays the tax has no
control on how it is spent, it should not really be called a local tax. California is again
an example. With about 12 percent of the nation’s population, it is responsible for much
of the drop in local taxes as a result of Proposition 13 in 1978, which cut local property
tax revenues by over fifty percent. But that actually understates the reduction in local
school taxation that occurred in that era.

California is typically listed as funding thirty percent of education through local
taxes, since property taxes, collected locally, pay for thirty percent of expenditures. But
because of Serrano and Proposition 13, all property taxes are allocated by the state legis-
lature. School officials in Santa Monica have no more claim on property taxes generated
there than they do on property tax revenues generated in San Francisco. The amount of
spending on local schools is determined by the state for almost all districts. The only
exceptions are a few small “out of formula” districts and the modest local tax revenues
that can, with a two-thirds majority, be generated from property taxes that are not based
on property values. (These parcel taxes typically are assessed as a dollar amount per
ownership parcel, which makes them extremely regressive.)

No other state has gone as far as California in divorcing local taxes from local spend-
ing, but it is worth considering how local a tax is in a system in which the state sets a
maximum rate or maximum revenue that is actually binding. One of the underexplored
legacies of school-finance litigation is that it has made it more difficult to say just what
a local tax is.

Even if one concedes that local to state funding has not changed much as a result of
school-finance litigation, there may still have been an important change in the underly-
ing structure of state and local relationships. Prior to Serrano, most state governments
relied on a foundation system coupled with block grants. A minimum level of spending
was assured by requiring a minimum local tax effort and supplying state funds based on
both local income conditions such as the incidence of poverty. Although many of these
formulas had some perverse effects on local incentives, legislators had considerable lat-
itude to adjust the formulas for individual cases. A formula that penalized a central city
district because its low-income residents happened to have a large tax base could be
tweaked in an ad hoc fashion to transfer more resources to it.

After Serrano and related cases began to succeed, legislators perceived that they had
less discretion to fix perverse formulas. A system that allowed the state to give more
resources to the “property rich” was more likely to be challenged in court. Thus all
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legislatures had an incentive to make their systems more regular in this dimension. As
a result, the total amount of state funding might not have changed much, but the way it
was allocated did change. Thus studies of the impact of school finance litigation need to
examine in more detail how state funds were allocated rather than just how much funds
the state was providing.

A final lesson that attention to school finance litigation offers pertains to education
production functions [Hanushek (1986)]. Prior to the 1970s, capitalization studies sug-
gested that spending itself was a reasonable proxy for education quality [e.g., Oates
(1969)]. More recently, though, spending seems to have little to do with output at the
local level. This may be because of a change in the way funds are allocated by state
governments. The shift in resources caused by the courts may have reduced the dis-
cretion that local decision makers have in spending them. It also reduces the feedback
rewards that successful managers got from local property taxation. A better school made
local property more valuable and thus painlessly generated more tax revenue. Increased
reliance on state funds reduces the importance of this to managers. A state system of
transfers based on property wealth also taxes some of the manager’s reward: The in-
creased local home values will cause the state to reduce its aid to the district, so what
the manager gains in local taxes she loses, in part, in state aid [Timar (1994)].

The study of school finance through the lens of school-finance litigation offers econo-
mists numerous opportunities for additional research. This research will be most pro-
ductive if it is informed by an understanding of what courts have done and what they
seem capable of actually accomplishing. The problematic record of judicial interven-
tion in school finance may yet be improved by serious economic analysis that is made
accessible to those who undertake policy changes.
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Abstract

Any system of primary and secondary schools involves explicit or implicit mechanisms
that ration not only financial but also nonfinancial inputs into education production.
This chapter focuses primarily on such mechanisms as they relate to the sorting of
parents and children into schools and classrooms. Three primary mechanisms are re-
viewed: (1) sorting that emerges through residential location choices within housing
markets that are linked to schools; (2) sorting that arises from parental choices to send
children to private rather than public schools; and (3) sorting within schools that re-
sults from explicit tracking policies. The equilibrium level of sorting (along parental
income and child peer quality dimensions) then depends on both the specifics of how
education production works and the overall characteristics of the general equilibrium
environment within which schools operate. We review the theoretical as well as the re-
lated simulation-based literature in this area and suggest that much potential exists for
increasing empirical relevance of the emerging models for policy analysis, particularly
as a related empirical literature comes to better terms with the nature of peer effects in
education production.
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1. Introduction

Over half of parents choosing public schools in the US explicitly state that their res-
idential location choice was influenced by public school considerations [Benson and
McMillan (1991)]. Residential choices thus result in nonrandom sorting of students
across public schools that differ widely in both inputs and outcomes [Hoxby (2000,
2001), Murray, Evans and Schwab (1998)]. Furthermore, the percentage of children
sorting into private schools ranges from just over 5% in Wyoming to over 20% in
Delaware (with a national average close to 13 percent for the US) [Nechyba (2003b)].
Such schools include elite secular as well as more common religious (and particu-
larly Catholic) schools, with studies suggesting that – even when selection of students
on unobservables is treated seriously, at least Catholic schools offer higher quality at
lower cost, particularly for minority students [Evans and Schwab (1995), Neal (1997),
Grogger and Neal (2000)]. Beyond such decentralized sorting within the public sec-
tor and into the private school market, individual public schools often deliberately sort
students by ability, with nearly 75% of public primary and secondary schools offering
programs for gifted children [Benson and McMillan (1991)] and close to 90% tracking
in math by tenth grade [Rees, Argys and Brewer (1996)].1 Finally, increasing num-
bers of deliberately differentiated schools within the public sector – including charter
and magnet schools – are emerging as states experiment with different forms of de-
centralized public school choice beyond what emerges through inter-district residential
sorting.2

Sorting in education markets thus takes many forms within the public school sector
as well as between public and private schools – with some sorting arising from purely
decentralized household choices and other sorting arising from deliberate tracking poli-
cies. Given the large variance in inputs and outcomes across different schools and the
clearly nonrandom allocation of students across these institutions, there is little ques-
tion that sorting is empirically important in the US and represents a prime candidate
for explaining the variance in student achievement (and other outcomes). Furthermore,
while sorting mechanisms may differ across countries, there is little reason to doubt
that sorting itself is a critical component of most primary and secondary school systems
[Ladd and Fiske (2001), McEwan (2001)]. This chapter therefore provides an overview
of different types of centralized and decentralized sorting forces – focusing particularly
on sorting along income and household peer quality dimensions. At the same time, the
chapter deliberately steers away from a separate analysis of the important issue of sort-

1 Private schools tend to track less frequently and less selectively [Epple, Newlon and Romano (2002)].
2 Since the early 1990s, 39 states (as well as the District of Columbia and Puerto Rico) have passed charter

school laws, with approximately one percent of US students attending roughly 1,800 charter schools nation-
wide [Loeb and Strunk (2003)].
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ing across racial dimensions that may arise independently of income and peer quality
sorting.3 Such questions are treated in other chapters of this volume.

Section 2 then begins with a discussion of different forms of income and peer quality
sorting that might impact educational opportunities for primary and secondary school-
aged children. Section 3 continues by exploring the extent to which the literature has
succeeded in moving theoretical models toward empirically plausible computational
frameworks or structural models that can be employed for policy analysis in a general
equilibrium setting. Finally, Section 4 discusses some of the more recent reduced-form
empirical evidence on the nature of sorting in education markets as well as the likely
impact (through peer effects) that such sorting has on achievement. Finally, Section 5
concludes with some general reflections and likely avenues for future research.

2. Causes of different forms of sorting in primary and secondary education:
Theory

There are essentially three distinct ways in which sorting of families and peers could
arise. First, families may self-select into different traditional public schools because
housing markets, local public finance institutions and/or spatial constraints induce res-
idential household segregation which in turn results in school-level segregation.4 Sec-
ond, in the presence of private school markets or nontraditional public schools (like
charter schools or magnet schools), some families may select out of traditional pub-
lic schools. Finally, traditional public schools themselves may choose to sort students
within the public system through tracking – leading in some cases to partial segregation
of peers (as, for example, when tracking is undertaken in certain but not all subjects) and
in other cases to full segregation (as in European systems that set up different schools for
different tracks). While the first two types of sorting arise from decentralized household
decisions conditional on particular economic environments, the third form of sorting is
explicitly imposed by public school authorities. We discuss these in Sections 2.1–2.3
respectively.5 The issue of centrally imposed sorting in public schools then raises the
larger issue of how public school objective functions should be modeled and what this

3 This issue is treated in an intriguing new framework in Bayer and McMillan (2005b). Cooley (2005)
suggests that while peer effects in schools can explain some of the persistent racial achievement gap, further
desegregation of schools holds only limited promise for reducing this gap.
4 Kremer (1997) questions the degree to which residential sorting plays a large role in educational attainment

and the persistence of income inequality. While his analysis provides a persuasive case that such sorting may
have only small effects on attainment, it does not focus on quality as opposed to quantity of education. The
models discussed below explicitly ask whether residential (and other) forms of sorting into different types of
schools leads to access to substantially different levels of educational quality.
5 A separate literature investigating intergenerational sorting issues linked to the transmission of preferences

or particular skills from parents to children in models that may include such factors as marital sorting is
beyond the scope of this chapter. Recent examples include Fernandez (2001) and Fernandez, Fogli and Olivetti
(2002).
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implies for sorting of students and teachers. While much of the literature has implic-
itly assumed a passive public school sector, Section 2.4 discusses some implications of
modeling a more active public sector.

2.1. Sorting across schools within the traditional public school system – school
production, housing markets and residential segregation

Much of the focus of US education finance policy in the last three decades has cen-
tered around the explicit recognition (often by state courts) that public school systems
are characterized by vastly different levels of school quality. Equal protection clauses
in state constitutions are often interpreted as guaranteeing either equal access to pub-
lic school quality or minimal access to “adequate” public schools regardless of the
economic circumstances of particular households. Yet it is not immediately clear how –
in a system where all public schools are in principle accessible to all households –
public school quality can differ so dramatically in equilibrium and why optimizing
behavior by households choosing “free” public schools does not lead to equalization
of school quality. An understanding of the economic forces leading to equilibrium sort-
ing of households into different quality public schools is therefore crucial for attempts
to address perceived or real inequities within the public school system. And it has be-
come increasingly clear from theoretical work on this issue that such an understanding
ultimately requires a model that comes to terms with the spatial role of housing markets,
the functioning of local public finance institutions and the link of residential location to
public school access for households whose choices are constrained by general equilib-
rium forces.

The earliest attempts to arrive at local public finance models that lead to household in-
come segregation and unequal provision of local public goods relied on approaches that
seem in retrospect too simplistic to adequately incorporate the complexities of educa-
tion markets. Westhoff (1977) provides an early example of such a model where income
taxes are set through local majority rule and used by jurisdictions to provide local pub-
lic goods whose quality is characterized solely by per capita spending on these goods.
With no spatial or housing dimension to the model, Westhoff demonstrates conditions
under which households endogenously segregate into jurisdictions that are composed of
continuous intervals of the income distribution, with higher income jurisdictions using
higher income tax rates that deter low income households from residing there despite
the fact that those jurisdictions provide better public goods. Rose-Ackerman (1979) ex-
tends this model to include housing markets, and Epple, Filimon and Romer (1993)
provide additional restrictions on preferences that guarantee a similar “perfect segrega-
tion” result – with local property taxes combined with housing prices taking the place
of Westhoff’s local income taxes.

While this literature has important implications for the role local financing institu-
tions play in supporting differences in public good provision, it is ultimately unsatisfy-
ing as a basis for studying sorting in education markets on both theoretical and empirical
grounds. As theoretical exercises, the models lack generality because of the severity
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of assumptions on preferences and technologies.6 At the same time, when interpreted
as models of public education markets, the models employ empirically questionable
assumptions regarding school production and lead to empirically false predictions re-
garding segregation, local tax rates and housing prices. More precisely, they assume that
per capita (or per pupil) spending is the only relevant input into school production, an
assumption that is questionable given the empirical evidence reviewed elsewhere in this
volume and leads to the conclusion that the sole source of public school differences lies
in the institution of local financing.7 Furthermore, they predict property tax rates that
monotonically increase in community income8 as well as local income and house price
distributions that do not overlap between jurisdictions.9

This brief review of the applied local public finance models suggests that an expla-
nation of the economic forces that support sorting of households into unequal public
schools requires a more subtle approach that goes beyond a focus only on local spend-
ing in schools. The combined introduction of richer school production functions as well
as more complex economic environments in which households choose schooling and
housing has been shown to generate theoretically more satisfying models that give rise
to more plausible empirical predictions. Two possibilities have emerged in the most re-
cent literature, with each approach giving a substantial role to nonfinancial inputs into
public school production.10 The first of these models housing markets as an exoge-
nously given set of discrete houses partitioned into school districts with the potential
of housing quality distributions overlapping in ways that are consistent with the data
[Dunz (1985), Nechyba (1997, 1999)]. This approach therefore takes the implicit view
that housing is durable, has arisen to take its present form through some previous un-
specified historical process, and now serves as a major constraint to households that
must choose residential locations and access to local public schools as a lumped bun-
dle of goods. Alternatively, a recent second approach is emerging and focuses on the

6 Epple, Filimon and Romer (1993), for instance, resolve existence problems pointed out by Rose-Ackerman
(1979) by assuming single crossing of indirect indifference curves in the house price/tax space. While ex-
amples of combinations of utility and production functions that satisfy this certainly exist and have been
employed with great success in applied analysis, some common examples of functional forms do not satisfy
this condition [Konishi (1996)].
7 The empirical evidence suggests that states which have largely equalized public school spending by aban-

doning local school financing (as in California) have not experienced equalization of public school quality.
8 Property tax rates often show the opposite pattern, with lower income jurisdictions imposing higher tax

rates to finance lower levels of public expenditures due to lower tax bases.
9 Empirical analysis suggests greater intra-jurisdictional variation in income and property values than inter-

jurisdictional variation [Epple and Sieg (1999)]. Epple and Platt (1998) extend the Epple, Filimon and Romer
model to include heterogeneity in preferences that can yield intra-jurisdictional income variation, but local
house price distributions remain nonoverlapping and local tax rates remain monotonically increasing in local
income.
10 An alternative approach simply assumes exogenously that households will perfectly sort into jurisdictions
such that each jurisdiction is occupied by a single type of household [Fernandez and Rogerson (1999, 2003)].
While this literature has provided interesting insights into education finance debates as well as political econ-
omy issues, its use of exogenously imposed sorting makes it less relevant to the issues treated in this chapter.
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role of local transportation costs within a more homogeneous housing market [Epple
and Romano (2003)]. The key similarities in these approaches are the introduction of
school production functions that incorporate nonfinancial inputs combined with an eco-
nomic force that can support sorting within the public system in equilibrium even when
school financing is equalized. These similarities are discussed in more detail in Sections
2.1.1 and 2.1.2, respectively.

2.1.1. School production functions

School quality S is typically modeled as a function of the form

(1)S = f (x, q),

where x represents financial inputs – usually per pupil spending,11 and q represents
nonfinancial inputs – often labeled “peer effects”. The output S may then directly enter
household utility functions [as, for example, in Nechyba (1999)]. Alternatively, an indi-
vidual achievement function may combine individual ability with S, with the resulting
individual achievement levels entering household utility functions [as, for example, in
Epple and Romano (1998)].

The input q into school production can be interpreted in a number of different ways.
One possibility is to simply assume that it represents one or more moments of the dis-
tribution of child abilities within the school. All else equal, a model would typically
assume that higher average ability within the school leads to higher quality. The pre-
cise shape of the relationship between school quality and average ability, however, has
important efficiency implications regarding sorting Arnott and Rowse (1987).12 In ad-
dition, assumptions regarding the independent impact of the variance in abilities within
a school may be added. It is not immediately apparent what the appropriate assump-
tions regarding ability variance would be. One view might be that there are benefits to
diversity – thus leading to higher variances as being desirable. A different view (often
implicitly assumed in many European school systems) suggests that narrow variances
allow for more precise targeting of curricula to the particular needs of subgroups.

Interpreting nonfinancial inputs as measures of child ability distributions could be
characterized as the purest form of a “peer effects” approach. Some [e.g., Nechyba
(2003a)], however, have argued that q could be interpreted much more broadly as rep-
resenting a number of different kinds of nonfinancial inputs that are correlated with

11 Some models take a more minimalist approach by assuming that a fixed per pupil set up cost is required,
with no marginal benefit from additional spending [e.g., Epple and Romano (1998)].
12 Care should be taken here to be careful by what one means by efficiency. In terms of maximizing S in
society, complete mixing of students is efficient whenever the relationship between S and average ability is
concave. A full analysis of efficiency, however, depends on other elements of particular models. In models
where S enters achievement functions that also take individual ability as arguments, we may for instance be
more interested in maximizing total achievement rather than overall S, or we may be interested in analyzing
efficiency using a full Pareto criterion based on household utility.
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household income, with moments of child ability distributions representing only one
possibility. For instance, the inclusion of nonfinancial parental inputs into school pro-
duction – either through direct volunteering in schools or simple monitoring of public
school performance, extends the nonfinancial input q to a household rather than child
specific peer effect.13 Similarly, in the presence of union wage scales that do not permit
additional financial compensation for high-quality teachers, teacher labor markets are
likely to compensate high quality teachers with better assignments – typically thought
of as assignments in higher-income public schools. Thus, teacher quality can emerge
as a nonfinancial school input correlated with district income.14 And, recent evidence
suggests that direct financial contributions by parents can play an important role un-
der certain institutional settings – again suggesting an effect correlated with parental
income.15

The inclusion of nonfinancial inputs into public school production introduces the
empirically relevant possibility that public school sorting and public school quality dif-
ferences may arise not only because of local financing institutions but also because of
nonfinancial input differences due to sorting. However, while the presence of nonfinan-
cial inputs is necessary for equilibrium sorting within the public system to emerge under
equalized public school financing, it is not sufficient. In the absence of some constraints
on household choices of public schools, differences between public schools would still
disappear in equilibrium [as, for example, in Epple and Romano (1998)] when financing
is equalized across public schools because households would have an incentive to switch
schools whenever differences exist. In private school markets, such constraints emerge
endogenously (as discussed in Section 2.2) as private schools use tuition prices to ration
access. Since public schools do not charge explicit tuition, public school markets must
give rise to implicit rationing mechanisms – typically through housing markets and cap-
italization – in order to sustain inequalities within the public system as an equilibrium
outcome. We turn to these rationing mechanisms next.

2.1.2. Housing market and spatial constraints that support sorting within
public schools

As suggested already, two types of constraints have been employed in local public fi-
nance models of public schooling. In school systems where admission to particular
public schools is determined by residential location, housing markets (and capitalization
of school quality) represent the natural mechanism through which sorting could arise. In

13 McMillan (2000) finds empirical evidence of a correlation of parental income and parental monitoring of
schools. Higher income parents may also be more effective at introducing innovation into school bureaucracies
that have shown to be handicapped by the presence of strong teacher unions [Hoxby (1996)].
14 Loeb and Page (2001) provide empirical evidence in favor of this assumption.
15 Brunner and Sonstelie (2003) suggest that parental contributions play an important role in California school
districts where spending limitations are in place.
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open enrollment systems where multiple public schools can be accessed from any resi-
dential location, on the other hand, the spatial distance of houses to different schools
(combined with a different type of capitalization effect) may emerge as a rationing
mechanism under the assumption that transportation is costly. Each of these mech-
anisms explicitly recognizes the link between residential location and public school
access – and thus the constraints households face as they are forced to make a “bun-
dled” choice of housing and schooling simultaneously.

Public school choice in the context of neighborhood or district-based school admis-
sion has been linked most directly to housing markets in the local public finance model
introduced by Dunz (1985), developed further by Nechyba (1997) and modified to focus
on schools in Nechyba (1999).16 The model begins with a fixed set of houses of vary-
ing quality partitioned into a set of school districts. While the model does not permit
endogenous changes in housing stocks, it places no restrictions on the intra- and inter-
district distribution of housing quality, and it permits housing quality to reflect both
house- and community-specific characteristics. Thus, existing housing stocks can be
varied so as to give rise to different inter- and intra-district distributions of house prices
and household incomes, with later models focusing on empirically relevant equilibrium
distributions. Households are endowed with incomes and child abilities, and school pro-
duction is described by the production function in Equation (1). Per pupil spending x

in each district is determined through a political process (that can include a mixture of
state income and local property tax financing), while q is endogenously determined by
the characteristics of households attending local public schools.

Sorting arises in this context through several channels. First, the housing market it-
self – absent any distortions introduced by public school institutions – gives rise to
residential income segregation so long as some jurisdictions have disproportionately
more high-quality houses than others. Second, given the presence of per pupil spend-
ing (x) in school production, local financing of public schools generally gives rise to
spending that is monotone in local income. Similarly, the correlation of nonfinancial
inputs (q) with household income leads to higher nonfinancial school inputs in wealth-
ier districts. Combined, this implies that housing prices for the same quality house will
differ across jurisdictions as higher public school quality must be capitalized into local
house prices in equilibrium (especially in light of the fact that empirically plausible ver-
sions of the model predict no strong correlation of property tax rates and local wealth).
Under local financing of public schools, housing prices are therefore distorted upward

16 Rangazas (1995) offers a somewhat earlier treatment of education in a two-district context based on the
Epple, Filimon and Romer (1993) model, with school quality defined solely by spending. Like the Nechyba
approach, a link between housing markets and education is supported in part by exogenously imposed zoning
and community amenity differences. Fernandez and Rogerson (1996) also discuss public school choice in
a two-district context but also do so within the context of a school production model that equates quality
solely with per pupil spending. DeBartolome (1990) offers a nice earlier treatment of peer effects in a two
community/two family type setting – demonstrating the efficiency implications of decentralized finance in the
presence of peer effects.
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in wealthier communities and downward in poorer communities – leading to sorting
by income above what is predicted by inter-jurisdictional differences in housing qual-
ity. Under state financing (that equalizes spending across schools), on the other hand,
x is independent of the school district but q remains higher in wealthier districts. Thus,
a portion of the segregating force introduced by locally-financed public schools remains
under state financing. While these results are primarily presented as simulation results
(treated more explicitly in Section 3) in the literature [Nechyba (1999, 2000, 2003a,
2003b, 2003c, 2003e)], they could in principle be derived analytically in more simpli-
fied settings.17

Similar results emerge in models that rely on the introduction of a more explicitly
spatial element linked to transportation costs to ration entry into equally financed public
schools of different quality. A recent model by Epple and Romano (2003) investigates
sorting across public schools when multiple schools are nominally available for all
households regardless of residential location but where houses are located at different
distances from the various public schools.

The potential costs of residential segregation in education markets has been inves-
tigated in various frameworks. Benabou (1993, 1996), for instance, focuses on human
capital accumulation in a general equilibrium framework with locally financed public
schools and peer effects. Low human capital “ghettos” may form in these models –
giving rise to inefficiencies (aside from inequities) when the negative impact of peer
segregation on education in such ghettos is greater than the gains from such segrega-
tion in other communities. As in the models discussed above, such stratification may
persist despite equalization of expenditures. Durlauf (1996) focuses on the dynamics of
income inequality when education depends on both expenditures and neighborhood ef-
fects. Persistent income inequality arises in the model under certain conditions that lead
to particular forms of household segregation across communities. In each of these mod-
els, the efficiency and distributional implications of segregated peer groups depend on
the way peer effects are assumed to impact different groups, much as had already been
discussed in a different setting in the theoretical treatment of peer sorting by Arnott and
Rowse (1987).

2.2. Sorting out of the traditional public school system – private, charter and
magnet schools

In our discussion of decentralized sorting across public schools in the previous section,
our sole focus was on household choices within a traditional public school system that
offers hierarchically ranked school quality options linked to housing markets. Choice,
of course, increasingly extends beyond traditional public schools, with nontraditional

17 While alternative models of housing markets [e.g., continuous housing good models such Epple, Filimon
and Romer (1993)] have not been introduced as vehicles for investigating public school sorting within a frame-
work that specifically incorporates features important in education, one can conjecture that similar analytic
results could arise under the necessary theoretical restrictions.
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public schools such as charter schools and magnet schools emerging within the public
sector and private schools competing with it. Sorting therefore extends beyond differ-
ent neighborhood or district schools as decentralized household choices lead some to
exit the traditional public school system. Because of a greater focus of the current lit-
erature on private (as opposed to nontraditional public) schools, we focus much of this
section on a discussion of private schools (Sections 2.2.1 and 2.2.2) and then discuss
nontraditional public schools in Section 2.2.3.

2.2.1. Modeling private schools

Because private schools charge tuition, any model of private schools must choose be-
tween a number of different competitive advantages that a private school might have
over what “free” public schools can offer. Such advantages generally fall into one or
both of the following categories:

(a) the ability of private schools to select inputs (both x and q) into school produc-
tion, and/or

(b) access by private schools to different school production technologies.
An additional advantage emerges in multijurisdictional settings where private schools

permit the unbundling of residential location and housing choices, but discussion of this
is deferred to Section 2.2.2.

(a) Cream skimming private schools. The simplest form of the first type of private
school advantage is one that assumes private schools set minimum household peer
quality standards in order to produce a vertically differentiated product that can attract
households away from public schools. Nechyba (1999) introduces such an assumption
by characterizing private schools as announcing x (per pupil spending) and qmin (the
minimum household peer quality level accepted into the private school). Under per-
fect competition and constant returns to scale in production, this gives rise to private
schools that each serve a single household type with peer quality level qmin and tuition
equal to the spending level that is most preferred by that household type. Households
thus sort based on both income and peer quality, with high income and high peer qual-
ity households gaining the most from choosing private schools. Within private school
markets, sorting is “perfect” in the sense that no two household types attend the same
private school. And while private schools are able to target spending levels specifically
to households, simulations of this framework (discussed in Section 3) suggest that the
primary force supporting private school markets under empirically relevant parameteri-
zations rests with the private school market’s “cream skimming” through minimum peer
quality levels.

Although this model of private school markets is simple and easily incorporated into
multicommunity public school models (see Section 2.2.2), it imposes the artificial as-
sumption that private schools cannot price discriminate between different observable
household peer types. This assumption is relaxed by Epple and Romano (1998) and
Caucutt (2001). Instead of assuming that private schools “cream skim” by setting qmin,
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these models allow profit maximizing private schools to manipulate q through tuition
policies linked to household peer quality. More precisely, the models assume that, aside
from a fixed per pupil cost of education, the determining factor of school quality is the
average child ability level within a school.18 Private schools can then directly price the
peer externality associated with a child’s ability level, leading them to offer scholarships
to high ability, low-income children while charging high tuition to lower ability, high in-
come families. Epple and Romano (1998) illustrate how such price discrimination leads
to a hierarchy of private schools of different qualities, with each private school offering
higher quality than the one public school in the model.19 As in the Nechyba framework,
households sort out of public schools based on both income and peer quality, but sorting
within the private sector takes on a richer and more subtle form. Specifically, with price
discrimination (rather than minimum peer quality levels) serving as the primary tool
supporting sorting in equilibrium, each private school targets a continuous combination
of income/ability types composed of higher-income/lower-ability attendees who pay
high tuition and lower-income/higher-ability attendees who pay less tuition (or receive
a scholarship).

(b) Private school access to different technologies. While “cream skimming” of this
kind has provided the most common theoretical explanation for the existence of private
school markets in formal models, various modifications of school production functions
are increasingly being explored – typically within the context of private schools also
being able to choose inputs. To fix ideas, one might for instance extend the production
function in Equation (1) to take the form

(2)S = φi

(
f (x, q)

)

where the transformation φi depends on whether a school is public or private. For in-
stance, one simple approach in the spirit of Epple and Romano (2002) treats φi as a
parameter and sets

(3)φpub < φpriv,

18 An additional difference between the Epple and Romano and the Nechyba approach arises from the as-
sumed technology available to households to convert school quality into academic achievement. Epple and
Romano assume an achievement function a(S, bn), where bn represents an individual child n’s ability and S

represents school quality as measured by average ability within the school [q in Equation (1)]. It is the child
achievement a which enters household utility, not S. Nechyba, on the other hand, takes a more reduced form
approach of S entering household utility functions.
19 Unlike Epple and Romano (1998), Caucutt (2001) abstracts away from public schools and models only
private schools. The two approaches have much in common in terms of theoretical insights, although Caucutt
solves the existence problem common to “club models” by having families randomize over private schools
while Epple and Romano appeal to an ε-equilibrium concept. Caucutt (2002) introduces a public school into
her earlier model.
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where the subscripts “pub” and “priv” refer to public and private schools respectively.
Public schools are thus exogenously assumed to be productively less efficient than pri-
vate schools in the sense that they produce lower quality S for any given set of inputs
(x, q).20 This public school inefficiency could be endogenized [as in Nechyba (2003c)]
by letting

(4)φi = (
1 − λi(PUB)

)
,

where λpriv = 0 and λpub is some positive monotone transformation of the fraction
of students attending public schools (PUB). This yields a model in which public school
inefficiency declines as the degree of private school competition faced by public schools
increases.21 While this does not introduce an explicit optimization model for public
school administrators (as discussed further in Section 2.4), it represents a reduced form
model of a public sector responsive to external incentives. One interpretation of this
approach suggests an underlying rent seeking model of public schools [Manski (1993)],
where the λpub function specifies the degree to which rent seeking is part of what public

schools do.22

The introduction of public school inefficiency then has the potential of impacting the
type of sorting that is predicted by the various models. In the extreme, one could as-
sume a framework where private schools either do not have the ability to choose peer
inputs or where school production functions place no weight on peer quality. Private
schools would thus rely solely on their cost advantage as they compete with public
schools, with only higher-income households sorting out of public schools. In models
with empirically plausible parameters, however, cost advantages by themselves are un-
likely to produce a sufficiently strong force to support private school markets, implying
that models which introduce public school inefficiency typically continue to rely on the
previously discussed private school advantage of peer input selection. When combined,

20 Evans and Schwab (1995), Neal (1997) and Grogger and Neal (2000) for instance, suggest that Catholic
schools are more effective at producing school quality, in particular for minority children, and Figlio and
Ludwig (2000) find a positive impact of private schooling on other adolescent behavior (such as sexual activity
and hard drug use). Rouse (1998) documents faster math achievement gains among private school attendees in
the Milwaukee Parental Choice Program, and Angrist et al. (2001) document substantial performance increase
in various dimensions for students randomly assigned to a private school voucher program in Columbia.
Ballou and Podgursky (1998) provide evidence that private schools are more successful at retaining high-
quality teachers and developing their teaching skills, and Toma (1996) – in a study of five different countries –
finds that the extension of government restrictions to private schools diminishes private school effectiveness.
21 In principle this could of course be extended to include competition between public schools which Hoxby
(2000), Bayer and McMillan (2005a) and Hanushek and Rivkin (2003) suggest raises the quality of public
schools while McHugh (2003) finds less evidence. Positive impacts of private school competition on public
school quality have been demonstrated in Hoxby (1994) and Dee (1998) but were not found by Sander (1999)
and McMillan (2000).
22 Manski (1993) uses this approach to present the classic trade-off under private school vouchers – with pub-
lic school quality suffering from private competition unless rent seeking within public schools is sufficiently
large and thus productively constrained by increased competition.
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this would tend to lead to sorting based on both household income and peer quality,
with household income playing a larger role than in models without public school inef-
ficiencies (assuming both lead to the same overall level of private school attendance).

In all of these formulations of private school advantages, it is implicitly assumed
that households agree on a definition of school quality, which implies that the rank-
ing of public and private schools is independent of households and their circumstances.
A further extension of private school models could therefore arise from an explicit in-
corporation of horizontal differentiation rather then vertical differentiation, with private
school markets less constrained than public schools in offering a menu of alternatives
targeted to particular household tastes. For instance, preferences for schools of a partic-
ular vertical quality dimension may differ along a horizontal dimension denoted by μ,
with the school production function (2) extended such that

(5)Sn = φi

(
f (x, q), μ

)
.

The superscript “n” on school quality S then denotes a particular household who evalu-
ates both the vertical quality considerations modeled above as well as the proximity of
the horizontal school type μ to the household’s own preferences over μ. Public schools
in such a model might be constrained to offering a particular value of μ, with private
schools free to choose different values.

Examples of such a formulation are offered by Ferrayra (2002) and Cohen-Zada and
Justman (2002) who introduce a preference parameter for religious education and per-
mit private schools to differentiate themselves by offering a religious dimension to
the curriculum. Other interpretations of μ might include diversity in pedagogical ap-
proaches or subject concentration. In terms of sorting of households across public and
private schools, this formulation introduces a form of sorting that is beyond the “cream
skimming” associated with the other approaches mentioned above. Put differently, sort-
ing now occurs not only along household peer and income dimensions but also along
the preference dimension over which households differ, and it therefore becomes a more
unambiguously positive phenomenon. Ferris and West (2002) also formalize this in a
framework where cream skimming private schools serve as an avenue for low-income
students to escape the uniformity of public schools. This analysis leads them to suggest
that concerns over cream skimming and peer group effects are insufficient to dismiss
other potentially positive impacts of private school differentiation.23

2.2.2. Private schools in heterogeneous public school markets

While sorting into private schools is often analyzed in models that assume a homoge-
neous public school sector (with all public schools of the same quality),24 additional

23 More specifically, Ferris and West (2002) consider the combined effect of cream skimming on the one
hand and lower drop out rates induced by additional school choices.
24 One interpretation of this homogeneity assumption is that households are free to choose any public school
and are thus unconstrained by housing market or spatial consideration. As discussed in Section 2.1, public
school differences cannot be supported in equilibrium under these assumptions.
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sorting effects emerge when private school markets are introduced into heterogeneous
public school settings of the type discussed in Section 2.1. An early analytic treatment of
the intuition behind the new forces introduced into a heterogeneous local public goods
environment when merged with private markets is offered by Goldstein and Gronberg
(1986) and extended in a more school-specific context in Mora (2003), Nechyba (1999)
and subsequent simulation papers. In an environment where a link between housing
markets and access to public schools supports equilibrium public school differences,
private school markets have a competitive advantage in that they are able to allow house-
holds to unbundle their housing and schooling choices. More precisely, with housing
prices depressed (due to capitalization of public school quality) in poorer districts, pri-
vate school attending households can obtain “bargains” in lower-income public school
districts while avoiding the public schools that are the cause of depressed housing prices.

Under empirically plausible parameterizations (see Section 3), this private school ad-
vantage is by itself typically not sufficient to support an empirically relevant private
school market.25 But when combined with the other types of private school advantages
raised in Section 2.2.1, it suggests a pattern of residential location that results in higher-
income and higher peer quality households mixing with lower-income and lower-ability
households in residential housing markets while sorting into different public and pri-
vate schools. It further gives rise to the possibility that sorting out of public schools
is less continuous than what is suggested by models discussed in the previous section,
with some higher-ability and higher-income households choosing good public school
districts and others choosing private schools in lower-income districts. Models that in-
corporate both heterogeneous public school and private school markets have, however,
been analytically too intractable to yield many closed form solutions, relying instead
on computable general equilibrium simulations discussed in more detail in Section 3.
An exception is offered by Mora (2003) who provides a simplified version of Nechyba
(1999) model with identical housing stocks across two jurisdictions and with education
production depending only on per pupil spending. While a one community version of
the model predicts perfect sorting of higher-income households into private schools,
the housing market in a two jurisdiction model gives rise to the possibility that sorting
takes on a more subtle form. Examples are offered in which middle-income households
reside in the lower-income jurisdiction and send their children to private schools that
are of lower quality than public schools frequented by higher-income households in the
other jurisdiction. Other examples illustrate different possible patterns of sorting, all
of which can also emerge in the more complex simulation models based on Nechyba
(1999) but none of which is established analytically in the more complex settings.

25 In a more theoretical context, however, Mora (2003) demonstrates that private school markets in multi-
jurisdiction settings can indeed emerge solely based on production technologies that take per pupil spending
as their only input.
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2.2.3. Nontraditional public schools

While public school reforms in a number of states have gone beyond the traditional
residence-based public school system explored in Section 2.2.1, theoretical explorations
of the introduction of nontraditional public schools like charter schools and magnet
schools have remained largely absent from the literature. At the same time, some of
the likely sorting effects of such reforms can be discussed to some degree based on
the theoretical treatment of sorting within (traditional) public and private school mar-
kets. Charter schools, for instance, often represent attempts at horizontal differentiation
within the public system, with school charters specifying particular nontraditional goals
for each such school. Because admission is not based on residential location, such
schools are likely to give rise to some of the effects of private schools in that they
divorce (at least to some extent) residential location from school choices. In the ab-
sence of explicit tuition prices, however, models of charter schools would likely have
to include an alternative rationing mechanism – either a spatial transportation cost [as
in Epple and Romano (2003)] or a cost measured in terms of effort required to assure
admission. Sorting may therefore arise along preference and peer quality dimensions
(as in the case of private schools) but may also include an additional “opportunity cost”
dimension. Magnet schools, on the other hand, represent attempts to provide greater
vertical differentiation within the public system and, as in the case of charter schools,
such attempts are typically not linked to residential location requirements. Sorting in
such cases is therefore likely to lead to greater ability sorting within the public system,
a topic we now turn to more explicitly within a traditional public school setting.

2.3. Sorting within the traditional public school system – tracking and public
school objectives

In all the frameworks discussed above, it has implicitly been assumed that within any
particular public school, quality is the same for all students and that no explicit attempt
is made by the public school sector to sort students on the basis of ability or peer qual-
ity. To one degree or another, however, public schools frequently attempt to provide a
differentiated product within individual schools (or across very different public schools
within the same geographic area), whether through partial or complete tracking. Con-
ceptually, public school designers determine not only the degree of centrally directed
sorting that is appropriate within public schools but also the grade level at which such
sorting should begin. In fact, virtually all societies have chosen to introduce fairly com-
plete tracking within publicly supported schools at some stage, although the timing and
precise form of public school tracking takes many different forms. In the US, partial
sorting may take place in public primary and secondary schools with the more com-
plete sorting introduced at the post-secondary stage of schooling, while other societies
accelerate the transition from no tracking to complete tracking within the primary and
secondary years of schooling.
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From the outset, it should be noted that – while the sorting among public schools in
Section 2.1 and into private schools in Section 2.2 emerges from decentralized choices
of households operating in particular economic environments, public school tracking
represents a more centralized form of sorting. Its presence in public school systems does
not obviate the decentralized sorting forces described in the previous section, but it does
alter the economic environment under which these decentralized forces operate. While
no theoretical work to date has explored fully the degree to which the decentralized
sorting forces are impacted by public sector attempts to sort students explicitly, some
initial work in the area has paved the way to a fuller investigation of the problem.

The issue has been tackled most directly by Epple, Newlon and Romano (2002)
within a model where the degree of tracking within public schools is set exogenously
and the nature of the competition between public and private schools is investigated in
the context of the Epple and Romano (1998) model of tuition-based cream skimming
in private school markets. Public schools are therefore still modeled as passive agents
except that now, unlike in models discussed in Sections 2.1 and 2.2, the fraction of time
that students mix with other students is set exogenously below 1. More specifically, the
model imposes an exogenous ability cut off B, with students whose ability falls above B

attending a separate track for an exogenously specified fraction m of the day. The impact
of varying B and m is then investigated computationally. The analytic result in Epple
and Romano (1998) indicating that all private schools must dominate the public school
in terms of quality is then modified – all private schools must be of higher quality than
the lower track in the public school, but the model may give rise to some private schools
(composed of students whose ability falls below B) whose quality falls below that of
the upper track in the public school. The upper track in public schools attracts some
households that would attend private schools in the absence of public school tracking,
thus changing the sorting into private schools as sorting within the public school is im-
plemented. This suggests a possible avenue through which public schools may choose
to respond to private school competition, but a full exploration of this issue would re-
quire an explicit model of the objective function for public school administrators – an
issue to which we turn next.

2.4. Modeling public school objectives and their impact on sorting of students
(and teachers)

In almost all theoretical models of public and private school markets discussed above, it
has implicitly been assumed that public schools are largely passive institutions that take
inputs provided by the political process (spending) and the selection of students (peers)
as given and do little to themselves manipulate these. As noted above, even in the Epple,
Newlon and Romano (2002) model of public school tracking, the tracking policy itself
does not emerge from a public school optimization problem. The school production
function in Equation (4) deviates from this somewhat by incorporating a reduced form
specification of public responsiveness to competition, but it also does so without speci-
fying an underlying optimization problem for public schools. Two micro-based models
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of public school objective functions have, however, recently been developed. The first
assumes that public schools are rent-seeking institutions that produce school quality
only to the extent to which this raises rents for school administrators or teachers, while
the second assumes that public schools are maximizing some measure of achievement
within the public school. In light of increasing empirical evidence that public schools
indeed alter behavior as a response to changes in incentives,26 the theoretical explo-
ration of public school objectives represents a potentially important avenue for future
research.

Until recently, the common presumption has been that the presence of rent seeking
motives on the part of public schools leads to an unambiguous positive and efficiency
enhancing effect of increased private school competition that constrains rents by public
schools and forces them to raise productive effort even as private schools cream skim
from the public sector Manski (1993). McMillan (2004), however, questions this in a
model where parents are given both “voice” within the public schools as well as the
opportunity to “exit” into the private sector, with some parents assumed to be more ac-
tive in pressuring public school officials than others. While the possibility that public
schools may respond to increased private school competition by raising productive ef-
fort exists within this framework, McMillan also demonstrates that public schools may
choose to behave more inefficiently under greater competition if it is less costly for them
(in terms of sacrificing rents) to simply allow motivated parents to exit the public sys-
tem and thus be left free to obtain greater per pupil rents in a smaller public school.
Sorting into private schools along the dimension of parental involvement – which can
in principle be modeled as a household specific rather than student specific peer effect –
thus plays a critical role in this framework. The issues raised imply that the implicit
assumption of λpub as a positive monotone transformation in Equation (4) may be an
over simplification as more explicit micro foundations of public school behavior are
introduced.

Lazear (2001), on the other hand, assumes that public schools optimize overall stu-
dent achievement as they assign students to classrooms in the presence of peer effects.
He develops a “disruption model” of peer effects where the emphasis is on the dis-
ruptive role of particular students rather than the average ability of students within a
classroom. His optimizing framework then implies that it may be optimal for schools to
concentrate disruptive students in smaller classrooms, a prediction that would help ex-
plain the common empirical finding that class size has little impact on measured student
achievement.

26 Cullen (1999) and Figlio and Getzler (2002), for instance, provide evidence that public schools alter their
classification of students with disabilities in response to changes in fiscal incentives; Cullen and Reback
(2003) suggest ways in which schools game rules under accountability systems and Jacob and Levitt (2003)
find evidence of rather dramatic cheating on standardized tests in Chicago under fairly mild incentives for
schools. Figlio and Winicki (2002) even suggest that schools may alter school lunch content to boost perfor-
mance on standardized tests.
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While Lazear focuses on the assignment and sorting of students, the potential for
developing explicit models in which public school systems assign different teacher qual-
ities (in the presence of external opportunities for teachers) may offer a fruitful avenue
for further theoretical analysis, especially in light of evidence that higher-quality teach-
ers tend to be assigned to higher peer quality and higher-income households [Loeb and
Page (2001)]. Just as parental involvement can be viewed as a household level peer ef-
fect in the equations of Section 2.2, it may be that a similar household level peer effect
emerges in micro modeling of teacher assignments if indeed it is the case that higher-
income and higher-ability households are assigned higher-quality teacher inputs. At this
stage, the literature simply treats this possibility in the reduced form fashion implicit
in the specifications of productions functions with household level peer effects, and it
does not treat the possibility of differential teacher assignments within a single public
school.27 A final idea that may be incorporated into multijurisdictional models of ed-
ucation in the future is offered by Hoyt and Lee (2003) who suggest that local policy
(such as school policy) may be shaped in part with an eye toward making communities
more attractive for high peer quality households.

3. From theoretical to computational models of school markets

Much of the theoretical discussion of Section 2 arises within research programs that ulti-
mately aim to provide an empirically richer description of the relevant economic forces
through computational versions of the underlying theoretical models. The increasing
emphasis of computational approaches to modeling school markets has arisen for two
basic reasons: First, more complex theoretical models – while incorporating a richer and
empirically more relevant economic framework, are simply too involved to yield clear,
closed form analytic solutions; and second, increasingly powerful computer platforms
provide previously unavailable avenues to advance a research agenda aimed at charac-
terizing the interaction of complicated general equilibrium forces. This section therefore
begins with a discussion of the appropriate interpretation of computational models of
education (Section 3.1), followed by an overview of some of the results (Section 3.2)
and a review of current research aimed at linking computational models increasingly to
data (Section 3.3).28

27 Ballou (1996) suggests that the empirical evidence supports the notion that public schools generally do
not hire the most-qualified teachers from their applicant pool and speculates that this may change if public
schools face increased competition. Hoxby (2002) provides evidence from traditional forms of Tiebout and
private school choice suggesting that increased competition causes schools to pay closer attention to teacher
quality, and Hanushek (2002) reports that, while teacher quality is typically not correlated with observable
characteristics of teachers, principals seem to be able to discern quality differences (and presumably use these
when making teacher assignments). In addition, Hanushek (2001) provides evidence that teacher attrition is
affected strongly by student characteristics, suggesting that schools have a strong interest in using teacher
assignments as a compensation and retention tool.
28 Portions of this section draw heavily on discussions in Nechyba (2003d).
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3.1. Interpreting computational structural models

Computational equilibrium models attempt to provide internally consistent frameworks
for analyzing not only the impact of policies on individual incentives but also the de-
gree to which policies change the general economic environment in which individual
decisions are made. Empirically relevant work needs to come to terms with a number of
challenges, including the fact that parental choices about education involve judgments
about school production functions that remain controversial among researchers, that
these decisions are often made in environments in which school choices are bundled
with choices over residential housing and local amenities, that parents take into account
the possibility of private alternatives to public schooling and that their decisions are
made in environments where families are credit constrained because it is generally dif-
ficult to borrow against human capital investments. It is in large part because of the
complexity of these challenges that purely analytic approaches are often insufficient to
yield empirically relevant insights.

Computational models therefore represent attempts to bridge theoretical and empiri-
cal work – avoiding the simplicity that is necessary for purely theoretical treatments to
yield closed form solutions while at the same time recognizing that traditional (reduced-
form) empirical work is often unable to characterize important general equilibrium in-
terdependencies between individual behavior and the evolution of the general economic
environment. Such models span a continuous spectrum from theoretical to empirical
work, with some computational models primarily used for exploring the theoretical
properties of complex economic models and others aimed at empirically estimating
models that can be used to simulate out-of-sample policy changes. Few models are on
either extreme of this spectrum and most contain elements of both theoretically and
empirically motivated simulations. All such approaches, however, begin with the spec-
ification of the underlying mathematical structure of the economic environment that is
modeled, thus leading to the frequent label for such approaches as structural models.
This structure includes the detailed specification of preference and production func-
tions, a determination of appropriate distributions of characteristics for the economic
agents in the model (such as income distributions), and a mathematical description
of the political (voting) and economic environment (tax instruments, housing and pri-
vate school markets) that determines school inputs. A purely theoretical application of
simulation techniques then proceeds to a computational analysis of how equilibrium
outcomes change as values for the underlying structural parameters change.

Beyond such explorations of the theoretical properties of equilibrium models, re-
searchers then typically proceed to developing ways of identifying the empirically
“correct” values for key structural parameters in order to investigate policy simulations
within the most relevant portion of the parameter space. Key aspects of the models (such
as elasticities, income distributions, etc.) may simply be set so as to be consistent with
estimates from traditional empirical work, or they may be calibrated to yield equilibrium
outcomes that are consistent with certain aspects of observed outcomes under a particu-
lar economic setting. More ambitious attempts to move computational models along the
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spectrum from theoretical to empirical work may furthermore employ structural estima-
tion techniques to estimate (rather than calibrate) underlying parameters. With critical
aspects of theoretical models linked to data, the models then permit simulations of out-
of-sample policies under the assumption that the estimated structural parameters remain
unchanged even as the general equilibrium environment may change dramatically. The
empirical relevance of simulation results then depends on both an empirically plausible
underlying structure as well as a high level of confidence that the structural parameters
are sufficiently linked to empirical realities. Confidence in the model is bolstered by
successful replication of observed equilibrium outcomes under existing institutions. An
even stronger criterion would involve estimating the structural model for a data set using
the institutions relevant for the setting from which the data were drawn, and then sim-
ulating equilibrium outcomes under a different observed institutional setting to check
whether the estimated model can replicate outcomes under that new setting.29

In interpreting computational policy analysis, it is therefore important to come to
terms with the approximate position occupied by the particular model on the continuum
between theoretical and empirical work. Extraordinarily valuable insights regarding the
relevance of different competing economic forces can be obtained even with models that
fall on the more theoretical end of that spectrum without the need to interpret specific
simulation results as empirical estimates to be used directly for policy analysis. At the
same time, as computational models find their way toward the more empirical end of
the spectrum, more confidence can be placed in the precise estimates of policy impacts.
With this in mind, we now turn to an overview of some of the results from current
simulation approaches.

3.2. Selected simulation results and general lessons on sorting: school finance
policies, tracking and vouchers

Computational models have tackled the issue of sorting in two separate settings: those
that involve a single homogeneous public school sector (which is equivalent to assum-
ing a single public school competing against endogenously emerging private schools)
and those that explicitly model heterogeneous public schools supported in equilibrium
by spatial or housing market constraints. A common theme across these literatures in-
volves the importance of sorting along peer characteristics and household income, with
both types of sorting emerging between public and private schools as well as within
each school market. While the primary type of sorting that is investigated has been hi-
erarchical (with higher-income and higher peer quality households sorting into separate
schools), an emerging literature is beginning to investigate horizontal forms of sort-
ing (with different types of peer quality sorting into separate schools or tracks). Below,
we focus separately on sorting within computational models that model public schools
as homogeneous (Section 3.2.1) and those that incorporate economic forces leading to
heterogeneity in quality within the public sector (Section 3.2.2).

29 Few, if any, computation models have been subjected to this stronger test.
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3.2.1. Sorting in private schools in the presence of homogeneous public schools

Epple and Romano (1998) build the foundation for the most common approach to
investigating sorting in the presence of a single public school.30 As detailed in Sec-
tion 2.2, the theoretical model that underlies the computational analysis models private
schools as profit maximizing institutions that gain a competitive advantage over the pub-
lic school by selecting peer inputs into school production through price-discriminating
tuition policies. While per pupil spending is relegated to play a minor role in this model,
more recent generalizations that include a more prominent role for marginal impacts of
private school spending on school quality [Epple and Romano (2002)] do little to al-
ter the general lessons regarding sorting. The primary policy applications of this model
have been to private school voucher policy and to a computational analysis of tracking
within the public schools, with some other approaches providing additional nuances.

School production in the Epple and Romano work is modeled as in equation (1)
(Section 2.1.1), with no marginal impact of school spending once a minimum per pupil
spending level is in place. School quality (or in this case, average ability within a school)
combines with individual ability to determine individual achievement. In equilibrium,
private schools are composed of continuous slices of the household income/child ability
type space, with each school combining relatively higher-income/lower-ability students
(who pay high tuition) with lower-income/higher-ability students (who pay less tuition
or receive scholarships). Because of the higher average ability in private schools, all
private schools dominate the public school in terms of quality, and private schools them-
selves can be ranked by average ability (and thus quality).

3.2.1.1. Private school vouchers. This sorting along both household income and child
ability is intensified as private school vouchers are introduced, with additional private
schools serving students that previously attended the public school and reallocating
students among previously existing private schools. The central intuition behind the im-
pact of vouchers arises from the increased competition for high-ability students, which
in equilibrium lowers tuition for such students by substantially more than the amount of
the voucher.

Vouchers then have two separate effects: First, they alter the nature of ability sort-
ing across schools, leaving public schools with lower quality because of the “cream
skimming” by private schools. Second, vouchers implicitly redistribute income. For this
reason, an analysis of which children benefit and which are hurt in terms of their access
to school quality differs from a household welfare analysis that also includes the impact
of income redistribution. Achievement gains are greatest (between 12.9% and 20.2%
for a $2,000 voucher) for children whose households are induced to switch from public

30 The single public school assumption can be interpreted as a model of open enrollment public schools in
the absence of housing market or spatial constraints that can sustain public school differences in equilibrium.
Caucutt (2001) presents an alternative model with many of the same implications but abstracts away from the
existence of a public school sector.
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to private schools, while students who remain in the public school experience a decline
in achievement of 4.9%. Not all households that switch to private schools are, however,
better off in terms of household welfare because they are induced to switch to private
schools (and pay partial tuition) due to the declining quality of public schools. While
their children have access to better schools, the decline in income from having to pay tu-
ition may outweigh the benefit of higher school quality. Overall, the largest gains occur
for low-income, high-ability households. Because private schools have only the advan-
tage of being able to select peers through tuition pricing (and none of the other possible
advantages discussed in Section 2.2), all of these (and other) results of the impact of
vouchers on the access to different levels of school quality are due to the changes in
sorting induced by vouchers. Furthermore, because peer externalities are priced explic-
itly in private schools, an increase in private schooling is efficiency enhancing in the
model.

In a continuation of this work, Epple and Romano (2002) extend their model in the
direction suggested by Equations (2) and (3) in Section 2.2.1 – combining a larger role
for school spending effects with an assumed higher cost effectiveness of private schools.
These extensions are motivated by an attempt to see whether more finely tuned voucher
policies can take advantage of private school efficiencies without giving rise to equity
concerns raised by the type of sorting from cream skimming private schools that is cen-
tral to the results in Epple and Romano (1998). More precisely, the model investigates
the impact of different forms of targeting. It demonstrates that targeting of vouchers
to child ability does little to alter the results of their previous work because of the un-
intended policy consequence of the emergence of private schools with lower quality
than the public school. These private schools would find clients among low-income,
low-ability households who are attracted to the schools by scholarships given in ex-
change for their vouchers. While this increases household welfare of such low-income
families through redistribution of income, it leads to a decline in achievement for their
children. The paper then demonstrates that ability targeting of vouchers will undermine
cream skimming only to the extent to which the targeting is appropriately structured
and accompanied by constraints on schools that accept vouchers. More precisely, when
vouchers are set to be equal to the effective marginal cost of an ability type for a school
with average ability equal to the population average, and when schools are prohibited
from accepting tuition above the voucher amount, cream skimming is neutralized as a
homogeneous (and more cost effective) private school sector replaces the public school
system.

Voucher design issues are also raised in recent work by Cohen-Zada and Justman
(2002) who present a computational model with homogeneous public schools and pri-
vate schools that may horizontally differentiate themselves by offering religious educa-
tion. Peer effects play no role in this model, but private subsidies for religious schools
are permitted – offering an additional advantage for such schools. The paper then sim-
ulates different types of voucher targeting to schools and households, with a focus on
means testing at the household level and limitations of vouchers to nonreligious schools.
The results, echoed in Ferrayra (2002) multijurisdictional analysis of the same question
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(see Section 3.2.2), suggest that vouchers limited to nonreligious private schools and
targeted to low-income families would have significantly less of an impact than similar
vouchers that permit participation of religious schools. The work simultaneously high-
lights the possibility that the private subsidies received by religious schools may also
play an important role. As the model is calibrated to different states with different re-
ligious enrollments, the model also suggests that states with high religious enrollments
are likely to experience more of a response to vouchers than states with lower religious
enrollments.

3.2.1.2. Tracking and public schools. In an important related project, Epple, Newlon
and Romano (2002) investigate sorting issues within the public school rather than across
public and private schools. Specifically, they model exogenously set levels of tracking
within public schools and demonstrate that increased sorting within the public sector
may have profound impacts on the nature of public/private school competition. They
predict large within-school differences in school quality for different ability levels, with
the potential of some private schools offering higher quality than the lower public school
track but lower quality than the higher public school track. The existence of two tracks
within the public system fundamentally alters the sorting into private schools as the
upper track in public schools essentially cream-skims within public schools by setting
a minimum ability level. A potentially large segment of relatively higher-ability stu-
dents that might be attracted to private schools in the absence of public school tracking
therefore remains within the segregated track in the public school.

On the spectrum of computational analysis between theoretical and empirical ex-
tremes, these models could reasonably be said to fall toward the middle. Most of the
models give no role to heterogeneity in public school systems or to large advantages
for private schools other than the ability to select peers, but the computable versions
of the models are calibrated to replicate some important features of US public schools.
While Cohen-Zada and Justman (2002) introduce horizontal differentiation and cost
advantages of religious schools, they abstract away from residential sorting, peer group
effects and potential competitive responses by public schools. However, the important
lessons emerging from these research programs place the issue of sorting that results
from competition at center stage and suggest important avenues for future research
as the models are enriched and as voucher design becomes a greater focus of policy-
motivated research.

3.2.2. Sorting within heterogeneous public and private school markets

In models with heterogeneous public school systems, sorting generally occurs in quite
similar ways and for quite similar reasons, but additional subtleties are introduced by
the presence of public school heterogeneity. It is, for instance, no longer the case in
models such as Nechyba (1999) that all private schools are of higher quality than all
public schools [as in Epple and Romano (1998)]. Rather, within each jurisdiction or
attendance zone, all private schools must be of higher quality in equilibrium than that
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jurisdiction’s public school (for the same reasons as in Epple and Romano’s model), but
private schools in low-quality public school districts may be of lower quality than public
schools in higher-income public school districts. Sorting along the lines suggested in the
homogeneous public school literature therefore extends throughout the combined public
and private system in ways that are similar to the sorting that occurs over private schools
in the absence of public school heterogeneity. In addition, issues regarding equilibrium
sorting now extend beyond policy simulations related to vouchers and tracking to more
general public school finance policies involving various degrees of centralization. The
additional economic forces that play a key role within the heterogeneous public school
models primarily involve general equilibrium mobility and price adjustments that al-
ter the economic environment within which household choices regarding schooling are
made.

The theoretical model developed in Nechyba (1999) and expanded into more involved
computational frameworks in Nechyba (2000, 2003b) and Ferrayra (2002) offers the
approach most directly related to research questions involving sorting within heteroge-
neous public school models with private school markets. The models are calibrated to
various data sets from New York and New Jersey [Nechyba (2000, 2003b)] and struc-
turally estimated with a more national data set in Ferrayra (2002). Nechyba (2003b) de-
rives income distributions as well as housing quality distributions from these data31 and
sets preference parameters to yield accurate levels of public school spending (through
a voting process) and production parameters to accurately replicate observed levels of
private school attendance.

It is in this calibration exercise that the model provides interesting insights into the
degree to which the underlying structure of a multidistrict economic model requires dif-
ferent aspects of school production to play a role. More specifically, when a constant
returns to scale Cobb–Douglas version of the school production function in Equation (1)
places little weight on household peer quality, private school markets do not arise in
equilibrium because private schools do not have a sufficient competitive advantage to
attract tuition-paying households (even if relatively high private school vouchers are
introduced). If, on the other hand, too much weight is placed on household peer qual-
ity, public school systems cannot survive in equilibrium because the private school
advantage from being able to select peer inputs is too large. As a result, the underly-
ing structure of the model implies that parents in the model must place weight on both
spending and peer quality (in roughly equal proportions) in the absence of other private
school advantages. When private schools have additional cost advantages [as in versions
of Equation (4)], on the other hand, the role assigned to peer quality in the production
function declines as the model is re-calibrated to once again replicate observed private

31 Housing quality for different house types across three stylized school districts are calibrated to give rise
to housing prices that are observed in the data. Given that prices incorporate both house quality as well as
neighborhood amenities and externalities, the calibrated “house quality” values thus represent a combination
of housing and neighborhood characteristics as reflected in house prices.
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school attendance rates [Nechyba (2003c)]. And when private schools have the addi-
tional opportunity to engage in horizontal differentiation in the presence of differences
in household tastes [as in Equation (5)], peer quality again plays a less important role
[Ferrayra (2002)].

In each of these versions of the computational model, sorting among households takes
on a somewhat different form. When the production function is simply as specified in
Equation (1) with private schools being able to select inputs but having no additional
advantages, those that gain most from segregating into private schools are families with
relatively high peer quality, and those that can most easily afford to separate are families
with high income. With the option of different school districts offering different quali-
ties in the presence of housing markets that capitalize quality differences, it is similarly
higher-income and higher-ability households that have a greater incentive to segregate
within the public sector into better public school districts. Thus, sorting across schools
is such that relatively higher-income and relatively higher peer quality households sort
into better schools, whether these are in the public or the private sector. The lowest qual-
ity public school in the poorest district is attended by primarily low-income and lower
peer quality households. This result changes somewhat when the production function is
altered to that of equation (4) where private schools enjoy an additional cost advantage,
with household income playing somewhat less of a role and household peer quality
somewhat more of a role in the sorting of families into privates schools. However, when
the possibility of horizontal differentiation is introduced [as in Ferrayra (2002)], sorting
arises not only along the dimensions of income and peer quality but also in the taste
parameter that differentiates households in terms of the value they place on a horizon-
tally differentiated product. The particular application explored by Ferreyra is tastes for
religious education as represented by Catholic schools.

3.2.2.1. Private school vouchers. When private school vouchers are then introduced
into the model, sorting across schools increases and follows a similar pattern. The most
consistent result across all specifications of school production assumptions, however,
involves predictions regarding residential sorting. Because of the distortions in hous-
ing prices that are introduced through capitalization of public school quality (and local
tax rates) in different districts, vouchers (without eligibility restrictions) tend to result
in substantial declines in residential sorting as marginal households who attend pub-
lic schools in better school districts uncouple their housing and schooling choices and
thus migrate to lower-income districts to take advantage of depressed housing prices
[Nechyba (2000, 2003a, 2003c, 2003e), Ferrayra (2002)]. Simulation results suggest
that this effect is initially increasing in the size of the voucher until the voucher ap-
proaches public school spending levels in the poor district when the model predicts that
some public schools collapse entirely.

Even in the absence of vouchers, the private school market has such a desegregating
effect, providing direct incentives for relatively higher-income and peer quality house-
holds to choose private schools in poorer districts. In fact, Nechyba (2003c, 2003e)
reports that, while public schools in the absence of private school markets lead to sub-
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stantially more income segregation than is attributable to mere inter-district housing
quality differences, a mixed public/private system of the type we observe in the data ac-
tually gives rise to less residential income sorting than would arise without distortions
from the existence of public schools. Residential segregation patterns within hetero-
geneous public school systems are then predicted to be quite different from school
segregation patterns, with private school markets fostering reduced residential segre-
gation by income and peer quality but increased school segregation along these same
dimensions.

Although the predictions from simulation models of the impact of policies such as
private school vouchers on residential segregation seems to be robust to alternative spec-
ifications of private school advantages (and public school responses) [Nechyba (2003c),
Ferrayra (2002)], the effect such policies have on access to educational opportunities for
different groups depends critically on these specifications. The model as described by
equation (1) with cream skimming as the only advantage for private schools and no
response by the public sector predicts a decline in public school quality with the intro-
duction of vouchers. This decline, however, is not primarily centered on public schools
in districts where private schools emerge but rather spread throughout the public sys-
tem as high peer quality households exit better public schools to reside in worse public
school districts as they switch to private schools. In fact, many simulations suggest that
public schools in richer districts are more adversely affected by private school cream
skimming under private school vouchers than are public schools in poorer districts.32

Under alternative specifications [such as those of equation (4)], on the other hand,
the model predicts increasing public school quality as public schools become more
cost effective under increased competition due to private school vouchers [Nechyba
(2003c)]. And under horizontal differentiation of private schools targeted to household
tastes [Ferrayra (2002)], the model predicts additional preference sorting that has fewer
of the negative cream skimming effects emphasized in the Nechyba models. As in the
case of homogeneous public school models, the role for horizontal differentiation on
the basis of religious education plays a particularly important role as voucher design is-
sues come into play, with Ferreyra predicting substantially different effects for vouchers

32 This result holds more frequently when voucher levels are modest and disappears when voucher levels ap-
proach public school spending in poorer districts. In some instances, simulations suggest that public schools
(under modest voucher levels) in poor district actually improve as increased per pupil spending (resulting
from fewer public school students) outweighs the negative impact of declining peer quality [Nechyba (1999,
2003c)]. The latter result is more likely to hold in a locally financed than a state-equalized public school
system (where increases in per pupil spending are spread across all school districts). In an earlier model in
which school quality was defined only as a function of spending, Rangazas (1995) offers calibrated simula-
tions in which all public schools improve when vouchers are introduced because a declining public school
population, while causing some to withdraw political support from public schools, leads to a lower effective
tax price for raising per pupil expenditures. This intuition is also at work in simulations based on the Nechyba
model, although the impact on school quality is muted by the smaller role of spending in school production.
Rangazas’ model also predicts migration effects that are qualitatively similar to those found in the Nechyba
framework.



1354 T.J. Nechyba

that can be used in religious schools than vouchers targeted only at nonreligious private
schools.

The models have also been used to clarify the extent to which targeting of private
school vouchers might change both residential and school level sorting. Recall the re-
sult that, under modest levels of vouchers available to all, vouchers would be taken up
primarily in low-income districts by households that migrate into these districts from
higher quality public schools elsewhere. This implies that targeting of vouchers to poor
districts differs quite fundamentally from targeting to poor households – with only the
former proposal giving rise to the bulk of migration effects of untargeted vouchers. At
least for modest voucher levels, vouchers targeted to poor districts are thus more similar
to untargeted vouchers than they are to household income targeted vouchers [Nechyba
(2000)]. Similar results are likely for investigations of other forms of nontraditional
schools such as magnet and charter schools.

3.2.2.2. Public school finance policies. The interaction of private school markets,
public schools and residential housing markets can also give rise to predicted general
equilibrium price and mobility effects as more general public school finance policies
change. Under the production function specification of equation (1), the model predicts
greater private school attendance under local property tax financing of public schools
than under equalized state income tax financing [Nechyba (2003b)]. This occurs in part
because the higher predicted public school quality in poor districts under state equal-
ization provides less of a reason to lower-income/high peer quality households to use
private schools in the poor district, and a greater extent because the effective oppor-
tunity cost of housing in wealthy districts relative to those in poor districts declines
substantially as local financing is changed to state financing.33 Sorting within the pub-
lic system and into the private system therefore decreases as financing moves to the
state level under the assumption that state and locally financed schools are equally pro-
ductive.34 Hybrid state/local financing policies can have similar effects, with general
equilibrium effects often outweighing the impact arising under partial equilibrium as-
sumptions [Nechyba (2003a, 2003b, 2002)].

33 This, in turn, arises both because of the capitalization of higher-quality public schools in poor districts (and
lower-quality public schools in richer districts) under state equalization, and because local property taxes are
part of the opportunity cost of residential location choices while state income taxes are not [Nechyba (2003b)].
34 Given the empirical evidence that private school attendance tends to increase under equalization [Downes
and Greenstein (1996), Downes and Schoeman (1998), Husted and Kenny (2002)], the computational model
of Nechyba (2003b) therefore does not accurately predict responses of private school markets to equalization
within the public sector. To replicate this increase in private school attendance, the structure of the model
requires that public school productivity be linked to the degree of local input into school production (with
declining productivity under centralization). Hoxby (1999) suggests that local property tax finance may be a
key factor in yielding information to school producers that allows local financing to reach efficiency levels
that state income tax financing cannot.
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Models such as those reviewed in this section attempt to narrow the gap between
strictly empirical and theoretical approaches, but more work on both ends of the spec-
trum is required for that gap to close further. Currently, the models are strictly static –
giving policy outcomes without any sense of transition paths and associated costs. This
lack of dynamics also leads to simplifying assumptions. For instance, it is commonly
assumed that each household has a child when a more dynamic model could contain
life cycle elements that permitted not all residents in each district to have children at
any given time. Similarly, housing stocks are assumed, at least in the Nechyba/Ferreyra
models, to be exogenously set, with no possible improvements or depreciation. These
issues present major challenges for future research, some of which are discussed in
more detail in Epple and Nechyba (2004). Finally, while peer effects have become quite
central to computational investigations of sorting across schools and neighborhoods, the
conceptually separate impact of residential neighborhood and school peer effects has yet
to be modeled explicitly in these frameworks. To this end, Bayer, Ferreira and McMillan
(2003, 2005) have developed a new method for estimating preferences for school and
neighborhood amenities, and their results suggest a “social multiplier” from increased
public school quality – because public school quality attracts higher income and more
highly educated households to neighborhoods (beyond what one would predict from
simply considering the partial equilibrium impact of schools).

3.3. From calibration to structural estimation

The promise of computational approaches to become increasingly empirically relevant
is strengthened by recent efforts to use structural estimation techniques to estimate the-
oretical models rather than rely on relatively crude methods of calibration. Epple and
Sieg (1999) and Epple, Romer and Sieg (2001), for instance, develop techniques to es-
timate general local public finance models that allow for household mobility, housing
market adjustments and voting. While this work has not at this point been focused on
studying the public and private markets for education, it provides a basis from which
future structural work may estimate models more directly focused on issues of sorting
across communities and schools. Epple, Romano and Sieg (2003) have investigated peer
effects and educational sorting at the college level and without some of the local pub-
lic finance complexities of primary and secondary education markets. Ferrayra (2002)
extends the theoretical model of Nechyba (1999) to include preference variation with
regard to religious (Catholic) education and structurally estimates a model with hous-
ing, voting, public schools and both secular and religious private schools. Her model is
then used to simulate different types of vouchers as discussed in the previous section.
And a series of recent empirical papers combine structural and instrumental variable
techniques in an attempt to estimate household preference parameters for school and
neighborhood amenities while explicitly taking into account the general equilibrium na-
ture of the economic environment in which residential segregation takes place [Bayer,
Ferreira and McMillan (2003, 2005), Bayer, McMillan and Reuben (2005), Bayer and
Timmins (2003)]. This work promises to bridge much of the gap between theoretical,
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simulation and empirical work and is providing strong evidence to support conclusions
from the computational work cited above that partial equilibrium estimation approaches
often yield results that are quite unreliable. Each of these approaches is still in its early
stages, with structural estimation of school markets emerging as a likely avenue for
much future work.

4. The impact of sorting on outcomes

The fact that nonrandom sorting of students across schools is pervasive is not in dispute
and has been documented extensively in the empirical literature. The earliest indication
of the importance of residential sorting arises from school capitalization studies dating
back to Oates (1969), with more recent estimation techniques focused on discontinuities
in housing prices at public school attendance zone boundaries [Black (1999), Weimer
and Wolkoff (2001)].35 Discrete choice models [Nechyba and Strauss (1998), Bayer,
McMillan and Reuben (2005), Bayer, Ferreira and McMillan (2003, 2005), Epple and
Sieg (1999), Ferrayra (2002)] similarly identify the importance of local school and
neighborhood qualities in household utility functions. And in her investigation of the
impact of Tiebout style competition on public school quality, Hoxby (2000) documents
that much of the segregation along race and income happens across schools within
districts – again linked to residential location.36 These literatures, using very different
methodologies and reviewed more extensively elsewhere [Epple and Nechyba (2004)],
all suggest an important public school sorting force arising from household mobility,
with Bayer, Ferreira and McMillan (2005) illustrating the importance of both partial
and general equilibrium effects as the impact of good schools on neighborhoods causes
substantial (general equilibrium) sorting on top of the (partial equilibrium) sorting in-
duced by schools themselves.

Equally important is empirical work investigating the extent to which private school
sorting is affected by the general equilibrium forces emphasized in the theoretical and
computational literature. Lankford and Wyckoff (1992) suggest that parental choices
with respect to private schooling are sensitive to the quality of school offerings, to
peer characteristics and tuition, all consistent with the theoretical predictions in mod-
els reviewed earlier, and Epple, Figlio and Romano (2004) find evidence that private
schools engage in the type of price discrimination predicted by Epple and Romano
(1998) leading to sorting on observed ability within the private sector. And studies of
Catholic school effectiveness have explicitly tackled selection of higher-ability children
into private schools in various ways, with Altonji, Elder and Taber (2002) (among oth-
ers) providing an overview of the econometric problems of estimating private school
quality in light of such selection.

35 Complementing this literature are recent studies documenting an impact of new information about local
schools on housing prices [Figlio and Lucas (2000)] and the effect of open enrollment within public school
districts on property values [Reback (2002)].
36 This suggests that district level analysis of sorting within public schools is likely to be misleading.
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While sorting in school markets is thus well documented, it has been considerably
more difficult to identify the degree to which such sorting is responsible for observed
differences in student outcomes. Clear correlations between observable household and
peer characteristics within schools and school outcomes are easily documented, but the
empirical challenge lies in determining the extent to which such correlations are indica-
tive of underlying causation. We begin therefore in Section 4.1 with a brief discussion of
the general identification problem faced by researchers who seek to document a causal
link between observable sorting patterns and actual outcomes and then proceed in Sec-
tion 4.2 with an outline of alternative means of addressing these challenges. Section 4.3
then provides a brief review of the initial (and limited) evidence that is emerging from
this literature.

4.1. The problem of identifying peer effects

Researchers face several challenges in estimating the importance of peer or neighbor-
hood characteristics on student achievement. The first, treated most extensively in the
theoretical econometrics literature, arises from the difficulty in econometrically sepa-
rating a group’s influence on an individual’s outcome from the individual’s influence on
the group [Manski (1993), Moffitt (1998), Brock and Durlauf (2001)], a challenge that
has become labeled the “reflection problem” [Manski (1993)]. Thus, if the performance
by student X is influenced by the presence of student Y , then student Y ’s performance is
presumably also affected by the presence of student X leading to a classic simultaneous
equation bias.

Second, rarely (if ever) are peer groups or neighbors assigned randomly. An important
selection issue then arises as peer group choice is endogenous – with the econometrician
not observing the full set of individual characteristics determining this choice. Put dif-
ferently, individuals who choose to associate with a “good” peer group may be “good”
in ways that are difficult to quantify or observe, causing peer characteristics to serve
merely as good proxies for omitted (or mismeasured) factors. A positive correlation be-
tween peer and individual might therefore reflect these omitted factors rather than any
causal relationship, suggesting that peer effects will tend to be overestimated.

Finally, data limitations (rather than well-grounded theoretical considerations) gen-
erally place tight constraints on how researchers can define peer groups and measure
their quality. Thus, researchers are typically limited to using such variables as “aver-
age school characteristics” when classroom characteristics might be more relevant, or
“average classroom characteristics” when sub-groups within classes may represent the
best peer definition. Similarly, measuring peer quality (once peer group has been de-
fined) is not trivial, with most data sources typically limiting researchers to only certain
measures such as particular test scores or test score gains. Those concerned about peer
effects will point out that theoretically important aspects of peers such as motivation,
drive, maturity, etc. are not easily captured. Data limitations may thus lead to a focus
on certain types of peer effects (the impact of high achievers on low achievers, for in-
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stance) without addressing the much larger issue of how peers influence each other in
many other important dimensions [Harris (1998)].

4.2. Empirical approaches to conceptual challenges of identifying peer effects

Awareness of each of the three challenges identified above – the simultaneity bias of the
reflection problem, the omitted/mismeasured variables bias arising from the endogenous
selection into peer groups, and the limits of defining peer groups and peer quality arising
from data constraints – have led to recent empirical research aimed at addressing these
problems. The most recent developments in each of these areas are identified below.

4.2.1. The reflection problem

Two very different approaches to the reflection problem have emerged in the empirical
literature. One strategy has involved a focus on the relationship between “exogenous”
characteristics of a peer group, such as race or gender, and the outcomes of an individual
– rather than a focus on the relation of endogenous outcomes between individual and
peer. Manski (1993) conceptually distinguishes this “exogenous” peer effect that arises
from exogenous peer characteristics from “endogenous” peer effects that arise from
current (endogenous) behavior of peers. While some insights have emerged from this
approach to the reflection problem, it limits the types of questions that can be addressed.

A second strategy to confronting the reflection problem involves the use of lagged
peer outcome measures. Thus, the past performance by student Y is used to quantify
the peer quality experienced by student X whose current peer group is composed of
student Y . This period’s performance gain by individual X is then related to lagged
achievement of student Y . Of course this approach requires observations on current and
past performance, data that are available in some but not all relevant education data sets
(as, for example, in the well-known data set of Texas schools [Hanushek et al. (2003)]),
and a more recent data set of North Carolina schools [Vigdor and Nechyba (2006)].37

Hanushek et al. (2003) provide a thorough discussion of how this does and does not
fully address the reflection problem, arguing that this strategy would likely lead to lower
bound estimates of peer effects.

4.2.2. Endogenous selection into peer groups

The second challenge – the selection of peers into peer groups, has also been tackled
through several different avenues. Some have exploited situations or policy experi-
ments where individuals are randomly assigned to peer groups [Sacerdote (2001)]
or neighborhoods [Hanratty, McLanahan and Pettit (1998), Katz, Kling and Liebman

37 Similar data are also available in other more regional data sets such as one explored by Betts and Zau
(2002) in San Diego.



Ch. 22: Income and Peer Quality Sorting in Public and Private Schools 1359

(2001), Ludwig, Duncan and Hirschfield (2001), Ludwig, Duncan and Pinkston (2000),
Ludwig, Ladd and Duncan (2001), Leventhal and Brooks-Gunn (2001), Rosenbaum
(1991)].38 A variation of this strategy is to use idiosyncratic variation in the compo-
sition of peer groups from “natural” experiments. Different cohorts within a school or
across classrooms in an elementary school, for instance, might arise from random dif-
ferences in cohort compositions [Hoxby (2000), Hanushek et al. (2003)]. Or, changes
in school attendance zone boundaries caused by the opening of new schools or broader
changes in school integration strategies may result in different peer group formations.
Such policy “experiments” offer potentially fruitful avenues for partially addressing the
selection problem when such changes provide sufficient variation in a district’s bound-
aries to identify quasi-random variation in peer group composition and when family
responses to such changes can be adequately controlled for.

Finally, the recent literature [Hanushek et al. (2003), Vigdor and Nechyba (2006)]
has made increasing use of fixed effects techniques to control for unobserved charac-
teristics, with student-level fixed effects aimed at controlling for unobserved student
characteristics in data sets with multiple observations per student and school or grade
fixed effects similarly controlling for other unobserved school and grade characteristics.

4.2.3. Defining peer groups and quality

The last challenge identified in the previous section relates most directly to data limi-
tations – limitations that constrain the researcher’s definition of peer groups as well as
the measure of peer quality. The explosion of empirical investigations of issues in the
general area of economics of education during the past decade has led to considerable
efforts by researchers to construct better data sets, with statewide data sets such as those
for Texas and North Carolina representing some of the most ambitious attempts to con-
struct better data in part to address the impact of sorting. Other data sources are also
emerging or being used more productively. This increasing availability of more detailed
student-level data not only allows for the use of econometric techniques to address the
simultaneity and selection problems raised above but also is beginning to permit a more
flexible approach to specifying different peer groups that might have causal effects on
achievement. As a result, it is conceivable that more clarity with regard to the appro-
priate definition of peer groups will emerge from research that is currently in progress.
A nice overview of the impact of different data sets, combined with new approaches to
educational data, is given by Loeb and Strunk (2003).

4.3. Empirical findings

As suggested above, the empirical literature investigating the impact of peer sorting
on student achievement is still in its early stages and only now coming to terms with

38 Note that random assignment does not resolve the reflection problem.



1360 T.J. Nechyba

the challenges outlined above. As a result, there is little definitive that can be stated at
this time.39 Within this literature, there exists great variation in terms of the outcomes
considered,40 the definition of an individual’s peer group41 and the degree to which data
sets and methodologies combine to truly identify causation rather than mere correlation.
One common theme in studies that find ways of addressing the econometric challenges
discussed above is that estimates of peer effects tend to decline in magnitude, particu-
larly as endogeneity issues are addressed.

Hanushek et al. (2003) and Hoxby (2000) confront the selection issue by identify-
ing peer effects from small differences in peer groups for successive cohorts within
schools – both using data from Texas. Betts and Zau (2002) and Vigdor and Nechyba
(2006) focus on classroom level variations. The latter approach has the clear disadvan-
tage that certain endogenous aspects of within school sorting could drive the results,
although attempts are made to at least partially control for this.42 Even in these most re-
cent papers, all of which aim to address the selection and simultaneity issues discussed
above, results do not yet provide a coherent picture of how peer effects operate. Hoxby,
for instance, identifies relatively large peer effects while Hanushek et al. finds smaller
but still quite significant effects. Betts and Zau suggest that cohort level fixed effects
dissipate as the analysis aims to identify the same effects at the classroom level, while
Vigdor and Nechyba suggest they increase. At the same time, preliminary work toward
a more causal interpretation of results in Vigdor and Nechyba (to control for sorting
in schools) suggests that initial estimates of peer effects are once again biased upward.
Variance in achievement is found to have an impact in some papers but not in others.

A different strand of the literature has considered the implications of neighborhood
rather than school characteristics for individual outcomes, particularly the developmen-

39 A common view is that low-ability students are helped by high-ability students but high-ability students
are not hurt significantly by the presence of low-ability students. Implications for optimal sorting would then
be clear, but the empirical literature that has given rise to this view is deeply flawed in that it has not typically
come to terms with the inherent econometric difficulties of estimating peer effects. The most often cited early
attempts to uncover peer group effects are those of Summers and Wolfe (1977) and Henderson, Mieszkowski
and Sauvagean (1978) which provided strong suggestive evidence for the existence of such effects. For more
complete reviews of some of the intervening literature, see Slavin (1987, 1990) and Nechyba, McEwan and
Older-Aguilar (1999).
40 Recent examples of non-education related outcomes considered in the literature include teenage pregnancy
[Evans, Oates and Schwab (1992)] and welfare participation [Bertrand, Luttmer and Mullainathan (2000)].
41 Peer groups are most commonly defined at the school level in primary and secondary school investiga-
tions as well as higher education studies [Arcidiacono and Nicholson (2005), Caldas and Bankston (1997),
Gaviria and Raphael (2001), Jencks and Mayer (1990), Link and Mulligan (1991), Mayer (1991), Robertson
and Symons (1996), Zimmer and Toma (1999)], although other investigations [summarized in Slavin (1987,
1990) and Nechyba, McEwan and Older-Aguilar (1999)] have focused on within school and within classroom
groupings – often, however, without paying sufficient attention to simultaneity and endogeneity issues.
42 Clotfelter, Ladd and Vigdor (2004) suggest that, at least for North Carolina public schools, across school
sorting is significantly more important than within school sorting. They use the same data set as Vigdor and
Nechyba.
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tal consequences of growing up in a poor neighborhood.43 A few of these studies have
considered the impact of neighborhood characteristics on educational outcomes, but
none have had access to the type of comprehensive panel data on individual’s residen-
tial locations and academic achievement that is ultimately necessary for a definitive
empirical investigation of the causal link between neighborhood peers and educational
outcomes. Several recent attempts to analyze random assignments to neighborhoods
through “Moving to Opportunity” experiments have suggested the presence of at least
some impact of neighborhood characteristic on outcomes.

Overall, it is clear that the empirical literature on peer and neighborhood effects is
very much in its early stages, with much future research in this area likely in the coming
years. This process should be aided by the increasing availability of better data sets and
a more thorough understanding of the underlying econometric challenges.

5. Future research and conclusion

This chapter has reviewed an increasingly extensive literature on income and ability
sorting as it relates to schools. Such sorting arises through a variety of channels –
through residential sorting linked to public school access; through sorting out of tradi-
tional public schools and into private, charter or magnet schools; and through deliberate
tracking policies within schools. Much of this sorting arises from decentralized choices
by individual households who operate within an economic environment defined by past
evolutions of housing stocks and school district boundaries and shaped by current public
policies and market forces.

The theoretical and simulation literature on sorting has explicitly recognized the gen-
eral equilibrium nature of sorting and its dependence on institutions that help shape the
economic environment in which decentralized choices are made. Much progress has
been made in this literature, and much fertile ground for future research remains. In
particular, the theoretical general equilibrium analysis has not yet reached full maturity
in that it is only now beginning to move from calibration to estimation. Given the inher-
ent general equilibrium nature of peer group formation and sorting, a particularly strong
argument for structural estimation and analysis exists in this area. As a result, it is likely
that much research energy should be and will be devoted to advancing well-grounded
theoretical model toward a full empirical treatment.

Well before the theoretical and simulation models on sorting gained attention over
the last decade, a separate reduced form empirical literature has aimed to identify peer

43 Brooks-Gunn et al. (1993), Case and Katz (1991), Chase-Lansdale et al. (1997), Duncan (1994), Duncan,
Connell and Klebanov (1997), Ensminger, Lamkin and Jacobson (1996), Halpern-Felsher et al. (1997),
Hanushek et al. (2001), Katz, Kling and Liebman (2001), Leventhal and Brooks-Gunn (2001), Ludwig,
Duncan and Hirschfield (2001), Ludwig, Duncan and Pinkston (2000), Ludwig, Ladd and Duncan (2001),
Rosenbaum (1991), Rosenbaum and Harris (2000), Solon, Page and Duncan (2000); see Jencks and Mayer
(1990), Ellen and Turner (1997) and Gephardt (1997) for literature reviews.
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effects without the direct use of theoretical general equilibrium models. Over the past
decade, it has become increasingly clear that this literature had glanced over a num-
ber of econometric difficulties, and these difficulties in turn have become thoroughly
explored from a theoretical (econometric) perspective. The increased understanding of
the difficult identification problem has now given rise to new and significantly more so-
phisticated reduced form approaches to estimating peer effects. While these approaches
continue to be largely disconnected from the theory literature on sorting, they are in-
creasingly informed by progress made on the theoretical econometric issues involved in
estimating peer effects.

Within the field of the economics of education, sorting thus remains an area of need
for much additional research. Theoretical and simulation approaches can use refine-
ment, but, even more importantly, such approaches still have some way to go before
representing the kind of empirically rooted structural analysis that can truly inform pub-
lic policy. At the same time, reduced form estimates of peer effects – to the extent that
consensus may at some point emerge – can directly inform simulation approaches as to
the appropriate calibration of key parameters. Thus, a better link between theoretically
rooted simulation models and reduced form peer effect estimates can emerge as the re-
duced form empirical literature generates more reliable estimates of the true nature of
peer effects in today’s schools.
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1. Introduction

The resurgence of interest in the economics of education is not due to any remarkable
technological change or sharp increase in the share of the economy’s resources devoted
to education – as was the case for the economics of health care a decade ago. Indeed,
the technology of education has been remarkably stable and, in higher education, the
structure of finance has been largely unchanged for three decades. Rather, the primary
reason for the renewed interest in the economics of higher education has been the labor
market and the sharp rise in the education wage differential beginning around 1980
[Murphy and Welch (1992) and Levy and Murnane (1992)].

In education policy, there are usually at least two relevant margins, involving both
the quality and quantity of time spent in educational pursuits. The preceding chapters
focused on the quality of elementary and secondary education, where economists have
traditionally been concerned about the efficiency of public production. Until recently,
the quantity margin of most interest to policymakers was high school graduation, and
policymakers focused on compulsory schooling laws and programs designed to prevent
youth from dropping out of high school. However, given the declines in high school
drop-out rates and rise in college entry rates since the mid-Seventies, the quantity mar-
gin most relevant to policymakers has shifted to the early childhood and post-secondary
years. The proportion of 18–24-year-old adults enrolled in college has increased by
more than a third since 1980. This chapter will focus on post-secondary schooling and
the state and federal policies intended to influence students’ and parents’ schooling in-
vestments.

In the second section, I discuss the incentive implications of state and federal subsi-
dies to higher education. The structure of higher education finance, and the incentives
provided to students and to providers, is at least as misunderstood today as the health
care financing system was a decade ago. Yet it is this structure which determines insti-
tutions’ incentives to keep costs in check and for students to invest optimally.

In the third section, I discuss the evidence on the widening gaps in college enroll-
ment by family income and by race. Although the quality of the data in the federal
statistical analysis system is surprisingly weak (at least with regard to differences by
family income), the gaps in enrollment seem to have widened as the payoff to college
has increased since 1980. Although bachelor’s degree completion rates seem to have re-
mained stable despite increases in the proportion of youth entering college, more youth
are attending college part time and with periods of leave, leading to an increase in the
time required to complete a degree.

In the fourth section, I discuss the literature on the effects of tuition and financial
policies on college entry rates. One of the key questions in that literature is whether the
state and federal financial aid system has left some families constrained in their borrow-
ing and unable to invest optimally in their education. The empirical evidence thus far,
while suggesting that students and families are often quite sensitive to the direct costs of
education (at least relative to the magnitude of the enrollment response to rising payoffs
to schooling), has not yet resolved the bigger question of the existence of borrowing
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constraints. This is a large gap in the literature, given that imperfect capital markets are
the primary rationale for much state and federal intervention in higher education.

In the fifth and final sections, I discuss the evidence on whether capacity constraints
in higher education in the early Seventies may have slowed the growth of educational
attainment and contributed to the sharp rise in the payoff to schooling in the early Eight-
ies. In the past decade, the search for explanations of the rising returns to schooling has
focused on factors affecting the demand for educated labor – technological change, in-
ternational trade – rather than the supply of educated labor. However, as argued in Katz
and Murphy (1992), the market return reflects both supply and demand. I discuss some
provocative evidence suggesting that the capacity constraints in the higher education
sector may have played some role in that change.

Throughout the discussion, I endeavor to provide a summary of the empirical evi-
dence currently available while pointing out unresolved issues deserving of future work.

2. The incentive implications of state and federal subsidies

States and the federal government invest large sums each year subsidizing students’
college enrollment decisions. The lion’s share of such aid comes in the form of direct
state appropriations to public post-secondary institutions, which totaled $63 billion in
fiscal year 2005 [Palmer (2005)]. In addition to the state commitments, the federal gov-
ernment provided nearly $12.7 billion in means-tested Pell Grants to undergraduates
during the 2003–2004 school year and guaranteed $57 billion in student loans (paying
the interest on roughly half of that loan volume while students are in school) [College
Board (2004)]. In this section, I provide a brief overview of the nature of the incentives
introduced by state and federal subsidies to higher education.

2.1. The nature of state subsidies to higher education

Although states do provide a modest amount of means-tested grant aid ($6 billion in
2003–2004), most state support to higher education is provided directly to public in-
stitutions. Such funding is used primarily to keep the sticker price of tuition far below
the average expenditure per student. In 1996–1997 (the most recent year for which
data are available), the average educational expenditure per student in public four-year
institutions was $14,329 per full-time equivalent student (or $13,118 after subtracting
scholarship and fellowship spending, a transfer from one group of students to another).1

In contrast, the average tuition at a public four-year institution in that year was $2,975.
Therefore, even the students paying full sticker price at these institutions are paying
much less than the average cost per full-time equivalent student.

1 This cost estimate excludes the expenditures of auxiliary operations such as hospitals, dormitories, and
food service operations. U.S. Department of Education, NCES (2002). Digest of Education Statistics 2001,
Table 350.
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Figure 1. Budget constraint with subsidies in kind.

State legislatures explicitly set tuition at public institutions in only nine states.2 In
the remaining states, university regents or the state higher education coordinating board
nominally set their own tuition. However, even in these states where some body other
than the legislature has nominal control over tuition decisions, the legislatures’ control
of state appropriations gives them effective control of just what those prices will be.
By determining the revenue that institutions can generate through tuition as well as the
revenue they receive in the form of state appropriations, legislatures effectively control
both the price and quality of the education provided by public higher education institu-
tions. Therefore, state legislatures do not simply subsidize a family’s higher education
expenditures, they determine what that subsidized option will be.

Peltzman (1973) discussed the ways in which such “subsidies-in-kind” might differ
from general price subsidies for higher education. Figure 1 portrays the budget con-
straint a typical consumer might face in choosing between spending on higher education
and all other goods. (In the figure, the horizontal axis measures dollars’ worth of higher
education consumed and the vertical axis measures dollars’ worth of consumption of
all other goods.) In the absence of governmental intervention, a consumer might face a
budget constraint represented by the line segment ABC, with a slope of negative one.
Suppose that a state opened a public institution, offering a quantity of higher educa-
tion, D, at that institution at a subsidized price. Because higher education choices are

2 Based on a survey of state higher education executive officers reported in Christal (1997). The states
were California, Colorado, Florida, Indiana, New York, North Carolina, Oklahoma, South Dakota, Texas and
Washington. Texas subsequently changed its policy.
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essentially discrete in nature, it is difficult for the consumer to supplement the public
education option, D, with private expenditures. (Of course, this is not strictly true, since
someone could purchase textbooks, tutors and a cutting-edge computer to supplement
the education provided. The consumer could also presumably spend two years at a pub-
lic university and then transfer to a private one. However, we are assuming that there
are considerable additional costs involved in doing so.) Then, the consumer’s budget
constraint would become ADBC. If the consumer’s tastes are such that a point along
the line segment AD offers the best combination of higher education consumption and
other consumption, the person will attend a public institution. If some point along the
BC segment offers the best choice, the person will forego the subsidies offered at public
institutions and attend a private college or university. Given that roughly 80% of higher
education enrollment in the U.S. is at public institutions, it seems that the majority of
consumers are in the former group.

As argued in Peltzman (1973), the existence of such subsidies in kind could actu-
ally lead to lower consumption of the subsidized good than might have happened in
the absence of governmental intervention. This would be true if many of those who
end up choosing an option along the AD segment and attend a public institution would
have chosen an option somewhere along the BC segment in the absence of public in-
volvement. Even if public institutions are operating efficiently, and offering the highest
quality output their expenditures would allow, public intervention in this market could
actually be reducing human capital investment and the growth that goes along with it.

The possibility of such an outcome is heightened when state governments find it
politically painful to raise tuition and when the public has a difficult time evaluating the
quality of education being provided at such institutions. Over the last 20 years, most
state legislatures have chosen to keep tuition low and restrain expenditure increases,
allowing expenditures per student at public institutions to lag behind those at private
institutions. Between 1980–1981 and 1994–1995, educational expenditures per student
grew less than half as fast at public four-year institutions (where real expenditures per
student grew by 28%) as at private four-year institutions (where real expenditures per
student grew by 73%) [Kane, Orszag and Apostolov (2005)]. The difference in the rate
of growth in expenditures per student is reflected in the differential in faculty salaries
at public and private institutions. For example, Zoghi (2003) finds that salaries were
roughly two percent lower at public institutions than at private institutions in 1975, but
more than 12% lower by 1997.3 While private institutions have increased the number
of faculty per student, public institutions have been moving in the opposite direction
[Kane, Orszag and Apostolov (2005)].

3 Hamermesh (2002) reports similar findings. Although the growth in private university salaries is unrelated
to the business cycle, public institutions tend to lose ground during recessions and only keep pace with private
institutions’ salaries during recoveries. Ehrenberg (2003) notes that declining indirect cost recovery rates and
rising endowment income at private institutions may also have contributed to the widening gaps in public and
private salaries.
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Such trends may be having an impact on the quality of education provided in public
higher education institutions. Kane, Orszag and Gunter (2003) show that among insti-
tutions with similar students in 1986, the measurable quality of incoming students – as
reflected in SAT scores and high school class rank – grew more rapidly at private in-
stitutions than at public institutions. Moreover, in surveys of faculty in 1993 and 1997,
public sector faculty were more likely to lament the declining quality of undergraduate
education at their institutions than were faculty at private institutions.

Rising college enrollments, increases in the size of the college-age cohorts (which
began in the late Nineties after a decade and a half of decreases) and increases in other
state obligations (primarily Medicaid) have all made the traditional state role of pro-
viding low-cost public institutions increasingly untenable. One option open to states is
to keep a tight rein on both price and expenditures at public institutions and allow the
gap in the nature of education provided at public and private institutions to continue to
widen. However, a second option, currently being pursued in a few states, is to grant
public institutions more control over price, to reduce the subsidies formerly used to
operate such institutions, and to convert those subsidies into student financial aid (the
so-called “high tuition–high aid” strategy). Two examples of states taking such an ap-
proach are Michigan and Virginia, where public subsidies represent a smaller share of
the those states’ public university budgets and where tuition at the flagship universities
has been allowed to rise.

2.2. The nature of federal subsidies

While most of the state support is channeled through low-cost public institutions, most
of the federal subsidies are provided to students rather than institutions, through means-
tested grant, loan and work-study programs, as well as tax credits. To reduce their
contribution to tuition inflation, all of these programs are subject to maxima that are
well below the costs of attendance at the vast majority of institutions – public or private.
For example, even after substantial increases in recent years, the maximum Pell Grant
for the 2005–2006 academic year is $4,050. The maximum loan for dependent students
under the federal Stafford loan program is $2,625 in the first year of college, $3,500 in
the second year, and $5,500 in their third through fifth years as an undergraduate.4 In
other words, for the dependent student qualifying for the maximum Pell Grant (gen-
erally less than $25,000 in family income), dependent students are eligible for $6,675
in combined federal grant and loan aid in their first year, $7,550 in their second year,
and $9,550 in their fourth and fifth years.

The grant and loan limits have become more binding over time as the limits have
been eroded by inflation and the average tuition at public and private four-year institu-
tions has increased. Figure 2 reports the trend in the real value of the maximum Pell

4 Independent students – those who are married, have dependents, are veterans, or are over 24 years of age –
can qualify to borrow more. Parents may also be eligible to borrow more. However, the largest source of the
federal subsidy – the payment of interest while the student is enrolled in school – is not provided on these
loans.
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Figure 2. Federal financial aid maxima and four-year college tuition, room and board.

Grant as well as maximum loan amounts for dependent students in their first, second,
and third through fifth years of college. There are several aspects of Figure 2 worth
noting: First, the loan maxima have declined in real value since the mid Seventies. In
1977, the maximum one could borrow during the first year of college was equivalent
to $7,422 in 2002 dollars ($2,500 in nominal dollars). By 2002, the most a dependent
student could borrow for the first year of college was $2,625 – roughly one-third as
much. The declines were less severe for those in their third through fifth years of under-
graduate education – for whom the maximum declined from $7,422 to $5,500 between
1977 and 2002. Between 1977 and 1996, the real value of the maximum Pell Grant for
low-income undergraduates had declined by nearly 40%, from $4,156 to $2,683. Since
1996, the real value of the Pell Grant has steadily risen, but the maximum is still below
its 1977 value.

Second, while the maxima under the federal programs have declined, the mean tu-
ition, room and board at public and private four-year institutions have been steadily
increasing in real value (at least since 1981). For example, the mean tuition at public
and private four-year institutions grew by 74% and 101%, respectively, in real value
between 1981 and 2002. Part of the increase in sticker price at private institutions has
been offset by increasing use of financial aid at these institutions. However, institutional
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financial aid remains a small share of expenditures at public institutions, where sticker
price is a better indicator of actual price students are expected to pay.

Third, since the margins along which institutions and their students are bargaining are
typically far above the limits of the federal aid programs, students are typically paying
the full marginal cost of attending a more expensive institution. This was not always
true. Between 1973 and 1985, a Pell Grant could not exceed 50% of a student’s cost of
attendance. Between 1986 and 1992, the cap was raised to 60% of the cost of attendance.
Because the Pell Grant maxima were higher in real value and the cost of attendance was
lower, a significant proportion of students were constrained by the percentage cap and
would have been compensated 50% or 60% on the margin if they chose to attend a more
expensive institution. Since 1992, the maximum Pell Grant has been 100% of the cost
of attendance. But since the Pell Grant maximum has eroded and tuition has increased,
very few institutions (public or private, two-year or four-year) have a cost of attendance
less than the current maxima. As a result, for most students, the federal grant and loan
subsidies are properly thought of as a lump-sum voucher which has the same value
regardless of where the student chooses to attend. In so doing, the programs generally
preserve students’ incentive to shop for the best educational bargain.

In 1997, the federal government created two new tax credits for higher education –
the Hope tax credit, which provides a one hundred percent credit on the first thousand
dollars of tuition expenditure for a student in the first two years of college and a fifty
percent credit on the second thousand dollars in expenditure, and Lifetime Learning Tax
Credit, which provides a twenty percent credit on the first five thousand dollars in tuition
expenses for those beyond their first two years in college. [For more on the economic
impacts of these new tax credits, see Hoxby (1998), Kane (1997) and Long (2004).] Like
the grant and loan programs, both tax credits are subject to limits. However, because the
limits apply to tuition expenditures (and do not include other costs such as books, room
and board) many more institutions in 1997 were posting tuition charges below those
limits. As a result, between 20% and 100% of any increase in tuition at these institutions
would have been covered by the federal government. Long (2004) reports that a number
of institutions raised tuition in response to these new tax credits.

2.3. Implicit taxes in the institutional and federal need analysis5

Eligibility for federal grant and loan programs – and for much of the institutional grant
aid awarded – depends upon the calculation of a family’s “financial need”, which is
calculated by subtracting a family’s “expected family contribution” (EFC) from tuition
and other expenses. This calculation imposes an implicit tax on income and savings of
students and parents.6

5 Much of the discussion in this section is drawn from Kane (1999).
6 See the discussion in Edlin (1993) and Feldstein (1995) for another description of the implicit taxes in

financial aid formula.
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In the calculation of parents’ expected contribution, parents’ “available” income is
defined using parents’ adjusted gross income from their federal tax form in the most
recently completed calendar year. Untaxed income (such as Social Security income and
IRA or 401(k) contributions) is added to adjusted gross income and certain allowable
expenses (such as employee’s social security tax payments, federal, state and local in-
come tax, and an employment allowance of up to $2,800 for two-earner families and
single parent families) are subtracted. Depending upon their family size and number
of students in college, parents are allowed to protect a certain amount of income. For
instance, for the 2005–2006 academic year, a family of four with one student in college
was allowed $21,330 in income before being expected to contribute anything toward
their children’s education.

A portion of a family’s assets are also considered available to the student for financ-
ing college.7 However, due to recent changes in the formula, assets are increasingly
irrelevant for federal financial aid programs. Future pension benefits, IRA and 401(k)
account balances have always been excluded from consideration in the federal formula.
Although many private colleges continue to use housing assets in distributing institu-
tional financial aid awards, housing assets were excluded in calculating eligibility for
all federal aid programs in 1993. For federal aid, relevant assets include only cash, any
business assets, and investments that are not made through retirement accounts. In ad-
dition, families are allowed to “protect” any assets below certain limits that vary by age
and by the number of adults in the household. For instance, two-parent families with
the oldest parent aged 45 could have $37,700 in cash, savings, or other non-retirement,
non-housing assets before having them taxed by the federal needs analysis.8

Any family income above the “income protection” limit and twelve percent (12%) of
any countable assets above the “asset protection” limit is then considered available for
the dependent student’s education on a progressive schedule. The marginal rates range
from 22% for the first $10,000 to 47% of any amounts exceeding $20,000.

The income and assets of students – whether they are dependent or independent – are
implicitly taxed even more heavily by the federal financial aid formula. A dependent
student is allowed to protect up to $2,440 in income after paying federal, state, and
social security taxes. Above that amount, a student loses $0.50 in aid eligibility for
every $1 in income. Moreover, 35% of any savings – there is no “asset protection” for
the student – is also expected to be available to pay the cost of college.

The federal need analysis system contains a number of other features which may
present strong incentives to parents and students. First, under the federal financial aid
formula, a family with two members in college is expected to contribute only half as
much per member as a family of equal resources with one person currently attending.
This is not simply an adjustment for family size. Larger families are allowed to protect

7 Those with family incomes less than $50,000 do not face the asset test.
8 This limit applies to the 1999–2000 academic year. If a student’s parents are divorced, the income and

assets only of the custodial parent are considered. If the custodial parent has remarried, the income and assets
of the step-parent are also considered in the federal formula.
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more income from the “taxation” implied by the formula. Rather, the effect of such a
rule is to distribute aid on the basis of the timing of college attendance. Families with
children closer in age, or in which a secondary worker has returned to school part time,
or in which youth stay in school longer and are therefore more likely to overlap, are
eligible for considerably more aid than other families of equal size.

Second, a parent’s and an applicant’s income in the most recent completed calendar
year is the only income that matters in determining eligibility for financial aid. This
necessarily implies very high tax rates on a single year’s income for those who are
eligible for aid. Because such tax rates apply to income only during the years in which
one’s children are in college, families have a strong incentive to shift income into the
years before and after college. Job bonuses and capital gains are likely candidates for
shifting. In addition, because aid is based upon “adjusted gross income”, above-the-line
deductions to income produce higher eligibility.

Third, the tax on assets is imposed every year in which a child is in school, implying
high cumulative tax rates on savings. Parental assets above a threshold are included in a
family’s ability to pay for school. For instance, as noted above, a two-parent family with
a head aged 45 is allowed to protect $37,700. However, any savings above this amount
is subject to a maximum “tax rate” of 5.6%. The magnitude of the tax rate on savings is
one issue on which the guidebooks for parents often miss the mark by downplaying the
savings tax. This rate does not sound very high until one recognizes that the same rate is
applied for each year that one has a child in college. If one has a child in school for four
years, the marginal dollar in savings results in 23 cents in reduced financial need over
the years one has a child in college. Similarly, if one has two children attending college
consecutively for eight years, the tax rate is nearly 50%. In other words, every dollar
that one puts away for college may be offset by nearly a $0.50 decline in estimated need
over the course of eight years of college education [Feldstein (1995)].

However, the actual impact of student financial aid rules on family savings is tem-
pered for at least three reasons. First, only parental savings above the asset protection
allowance are subject to the financial aid tax. Second, high-income or high-asset fam-
ilies face a zero marginal tax from the federal financial aid system – that is, if their
income or assets are sufficiently high to be ineligible for financial aid.

Third, all of the above inferences regarding implicit tax rates assumed that any gap
between expected family contribution and the cost of attendance – in financial aid jar-
gon, the student’s “financial need” – is being met. However, as Dick and Edlin (1997)
note, not all financial need is met, and the marginal tax rates are often substantially less
than the rates implied by the expected family contribution formula. For instance, Dick
and Edlin estimate that families faced marginal income tax rates between 2% and 16%
and marginal savings tax rates between 8% and 26% as a result of the student financial
aid system.

For most families, the implicit tax rates in the financial aid formula are difficult to
observe. Nowhere on the Free Application for Federal Student Aid (FAFSA) is the
expected family contribution formula explained. Rather, families are simply asked to
report family income, family size, financial assets, and the other data items required for
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calculating financial aid. Unlike a tax form, there is no bottom line. Therefore, there is
no way to evaluate the impact of changes in income, savings, family size, or other items
on the bottom line calculation. The information on the FAFSA is transferred to one of
several federal contractors who then run each family’s data through the federal formula.
Families are then informed of their Expected Family Contribution by mail. Although
the many privately-published financial aid guidebooks attempt to lift the veil of mystery
surrounding the Expected Family Contribution, many families are likely to be ignorant
of the formula. (Moreover, even if they learned about the implicit tax rates after seeing
their financial aid package change from year to year while their children were in college,
it would have been too late to have an effect on savings behavior.)

One way to judge the behavioral impacts of the financial aid formula on private sav-
ings would be to look for evidence of families “stacking up” at the asset protection
limits in the financial aid formulae. Kane (1999) studied the distribution of financial as-
sets above and below the relevant asset protection limits. Only a quarter of the sample of
dependent undergraduates had parents with assets above the asset protection allowance
(although, since high-asset households were probably less likely to apply for aid, this
estimate probably understates the proportion of households affected). Most importantly,
the distribution offers very little evidence that parents are reporting assets close to the
asset protection allowances. As an informal test of the impact of the tax incentive on the
amount of assets reported on the financial aid form, the distribution of savings does not
provide strong evidence of a behavioral response to the asset test.9

Moreover, beginning in 1993, housing equity was excluded from the federal formula
for calculating financial aid, thereby boosting the number of families qualifying for Pell
Grants and subsidized Stafford loans. Families with college-age children now have a
strong incentive to move their equity into housing. For instance, a family with financial
assets above the protected amount could use those resources to prepay a portion of their
mortgage and, when their children emerge from college, refinance their home and re-
invest their savings in some other financial instrument such as a mutual fund.

On one hand, the impact of financial aid rules on savings behavior is likely to be
smaller as a result of the exclusion of home equity, since the most alert parents, who
would have been willing to adjust their savings behavior, can now avoid the tax by
shifting resources into home equity. On the other hand, the asset test has now become
a tax on naive, nonstrategic behavior. From the point of view of economic efficiency,
taxing the myopic or the nonstrategic may be desirable, since those families who are
caught by the tax are those whose savings behavior is the most inflexible. One may
question the fairness of such a policy, however.

9 Admittedly, this may not be a test of the full savings impact of the financial aid rules. Even if families
do not know exactly where the marginal tax rates become zero, they may understand – however vaguely –
that a dollar in savings could hurt them when it comes time to apply for college and adjust their behavior
accordingly. However, given that marginal tax rates are a function of income and assets, it is difficult to do
much better.
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3. Gaps in college-going by family income and race

Enrollment rates among 18- to 24-year-olds began rising at the same time that the edu-
cation wage differential for young adults began expanding around 1980. For both men
and women, the mean annual earnings of both educational groups grew relative to high
school graduates, beginning in 1979. The top left panel of Figure 3 portrays the percent-
age of 18–24 year olds enrolled in college. In the early Seventies, the trends were quite
different for men and women, with declining enrollment rates for men and increases
for women. (The difference may have been partially due to the end of the Vietnam
draft deferment for men and the opening up of job markets for women.) However, since
the mid-Seventies, enrollment rates were rising for both men and women, although the
magnitude of the increase was larger for women than for men. Between 1980 and 2000,
the proportion of 18–24 year olds enrolled in college rose from 0.25 to 0.40 for women
(a 60% increase) and from 0.26 to 0.34 for men (a 31% increase). The top right panel
reports college enrollment rates for high school graduates. The trend in college enroll-
ment among high school graduates is similar to the trend in college enrollment for the
civilian population of 18- to 24-year-olds.

The bottom panel reports the number of 18- to 24-year-olds by year. Growth in enroll-
ment rates accelerated as the size of the college-age population began shrinking in the
Eighties. (The discontinuities in 1982 and 1994 reflect changes in the census weights.)

Note. Based on author’s tabulation of October CPS.

Figure 3. College enrollment rates, high school graduation rates and cohort sizes.
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As will be discussed below, the slower growth in enrollment rates during the Seventies
when cohort sizes were growing and the rapid rise in enrollment rates as cohort sizes
were shrinking during the Eighties points to the potential importance of capacity con-
straints in higher education. Moreover, the decline in cohort sizes during the Eighties
was certainly fortuitous for state budgets, since cohort sizes began shrinking about the
same time that enrollment rates began rising. As reported in the bottom panel, the trend
in cohort sizes reversed in the mid-Nineties, increasing the pressure on state budgets
from historically high college enrollment rates.

There are large gaps in college-going by family income. The top panel of Table 1
reports differences in college-going among seniors from the high school classes of
1980–1982, as reported in Ellwood and Kane (2000).10 80% of the students from the
top income quartile attended some type of post-secondary institution within 20 months
of their high school graduation, as compared with 57% of those from the lowest in-
come quartiles. The gaps by family income were particularly large in four-year college
entrance, with 55% of the highest-income youth attending a four-year college at some
point and only 29% of the lowest income youth.

For the class of 1992, Ellwood and Kane (2000) report that 40% of the gap in post-
secondary enrollment between the highest and lowest income quartile is attributable to
differences in test scores administered in 12th grade (and 60% of the gap in four-year
college entry).11 As Kane (1999) reports, the gaps associated with family income are
wider among those with test scores in the bottom quartile. However, there are gaps in
college enrollment associated with family income even among those with test scores in
the top quartile.

The gaps in college enrollment by family income appear to be widening over time. It
is surprisingly difficult to keep track of differences in college-going by family income
with the data available in the federal statistical system. The annual October Current
Population Survey, for instance, collects data on college enrollment of youth, but only
collects income information for their current household (not their parents’ household).12

One observes parental income only when the child is still a member of the parents’
household. Moreover, the major longitudinal surveys collected by the National Center
for Education Statistics (the High School and Beyond and National Education Longitu-
dinal Study of 1988) which do contain information on the income of parents while their
youth were in high school, asked about parental family income in slightly different ways
for different cohorts. The results in the bottom panel of Table 1 represent an attempt by
Ellwood and Kane (2000) to define parental family income quartiles in consistent ways
using the NELS and High School and Beyond.13

10 These data rely upon the parent-reported family income data, rather than the less reliable student responses.
If students attended more than one type of post-secondary institution, they were categorized as four-year
college entrants if they ever attended a four-year college and, if not, as two-year college entrants if they ever
attended a two-year college.
11 Ellwood and Kane (2000, Table 10-4, p. 298).
12 For an analysis using the October CPS, see Hauser (1993).
13 Both sets of estimates are based upon parent-reported, not student-reported, family income.
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Table 1
Proportion of students from families in each income quartile who enroll in post-secondary schools within

20 months of high school graduation

Parental
income
quartile

Any post-secondary schooling

Total Vocational,
technical

Two-year
college

Four-year
college

Class of 1980–1982
Bottom 0.57 0.12 0.16 0.29
3rd 0.63 0.11 0.19 0.33
2nd 0.71 0.10 0.22 0.39
Top 0.80 0.06 0.19 0.55

Total 0.68 0.10 0.19 0.39

Class of 1992
Bottom 0.60 0.10 0.22 0.28
3rd 0.70 0.07 0.25 0.38
2nd 0.79 0.06 0.25 0.48
Top 0.90 0.05 0.19 0.66

Total 0.75 0.07 0.23 0.45

Note. Based upon tabulations of the High School and Beyond Survey and National Education Longitudinal
Study of 1992. Parental income was reported by parents. Figures were reported in Ellwood and Kane (2000).

Although college entry rates grew for all groups between the high school classes of
1980–1982 and 1992, the increases were larger for middle and higher income families.
For example, there was a 10 percentage point increase in the proportion of the highest
income youth attending some post-secondary institution between 1980–1992 and 1992.
Moreover, the increase in post-secondary schooling was largest for high-income youth
attending four-year colleges, rising from 55% to 66%. In contrast, we estimate that there
was only a 3 percentage point rise in post-secondary entry for youth from the lowest
income quartile and a 1 percentage point decline (albeit statistically insignificant) in the
proportion of low-income youth attending a four-year college.14

3.1. Widening gaps in college enrollment by race

While the Current Population Survey makes it difficult to track college-going rates by
parental income level, it is possible to track college-going rates by race. Given the cor-
relation between race and income, any increase in gaps by income ought to be reflected
in a widening of the racial gap. Figure 4 reports the trend in the percentage of 18- to

14 Kane (1994) also report that the gap in college enrollment by income seems to have widened, using data
for dependent students in the October Current Population Survey (CPS).
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Note. Based on author’s tabulation of October CPS.

Figure 4. College enrollment rates by race, 1973–2002.

24-year-olds enrolled in college by race/ethnicity between 1973 and 2002.15 The panel
on the left reports enrollment rates by race/ethnicity, while the panel on the right reports
the difference in enrollment rates relative to white, non-Hispanic youth. After remain-
ing flat for most of the Seventies, enrollment rates began to rise during the Eighties
for all groups. The proportion of white, non-Hispanic 18- to 24-year-olds enrolled in
college began increasing as the earnings gap began to widen, increasing from 27% to
41% between 1980 and 1998. Enrollment rates for African American youth also in-
creased over that period – from 19% to 29%. However, the magnitude of the increase
was larger for whites (14 percentage points) than for African American youth (10 per-
centage points). As a result, as reported in the right panel, the gaps in college enrollment
by race/ethnicity also increased.

The widening racial gaps in college enrollment rates are particularly striking when
contrasted with the gradual closing of the racial gaps in high school graduation and test
performance over the same period. Throughout much of the period, high school dropout
rates were gradually falling for all three groups. However, the decline among African
Americans accelerated between the mid-Seventies and the mid-Eighties, closing some-
what the black–white gap in high school graduation rates. Between 1975 and 1988, the
status dropout rate fell from 11.4% to 9.6% for white non-Hispanics (a 1.8 percentage
point drop) and from 22.9% to 14.5% for black non-Hispanics (a 8.4 percentage point
drop).

15 The data in Figures 3 and 4 are based on author’s tabulation of the October CPS, 1968–2002.
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Figure 5. NAEP test scores by race and age, 1972–1999.

Figure 5 reports the trend in math and reading test scores on the National Assessment
of Educational Progress exams by race/ethnicity for 13- and 17-year-olds since 1975.16

For both age groups, in both reading and math, blacks and Hispanics were closing the
gap in achievement relative to white non-Hispanics. A student-level standard deviation
on the NAEP reading test was approximately 40 points over this time period. Between
1975 and 1988, the black–white gap in reading test scores at age 17 closed from ap-
proximately 1.25 standard deviations to 0.5 standard deviations. Since 1988, it seems
that the gap has opened up again slightly, but the gap remains considerably smaller than
it was in 1975.

3.2. Trends in educational attainment

Figure 6 reports trends in the proportion of 27- to 29-year-olds reporting any post-
secondary enrollment and BA completion by gender.17 Three facts are worth not-

16 For a more detailed discussion of the closing gaps in test performance between blacks and whites, see
Jencks and Phillips (1998), particularly chapters 5 and 6.
17 Prior to 1992, we measure BA degree completion as the proportion completing 16 years of schooling
or attending more than 16 years of schooling. Beginning in 1992, the format of the educational attainment
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Figure 6. Attainment at age 27–29 by gender 1968–2002.

ing.18 First, the timing of the rise in the proportion of 27- to 29-year-olds reporting
ever having entered college matches the timing of the rise in college enrollment rates
of 18- to 24-year-olds. The rise for 27- to 29-year-old white non-Hispanic began in ap-
proximately 1990, meaning that the increase began with the cohort turning 18 in 1979 –
the same year in which college enrollment rates began to rise. Second, because it reflects
the “stock” of students enrolled in college and not the “flow” of new entrants, the mag-
nitude of the rise in college enrollment of 18- to 24-year-olds somewhat overstates the
rise in college entry. As we saw in Figure 3, the proportion of 18- to 24-year-olds en-
rolled in college grew by 31% between 1983 and 1994. (These cohorts should roughly
correspond to the cohorts of 27- to 29-year-olds in 1990 and 2001.) The proportion of
these cohorts ever entering college also rose (from 50% to 59%), but only by two-thirds
as much on a proportionate basis (18%). Third, the proportion of 27- to 29-year-olds

question changed. Rather than asking about highest grade attended or completed, the survey focused on the
type of degree completed. As a result, we have to be careful in comparing rates of degree completion before
and after 1992. However, there does not seem to be a discontinuity in either trend in 1992.
18 As reported in Figures 3 and 6, the rise in college entry since 1980 was larger for women than for men.
Administrative data published by the U.S. Department of Education confirms that women now account for
a disproportionate share of enrollment, and more than half of the associate, bachelor’s and master’s degrees
conferred. As argued in Kane (1994) and Charles and Luoh (2003), it is difficult to attribute the widening gap
by gender to any differences in the rise in the education wage premium since 1980, since the apparent rise in
the payoff to schooling was quite similar for men and women through the early Nineties. There may be other
explanations, such as advantages in non-wage characteristics of jobs for college graduates (e.g., flexibility in
hours), that could account for the large increases in enrollment by women. However, this important trend is
currently not very well understood.
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reporting any college rose by a similar proportion between 1990 and 2002 (from 0.50
to 0.59 or 18%) as the rise in the proportion of the population reporting a BA (from 0.24
to 0.30, or 24%), implying little change in the proportion of college entrants finishing
college. In other words, the proportion of entrants completing college did not decline
despite rapidly rising college entry rates.19

As noted above, the percentage increase in the “stock” of college enrollees was larger
than the rise in the “flow” of college entrants or college completers. This reflects an in-
crease in part-time enrollment and a lengthening time-to-degree. Over this time period,
there was rapid growth in the proportion of college students enrolled part time. In 1970,
part-time students accounted for less than half of post-secondary enrollment. However,
by 1992, 77% of post-secondary enrollment was part-time.

Figure 7 reports the proportion of 27- to 29-year-olds reporting any college and re-
porting BA degree completion by race/ethnicity. Relative to white, non-Hispanics, the
trends in enrollment at age 18–24 are reflected in the trends in educational attainment
at age 27–29. Between 1973 and 1987, the black–white difference in BA degree com-
pletion rates at age 27–29 declined from 13 percentage points to 9 percentage points.

Figure 7. Attainment at age 27–29 by race, 1973–2002.

19 Turner (2004) finds that, if one focused on completions by age 23, one would have concluded that comple-
tion was lagging behind the rise in entry. However, much of that gap appears to have been closed by age 27.
In other words, students are taking longer to complete, perhaps because of the rise in part-time enrollment.
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This reflects the convergence in college enrollment rates among 18- to 24-year-olds in
the Seventies. As reported in Figure 4, the black–white gap in college enrollment rates
among 18- to 24-year-olds was closing rapidly up through 1976. However, the black–
white gap in enrollment rates among 18- to 24-year-olds began to widen again. This fact
is also reflected in the black–white gap in educational attainment of 27- to 29-year-olds.
The black–white difference in BA degree completion at age 27–29, which had closed to
9 percentage points in 1987, had more than doubled to 19 percentage points in 1999.

4. Estimates of the impact of price subsidies on enrollment decisions

Over the years, a large literature has developed studying the impact of tuition and
financial aid policies on college-going. In their review of the literature on student re-
sponsiveness to changes in college cost, Leslie and Brinkman (1987, 1988) report a
consensus estimate that a $1,000 change in college costs (1990 dollars) is associated
with an approximately 5 percentage point difference in college enrollment rates.

A number of papers, such as those by Kane (1994) and Cameron and Heckman
(1998), use between-state differences in state tuition policy and essentially compare
the college entry rates of otherwise similar youth in high- and low-tuition states. The
empirical strategy in this literature uses the assumption that the price that is relevant
for the marginal student is the tuition at public institutions in the home state and eval-
uate the effect of tuition and college-going by comparing college-going rates in high-
and low-tuition states. Such studies also assume that the supply of college slots is per-
fectly elastic: Given a change in price, it is solely student demand which determines
enrollment and not the supply of college slots.

Two characteristics of these studies deserve comment: First, papers using different
data sets – the October Current Population Survey, the National Longitudinal Survey of
Youth and the High School and Beyond – generate similar results. A $1,000 difference
in tuition is associated with a 6 percentage point difference in college-going. Indeed,
these estimates are quite consistent with the older literature summarized by Leslie and
Brinkman (1988).

Second, a weakness of these studies is that they rely on relatively fixed differences in
tuition levels between states. For instance, California has been a relatively low-tuition
state for the past forty years. California has also built a number of community colleges
around the state. One may be attributing to tuition policy the effect of these other policy
differences, such as the construction of community colleges.

Kane (1994) and Card and Lemieux (2001) include state fixed effects in an analysis
using Current Population Survey data and find that the effect of public tuition levels is
often not statistically significant. Kane (1994) finds a negative and statistically signifi-
cant effect of tuition on African American youth after including state fixed effects, but
the coefficient on tuition is no longer significant for whites with the inclusion of state
fixed effects. Card and Lemieux (2001) report small (1 to 2 percentage point difference



Ch. 23: Public Intervention in Post-Secondary Education 1389

in college enrollment per $1,000 difference in tuition) and occasionally statistically in-
significant effects of tuition on college-going. However, the CPS might not provide the
ideal data for testing the effect of tuition, particularly when looking within states. The
CPS classifies youth who are temporarily away from home by the state of residence
of their parents. College-age youth who have set up their own households will be cat-
egorized according to their current state of residence. About twenty percent of college
students in the United States attend a college outside of their parents’ state of residence.
Therefore, the public tuition level in one’s current state of residence in the CPS will
be an imperfect measure of the price one actually faces, and the bias due to this mea-
surement error would be exacerbated by the inclusion of state fixed effects. Rather than
using the CPS, Kane (1999) used administrative data on enrollments in public institu-
tions to study the impact of tuition increases and declines within states. Interestingly,
one sees comparable effects of tuition changes within states over time as one would
estimate looking across states.

Despite strong evidence of student and parent responsiveness to tuition costs, the ev-
idence for the impact of the Pell Grant program is much weaker. Hansen (1983) first
noted that there had been little evidence of a disproportionate rise in college enrollment
by low-income youth during the Seventies, when the Pell Grant program was estab-
lished. Although that paper was criticized for relying too heavily on two years of data
and for including males, whose decisions may also have been affected by the end of the
Vietnam War, later work [Kane (1994)] confirmed that the result was not sensitive to
the choice of annual end-points or to the inclusion of males. Manski (1992–1993) also
reported little evidence of a disproportionate growth in BA completion by low-income
youth graduating from high school between 1972 and 1980. [Despite little evidence of
impacts on enrollment of college-age youth, Seftor and Turner (2002) report evidence
of enrollment impacts on older adults.]

One hypothesis to reconcile the estimates of tuition impacts with the failure to find
an increase in enrollment by low-income youth following the establishment of the Pell
Grant program is that students are expected to make a significant up-front investment
to apply to college and to apply for financial aid before they learn anything about the
amount of aid available. In contrast, they can read about a tuition increase in the news-
paper or see it in a college’s application materials.

Dynarski has estimated the impact of two other programs which operated outside
of the federal need-analysis framework: one looking at the impact of the cessation of
tuition benefits for Social Security survivors and the other evaluating the effect of the
Hope Scholarship program in Georgia. Dynarski (2003) found that after the discontin-
uation of the Social Security Student Benefit program, college entry by students with
deceased parents declined by 19.4 to 25.6 percentage points relative to other youth.
To convert this estimate to a similar scale reported above, Dynarski calculated that the
value of the benefit program had been roughly $5,300 (1990 dollars). This implies an
impact of 3.7 to 4.8 percentage points per thousand dollar change in price. Although the
change in policy was plausibly exogenous, it is difficult to know whether the respon-
siveness of such a narrow subgroup – youth with deceased parents – can be generalized
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to other groups. Moreover, the estimate is based upon an exceedingly small sample of
107 children of deceased parents before the change in policy and 49 after the change.

In a second paper, Dynarski (2000) studied enrollment rates for youth in Georgia
relative to other southern states, before and after the Hope Scholarship program was
initiated in that state. She estimates that the program increased college enrollment rates
of 18- to 19-year-olds by 7.0 to 7.9 percentage points. Given the value of the Hope
Scholarship, this estimate converts to an estimate of 3.1 to 3.5 percentage points per
$1,000 difference in cost.

Dynarski (2000) also found that the impact of the Hope Scholarship in Georgia was
concentrated among whites and among those from families with income above $50,000.
This may have been due to the fact that, in the early years of the program, any federal
Pell Grant aid was subtracted from one’s Hope Scholarship – meaning that low-income
youth would qualify for much less of a net increase in aid than higher income youth.

Interestingly, because both programs operate outside the typical need analysis system,
eligibility was known a priori, and did not require one to submit a FAFSA form and
wait for an award letter to know whether or not one qualified for the aid. As such,
both financial aid programs operated similarly to a tuition increase, which is relatively
costless to anticipate. In contrast, the Pell Grant program requires remarkable foresight.
One has to fill out a FAFSA, be assigned an expected family contribution, and receive an
award letter from a school simply to learn how much federal aid is on offer. It may not be
a coincidence that the estimated impacts of such nontraditional forms of aid and tuition
increases are so similar, and are larger than the apparent impact of the establishment of
the Pell Grant program.

Kane (2003) found large impacts of grant aid on student college enrollment deci-
sions for California residents submitting financial aid applications with GPAs in the
range of eligibility for the Cal Grant program. The Cal Grant program provides Cali-
fornia residents with grants to attend college if their high school grade point average
(GPA) exceeded a specific threshold – and if their family income and assets fell be-
low program maxima. Before 2001, the GPA threshold was unknown to parents or to
program administrators until after the application deadline had passed. The reason was
that the legislature funded a fixed number of grant awards, and the minimum GPA was
set where the maximum number of grants were awarded. When many students were
applying to college the threshold was set high; when fewer students were applying the
threshold would be lower. This may have made it difficult for parents to make their fi-
nancial plans, but it was certainly fortuitous for the purpose of evaluation, since those
immediately above or immediately below the threshold might plausibly be considered
similar.20 There was a 3–4 percentage point difference in college enrollment rates for

20 Under an entitlement program where the threshold is known beforehand, the group with GPAs immediately
above the threshold is likely to disproportionately include the college-bound, while the group immediately
below the threshold would disproportionately contain those who did not need the funding.
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eligible youth with GPA immediately above and immediately below the threshold. How-
ever, there was no corresponding discontinuity for those with incomes too high or too
low to be affected.

The introduction of a new subsidy for residents of the District of Columbia (DC)
in the 2000–2001 academic year provides another opportunity to learn about families’
responsiveness to public subsidies. Historically, there has been only one low-tuition
public institution available to the residents of the District of Columbia – the University
of the District of Columbia. However, for the first time, in the fall of 2000, young high
school graduates from the District of Columbia were provided with the same menu of
subsidized public institutions available to other students around the country. Under the
federally funded DC Tuition Assistance Grant program, residents of DC are eligible to
receive the difference between in-state tuition and out-of-state tuition (up to $10,000) to
attend any public institution in the country, or $2,500 to attend private colleges in DC
or historically black institutions in Maryland or Virginia. (Historically black institutions
outside of DC, Maryland, and Virginia were made eligible in the fall of 2003.) Using
data on freshman enrollments by state of residence, Kane (2004) and Abraham and
Clark (2003) found that between 1998 and 2000, the number of DC residents attending
public institutions in Virginia and Maryland more than doubled. When public institu-
tions in other states were added in 2001, the number of DC residents attending these
institutions also nearly doubled. The impact was largest at nonselective public four-year
colleges, particularly predominantly black institutions. The total number of financial aid
applicants, Pell Grant recipients, and college entrants from DC also increased by 15%
or more.

While there is strong evidence that financial aid can increase college attendance, there
is less evidence that financial aid leads to higher degree completion (as opposed to initial
entry). Dynarski (2005) used the 2000 census to study the relative growth in BA degree
completion in two states – Georgia and Arkansas – which created large merit-based
financial aid programs in the early Nineties. She finds that the aid programs do increase
the share of the population that completes a college degree by three percentage points.

4.1. Interaction between tuition and family income

Manski and Wise (1983), Radner and Miller (1970), Bishop (1977) and Kohn, Manski
and Mundel (1976) all report greater responsiveness to tuition differences among those
from lower income quartiles. More recently, McPherson and Schapiro (1991) and Kane
(1994) also find greater impacts of tuition on the enrollment decisions of low-income
youth. Ellwood and Kane (2000) reported findings with the NELS data that are some-
what sensitive to specification. In some specifications they find an interaction effect, but
not in others. Cameron and Heckman (1998) fail to find evidence of an income interac-
tion effect. Although their point estimates show decreasing effects of tuition as parental
income rises (estimated separately for blacks, whites, and Latinos, the point estimate of
the effect of a $1,000 difference in tuition was roughly twice as large as the impact for
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the lowest income quartile), they could not reject the hypothesis that tuition has similar
effects at varying income levels.

4.2. Response to rising returns to college

As noted above, the timing of the rise in college entry by cohorts of high school grad-
uates in the early 1980s coincided with a rise in the educational wage differential
among 25- to 34-year-olds. As portrayed in Figures 3 and 4, enrollment rates of 18- to
24-year-olds began rising about the same time that educational wage differential began
rising.

Based primarily on the coincidence in the timing of the rise in payoff with the rise in
enrollment, families would seem to be responding to the rising payoffs to college. Yet
the above estimates would suggest that parents and students are more sensitive to tuition
and financial aid policies than they have been to the rise in the payoff to schooling. As
reported in Table 1, there was a 7 percentage point increase in college entry by high
school graduates between 1980–1982 and 1992, from 68% to 75%. This seems large,
until one realizes that the rise in college enrollment witnessed during the Eighties was
roughly as large as we might have expected to see in response to a $1,000 to $1,500
increase in annual tuition, based upon the empirical estimates cited above. For some-
one who was considering being in school over a period of four years, this would have
amounted to a $3,700 to $5,500 increase in anticipated expense (using a discount rate
of 6%).

Obviously, the actual payoff of a college degree for the cohort of youth graduating
from high school in 1992 remains to be seen, since they have yet to enjoy the benefit
of a full career. However, such an estimate would likely suggest that the payoffs to
college have risen much more than $5,500 in present value. Among 25- to 34-year-
old males, high school graduates working full-year, full-time earned $26,98421 in 1980
while college graduates earned $34,096. The differential in annual earnings between the
two educational groups had grown from $7,112 in 1980 to $14,579 by 1992. Therefore,
the differential in annual earnings for one year grew by more than $5,500.

Recent attempts to estimate the response of students to rising payoffs to schooling
[Card and Lemieux (2001)] typically focus on the widening gap in mean earnings be-
tween high school and college graduates. However, there are at least two reasons why
the above calculations could be misstating the rise in the payoffs to schooling for those
on the margin of college entry. First, the payoffs for those on the margin may be very dif-
ferent from the average. Recent work by Carneiro (2002) and Carneiro, Heckman and
Vytlacil (2001) suggest that the payoff to schooling for the marginal student is much
lower than the comparison of averages would imply. (However, neither paper addresses
the question of whether changes in marginal returns may have been larger or smaller
than the changes in average returns.) Second, although the gap in mean earnings be-
tween high school and college graduates widened, the variance in earnings also grew

21 All figures in this paragraph have been converted to 1990 dollars using the GDP deflator.
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within each educational group. Therefore, students’ uncertainty regarding future returns
may also have grown. Although the average payoff may have increased, the variance in
expected returns may also have increased. However, to the extent that the increase in
the within-group variances reflected a rise in the price of some unmeasured trait – such
as unmeasured ability – then variance in expected returns for any individual may not
have grown at all, since the covariance in one’s expected earnings as a high school and
college graduate would also have been growing. Since we rarely observe one’s earn-
ings at different educational attainment levels, this covariance is difficult to estimate
empirically.

4.3. Borrowing constraints

As pointed out by Becker (1993) in his classic volume, Human Capital, the capital
market for college investments is likely to be imperfect. Potential college entrants have
little collateral to provide to investors. And, as a result, without contracts allowing for
indentured labor, there is no way for lenders to force college graduates to earn up to
their potential. Families are likely to be in the best position to do so (although as any
parent would testify, even their points of leverage are limited). Those with greater family
resources are likely to have the greatest access to such capital.

The federal government has attempted to create such a market, by providing a fed-
eral guarantee on student loans. However, the solution is incomplete. As noted above,
the most a student can borrow under the federally guaranteed student loan programs
is $2,625 the first year in college, $3,500 the second year and $5,500 for subsequent
undergraduate years. With the average tuition at public two-year and four-year institu-
tions and at private four-year institutions being $1,600, $3,200 and $14,500 respectively
in 1998–1999, the loan limits are insufficient to cover expected expenses. Beginning
in 1993, a student’s parents could borrow to cover the combined cost of tuition and
room and board costs for a student – but payments on such parental loans begin imme-
diately, limiting their usefulness to those parents with insufficient cash flow. Although
parental loans have accounted for much of the growth in loan volume over time, a small
share of parents have taken advantage of such loans.

The loan limits may be sufficient to pay tuition expenses at some institutions, but
are likely to fall short of the sum of tuition expenses and the level of consumption one
would choose if one could borrow against future earnings. As such, the loan guarantees
are an incomplete solution to the capital market imperfection noted by Becker (1993).
Moreover, given the moral hazard problems in allowing students to borrow to cover
their foregone earnings, it is difficult to imagine any government guarantee which would
allow students to borrow up to the full cost of a year in college.

The large differences in college-going by family income among those with sim-
ilar test scores would be consistent with borrowing constraints. Moreover, there is
evidence that higher income parents provide more college financing to their children
than low-income parents do. Among students attending the same public four-year in-
stitutions, Ellwood and Kane (2000) report that parents from the top income quartile
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provide $4,083 more per year to their children than parents from the bottom income
quartile. Part of that difference is made up by federal, state, and institutional grant
funding, which is targeted toward low-income students. However, the net price fac-
ing dependent students from families in the top income quartile is still $2,210 lower
than the price faced by dependent students from the lowest income quartile attending
the same institutions. If we were to multiply the difference in the net cost of college for
dependent high- and low-income youth ($2,210) by the 5 percentage point difference
in college-going per $1,000 difference often found in empirical studies, we “explain”
virtually all of the difference in college-going between high- and low-income youth.

However, the differences in college-going associated with family income would be
consistent with other explanations as well. First, to some extent, education is not only
an investment, it is a consumption good for parents. One might expect higher income
parents to want to consume more education. This might be true even if low-income
students could borrow against their future earnings. Second, a single test score is likely
to be an imperfect measure of a student’s academic preparation. Observed differences
in college-going by family income among students with similar test scores may simply
reflect unmeasured differences in academic preparation between high- and low-income
youth.

When testing for differences in college-going by family income, the differences are
diminished when one controls for variables that reflect differences in family wealth,
such as parental education. Carneiro and Heckman (2002) distinguish between short-
term borrowing constraints – created by short-term cash-flow problems when a child is
on the threshold of college enrollment – and long-term borrowing constraints related to
a family’s ability to finance a high quality education through a youth’s lifetime. They
argue that one would want to control for indirect measures of family assets – such as
parental education – when weighing the effect of income immediately before enroll-
ment. They argue that when one does so, a large share of the difference in enrollment
between high- and low-income youth is accounted for by “longer-term” factors such as
wealth and higher test performance of youth. However, to the extent that parents can
help finance their children’s education with current income or accumulated assets, the
distinction between short-term constraints and long-term constraints is unclear. Indeed,
we may be understating the effect of borrowing constraints by first conditioning on test
performance, to the extent that these factors, too, are related to long-term family wealth.

The greater sensitivity of low-income youth to tuition policies (which, as noted above,
has been reported in a number of empirical papers) has sometimes been cited as evi-
dence consistent with borrowing constraints. However, Keane and Wolpin (2001) point
out that borrowing constraints do not necessarily imply an interaction between tuition
sensitivity and parental income. As a result, such an interaction does not provide much
evidence either way on the existence of borrowing constraints.

Recent instrumental variable estimates of the payoff to schooling have suggested that
those on the margin, whose decisions about entering college are influenced by such
things as proximity to college and college costs, may have higher than average payoffs
to college. Such results would also be consistent with borrowing constraints, since only
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those with higher-than-average returns to college would have surmounted the barriers
presented by borrowing constraints to attend. In the presence of borrowing constraints,
Lang (1993) and Card (1995a) point out that the estimated payoff to college should be
higher for those on the margin, since their cost of borrowing funds would be higher.
Recent instrumental variable estimates using geographic distance to college to estimate
payoff to college [Kane and Rouse (1994) and Card (1995b)] have found that those on
the margin, whose decisions about college are influenced by such factors, do tend to ex-
hibit higher marginal returns. However, recent papers by Carneiro (2002) and Carneiro,
Heckman and Vytlacil (2001) question the validity of the instruments used in those
studies, and using an alternative identification strategy find lower returns for those on
the margin.

A recent paper by Cameron and Taber (2000) takes issue with such an interpreta-
tion of the instrumental variable results. They argue that borrowing constraints are more
likely to be binding with respect to direct costs of college – such as tuition and trans-
portation costs – than with respect to foregone earnings. They proceed by comparing
the instrumental variable estimates one finds using proximity to college and the average
earnings of high school graduates in one’s county as two different sources of variation
in college costs. In fact, they do not find higher payoffs to college when using college
proximity as an instrument than when they use foregone earnings as an instrument.22

They cite this as evidence against the presence of borrowing constraints.
A final piece of evidence that may be useful in identifying the potential importance

of borrowing constraints is the difference in timing of college entry in high and low
tuition states. Kane (1996) finds that youth graduating from high school in states with
higher levels of tuition for state residents at public colleges in the state (presumably the
least cost alternative for most students) tend to enter college later. This, too, would be
consistent with borrowing constraints, because in the absence of borrowing constraints,
students would want to complete their educational investments as early in life as pos-
sible. Kane (1996) shows that in a simple version of the Ben-Porath (1967) model of
life-cycle human capital investment, part-time schooling and delayed entry are difficult
to explain in the presence of constant returns to time spent in school and perfect capital
markets. As long as the human capital production function is constant returns to scale,
one would be expected to invest full time when in school.23 The intuition is simple:
when delaying school an extra period, one must discount the future benefits further and
forfeit a period of returns later in life. (One is also pushing off the costs but, as long
as the subsequent earnings gains exceed the costs, the net change in present value is
negative as long as the present value of a year in college is positive.) In other words,
since there are costs to delaying, it is worthwhile getting out of school as soon as possi-
ble. But because the production function is constant returns to scale, there is no decline

22 They also report the results from a structural model which also uses the same assumption for identification,
that is, that borrowing constraints should apply to direct costs and not to indirect costs.
23 For an illustration of how full-time enrollment is implied by the necessary conditions of the optimum, see
Jacoby (1994) and Glewwe and Jacoby (1995).
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in the marginal productivity of investment from investing full time. Unless one makes
more stringent assumptions – such as decreasing returns to scale in the human capital
production function – one would not expect part-time schooling within such a model.
The growing incidence of delayed entry and part-time enrollment during the Eighties
may be related to the declining real value of borrowing limits during that period.

In summary, even though there are some pieces of evidence that would be consistent
with borrowing constraints, it is difficult to find a definitive test of the existence of
borrowing constraints in the literature. In each case, there are alternative explanations
for the same facts, which would not require borrowing constraints to be part of the story.
In this regard, the debate over borrowing constraints is similar to the debate over whether
the payoff to educational attainment is a payoff to concrete skill or a payoff to the signal
provided by that skill. Although the answer is fundamental to any consideration of the
social benefits of further investments in training, many pieces of evidence would be
consistent with either interpretation.24

5. Role of supply constraints in rising payoff to schooling

Most analyses of the students’ college enrollment decisions have focused on the deci-
sions of individual students, taking the market value of a college education as given.
Yet fluctuations in the aggregate supply of college graduates – either due to shifts in en-
rollment rates or changes in cohort sizes – may well have a direct effect on that market
price. Thirty years ago, Freeman (1975a, 1976a) noted that the rapid rises in college en-
rollment and the growth in college-age cohorts as the baby boom attended college had
coincided with a decline in the value of a college degree. Freeman (1975b, 1976b) used
“cob-web” models to describe the market for lawyers and engineers. In such models,
the investment decisions made by entering students while the returns are high lead to
declines in the payoffs when the bumper crop of new graduates arrives on the market
several years later. More recently, Katz and Murphy (1992), Autor, Katz and Krueger
(1998) and Card and Lemieux (2001) have concluded that fluctuations in the rate of
growth in the aggregate supply of college graduates played a direct role in the fluctua-
tions in the value of a college degree in the Seventies and Eighties.

Autor, Katz and Krueger (1998, Table 2) show that one could explain much of the
variation in the payoff to a college degree between 1950 and 1990 with a relatively
constant growth in demand for college-educated labor and an elasticity of substitution
of 1.4. Relative supply changes could account for most of the changes in the payoff
to college. In the postwar period, from 1950 through 1970, the relative supply of col-
lege graduates grew at a steady pace and the relative wage of college educated labor
remained stable. Then, the rate of growth in the supply of college educated labor accel-
erated between 1970 and 1980, and the college wage differential rose. After 1980, the

24 Weiss (1995) provides explanations for the same set of empirical findings that would involve either educa-
tion as a skill or education as a job market signal.
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rate of growth in the relative supply of college-educated labor slowed and the college
wage differential rose. (As we saw in Figure 6, the relative supply of college-educated
27–29-year-old men actually fell between 1980 and 1990.)

The causes of the slowdown in the growth in educational attainment for youth enter-
ing college in the early Seventies (who would have been 25–34 in 1979) are a critical
part of the story behind the rising payoff to education – but are currently not well un-
derstood. One hypothesis is that the end of the Vietnam draft deferment for college
graduates may have contributed to both the acceleration and the slowdown. However,
such an explanation could not account for all of the decline, since a similar acceleration
and deceleration occurred for females as well. A recent paper by Bound and Turner
(2003) suggests that a retrenchment in state and federal support for colleges and uni-
versities in the late Sixties, combined with expansions in cohort size for those reaching
college age in the Seventies, may have contributed to the slowdown. Card and Lemieux
(2000) also suggest that cohort sizes and capacity constraints at colleges and univer-
sities in the early 1990s may have played some role in the slowdown in educational
attainment.

Most of the papers evaluating the role of supply factors in affecting the college/high
school wage differential [Katz and Murphy (1992) and Autor, Katz and Krueger (1998)]
assume that young and old college graduates are perfect substitutes. Card and Lemieux
(2001) argue that a model in which young and old college graduates are imperfect sub-
stitutes fit the data more closely. For instance, the model with perfect substitutability has
a difficult time accounting for the leveling off in the returns to college which began in
the early Nineties. There was little evidence of an acceleration in the supply of college
equivalents in the Nineties. Indeed, the model used by Autor, Katz and Krueger (1998)
would lead one to infer a rapid deceleration in the demand for college-educated labor
in the 1990s. Although we do not measure demand directly, this hardly seems plausible
given the Internet boom of the late Nineties. A model allowing imperfect substitutabil-
ity between younger and older college-educated workers would seem more consistent
with deceleration in the payoff to a college degree, given the apparent acceleration in
the supply of college equivalents among those aged 25–34 in the Nineties.

The degree of substitutability between young and old college graduates is critical not
only in setting the historical record straight, but it is also critical in anticipating the future
trend in the college/high school wage differential. It is much more plausible to expect
continued growth in educational attainment for entering cohorts than to expect a return
to the pre-1970 rate of growth in educational attainment of the labor force as a whole.
The reason is that much of the growth in educational attainment among the pool of
prime-age males before 1970 was due to the large differential in educational attainment
between entering cohorts and exiting cohorts. However, after a period of decelerating or,
in the case of males, declining educational attainment, the differential between entering
and exiting cohorts is much less pronounced than before. Moreover, the current college-
age cohorts are small relative to the baby-boom cohorts that preceded them. Between
1980 and 2000, the share of the labor force with a college degree rose by 8 percentage
points, from 22% to 30%. Even under very optimistic assumptions, Ellwood (2001)
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projects that the percentage of the labor force with a college degree will grow by only
5 percentage points over the next 20 years.

6. Conclusion

Given the rising wage differential for college graduates, the proportion of high school
graduates going on to college is an increasingly important determinant of economic
growth and wage inequality. We have made progress over the last decade on a number
of issues. For instance, the evidence on the impact of tuition and grant subsidies on stu-
dents’ college enrollment decisions has been accumulating. The evidence on the impact
of tuition policies and well-publicized sources of grants (such as the Hope Scholarship
program in Georgia, tuition benefits for Social Security Survivors, and the Cal Grant
program in California) are quite large. Moreover, although there seems to have been a
response to the rising educational wage differentials since 1980, the magnitude of the
response per dollar of present value has been smaller than the tuition impacts. We have
also made some progress in thinking about the incentive effects of state and federal fi-
nancial aid policies – in taxing income and savings and in encouraging tuition inflation.

Yet, many fundamental questions on the impact of state and federal subsidies on
college enrollment decisions remain unresolved. For instance, it remains unclear to what
extent the existing federal loan guarantees have loosened the borrowing constraints on
students and families. Moreover, we know little about the bang-for-the-buck achieved
by different forms of financial aid subsidies – the effect of a dollar in loan subsidies or
better student counseling may be larger than the effect of an additional dollar in Pell
Grants.

However, a number of factors are converging to raise the stakes for public policy
toward higher education. First, between 1995 and 2015, the number of college-age
youth is expected to grow by 22% (with much larger increases in some states, such
as California). Between 1980 and 1995, demographic trends had actually been offset-
ting the impact of rising college enrollment rates on state budgets (with an 18% decline
in the number of college-age youth). That trend has now begun to reverse and states are
faced with the combination of high college enrollment rates and growing numbers of
college-age youth. Second, although state finances are likely to recover from the current
recession, the pressure on state budgets from increasing Medicaid obligations will con-
tinue. Kane, Orszag and Apostolov (2005) estimate that the declines in state support for
higher education during the Nineties were concentrated in states with large Medicaid
obligations at the beginning of the Nineties. The Congressional Budget Office estimates
that Federal Medicaid costs will rise from 1.2% of GDP today to 2.8% of GDP by
2030. Given the cost-sharing between the Federal government and state governments
inherent in the Medicaid program, this projection also implies a substantial increase in
state Medicaid costs. (Federal financial aid subsidies mean that an additional dollar in
state spending to reduce tuition requires states to forfeit some federal subsidies. Just the
opposite is true for state Medicaid spending for which the federal government matches
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state spending.) The declining state support to public institutions of higher education
seems to be contributing to an increasing differential in faculty salaries, faculty/student
ratios and student characteristics at public and private institutions.

The rise in college costs over the last two decades and the resulting parental anxiety
have created a hunger among politicians for policy proposals to assuage that anxiety.
The introduction of federal tax credits for higher education and the growth in state grant
programs, such as the Hope scholarship program in Georgia and the Cal Grant program
in California, reflect the political urge to offer a response to rising tuition costs. How-
ever, the policy community has not been forthcoming with many new ideas in this field.
The growing demand in the political arena and the lack of well-thought-out proposals
for state and federal action present a dangerous combination.
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Abstract

We review basic facts about higher education finance in the United States and analyt-
ical, empirical and policy issues in that realm. Examining trends in higher education
finance, we demonstrate growth in the share of revenues provided by government up to
about 1980, with a steady decline thereafter. Student financial aid, a feature of growing
importance, is awarded to students on the basis both of financial need and academic
(and other) merit, with merit influencing not only total amounts of aid received but also
the “quality” of aid packages, as indexed by the fraction of aid in the form of grants
rather than loans or work.

Although nearly two-thirds of American high school graduates now attend some form
of post-secondary education, both whether and where they attend are importantly in-
fluenced by family background. Among students who score well on aptitude tests in
high school, 95% of those from affluent family backgrounds attend college immedi-
ately following graduation, while only about 75% of those from low SES backgrounds
do. High-income students are also more likely to attend private universities and col-
leges than are lower-income students, who are particularly likely to attend community
colleges.

Much more attention has been devoted to examining the demand for higher educa-
tion than to explaining its supply. We review a number of topics on the supply side,
including the state of evidence concerning the pricing and output levels of government
financed and of nonprofit institutions as well as concerning the impact of government
financial aid policies on institutional pricing and aid decisions. An important analytical
and empirical challenge in studying higher education supply is the fact that institutional
enrollment levels are regulated by selective admissions as well as by price.

Keywords

higher education, finance, student aid, college, university

JEL classification: I22
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1. Introduction

The American system of finance for higher education (if indeed such a tangled and
decentralized set of arrangements warrants the label “system”) has a number of charac-
teristics that make it unique in the world. Perhaps most obvious is the stable coexistence
of large numbers of private, not-for-profit colleges and universities with a substan-
tial set of government-owned institutions – the latter themselves decentralized through
ownership by states and (in the case of community colleges) sometimes localities. In-
terestingly, while the share of public colleges in total enrollments grew more or less
continuously through the first three quarters of the twentieth century, since then it has
stabilized at approximately 80% of total enrollment [Goldin and Katz (1999)].

Also distinctive is the enormous range of institutional types offered in US post-
secondary education. The system includes large public and private research universities
that combine substantial, largely federally funded research enterprises with extensive
graduate and professional educational programs and undergraduate education in one
complex. This arrangement contrasts strikingly with that in many other countries, where
there is often more separation of advanced research from teaching and of professional
schools from undergraduate education. Moreover, the United States was the progenitor
and is still the principal home of the traditional “liberal arts college”, providing general
undergraduate education, usually in a residential setting, and often to a selected group of
students. Finally, there is a small but growing segment of for-profit institutions, focused
mostly on the large market for adult, vocationally oriented students (in 1999–2000, only
about 5.5% of first-time, full-time undergraduates attended for-profit colleges that were
eligible for federal student aid [U.S. Department of Education (2002b)].

It is generally accepted in the United States, unlike many countries, that the cost of
higher education will be shared among a group of payers, including the student, his
or her family (at least for traditional-aged students), government and philanthropists.
Subsidies come in a variety of forms, including direct appropriations by governments
to public colleges and universities to defray expenses, analogous subsidies through en-
dowment earnings and gifts at private nonprofit institutions, and financial assistance
to students in the form of loans and gifts. Most recently, the federal government has
introduced significant tax credits for college tuition.

Student aid has become a strikingly important institutional feature of American
higher education finance. In addition to federal loans and grants, aid comes from state
governments, philanthropic organizations and the colleges and universities themselves.
In 1999–2000, more than 64% of public college students and more than 81% of private
not-for-private college students received some form of financial aid (beyond support
from their families) in paying for college [U.S. Department of Education (2002b)]. Not
unlike airlines, different students at the same college often pay very different prices for
their education.

The various subsidies to higher education presumably reflect some broad collective
judgment that higher education provides both private benefits to individual students
and broader social benefits, so that both fairness and efficiency argue for sharing the
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costs between students and larger social groups.1 In addition, some subsidies are shaped
by the widely-held view that equality of educational opportunity is a valid social aim,
leading to a further case for subsidizing the college costs of disadvantaged students.

An important efficiency consideration in helping students pay for college is that there
is reason to expect capital market failure in the case of human capital investments.
As classically argued by Milton Friedman (1955), unlike investments in physical capi-
tal, investments in human capital cannot be secured by the asset that is acquired without
running afoul of laws against involuntary servitude. The aim to overcome this capital
market imperfection helps to rationalize the extensive federal programs of loan guaran-
tees and in recent years direct loans by the federal government to help finance education.
Economists have long seen the attraction of “income-contingent” loans, which would
come closer to equity finance of human capital, by allowing lenders to share in the in-
come gains that result from education. Although such loans have become an important
feature of college finance in some countries, they have not to date figured importantly
in US college finance [Johnstone (2001)].

The complex pattern of subsidies in American higher education reflects not only
judgments about the social good, but also the presence of large numbers of compet-
ing institutions (both public and private) for whom student aid provides opportunities
to advance institutional goals. From an economic perspective, institutional awards of
student aid can be viewed as a form of price discrimination, with lower prices offered to
those “customers” whose demand is more price-elastic and those who, for one reason or
another, are more desirable to the institution [see, for example, Ehrenberg and Sherman
(1984)]. Presumably student aid policies at both private and not-for-profit institutions
reflect a mixture of principled and self-interested motivations.

Although American colleges and universities undertake significant amounts of re-
search and graduate and professional education, by far their main business is educating
undergraduates. (Only about 14% of total enrollment in degree-granting colleges and
universities is at the graduate or professional level [U.S. Department of Education
(2002b)]. According to Table 8 (see Section 5), only about 13% of total revenues in
higher education come from externally supported research.) While not altogether ne-
glecting issues about graduate education and research, this essay is organized mainly
around that principal business of undergraduate education. In what follows, we first pro-
vide a broad overview of time trends in American higher education finance, and then
focus on the important issue of student aid, both “need” and “merit” based, in student
finance. The implications of student finance trends for access to college and choice of
colleges are our next topic. We then examine evidence on the sources and uses of rev-
enues and expenditures in the various types of American colleges and universities. We
devote a further section to analysis of the supply behavior of colleges and universities,
a difficult but important subject for research. After a brief overview of other areas of
research, we offer conclusions.

1 A classic statement of the public benefits of higher education (as well as nonpecuniary private benefits) is
Bowen (1977).
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2. Financing higher education: Changes over time

Tables 1 and 2 present a long-run view on college finance, containing data from selected
years between 1939 and 2000. Table 1 shows how colleges’ principal sources of rev-
enue have changed over the past half century.2 For public institutions, state and local
government spending has been the primary revenue source (accounting for more than
half of revenues), with tuition providing a much smaller share (no more than a quar-
ter of revenues). On the other hand, for private institutions, tuition has by far been the
principal source of revenue (accounting for between 43% and 57% of revenues).

This long view allows us to put recent changes in historical perspective. For public
institutions, the contribution of state and local government spending has been declining
for more than a decade, reaching its lowest post-war level (51%) in the two most recent
academic years for which we report data. While there has been an increase in the con-
tribution of gifts and endowment earnings (from 3% to 7%), a much more important
change has been the increased role of tuition (from 13% to 24%). Tuition at private in-
stitutions has also taken its largest role in forty years (going from 45% in 1955–1956 to
55% in 1995–1996) as the contribution of federal funding has declined to its lowest level
since the late 1950s (falling from a peak of 30% in 1965–1966 to 17% in 1995–1996).

The pattern here is clear: tuition has been replacing government spending at both
public and private institutions. Indeed, the pattern of revenue shares in the 1990s looks
more like that of the late 1940s than of any intervening decade.

Table 2 reports revenue shares for the major categories given in Table 1, averaged
over public and private institutions, and also breaks down gross tuition by its sources –
showing the share paid by families directly and the shares paid by various forms of
student aid.

The most striking trend is the steady decline through 1980 in the overall share of
tuition paid by families, the result of an increase in the enrollment share of public insti-
tutions, the growth of federal grants and contracts, and the rise in financial aid. However,
the decline in the share of higher education revenues provided by families came to an
abrupt halt in the 1980s, with the family share increasing by 10 percentage points in the
1979–1980 to 1995–1996 period [reaching the highest level (24%) since before 1959–
1960].

Table 2 also underscores that it is the states rather than the federal government whose
role is changing most dramatically. As late as 1979–1980, state governments contributed
45% of higher education revenues, almost all of it through direct (nontuition) support
of state-run institutions. By 1995–1996 that share had fallen to 33%. The efficiency and
equity of the across-the-board subsidies states provide to higher education institutions
have long been questions of controversy among economists. In a famous and influential

2 Revenues from dormitories, hospitals and other “auxiliary enterprises” are excluded, as well as several
minor revenue sources. Changes in accounting rules for private institutions make data for 1996–1997 and
later not comparable with earlier years or across sectors.
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Table 1
Shares of higher education revenue, by source, by sector, selected academic years, 1939–2000 (%)

Year Gross
tuition

Government Gifts and
endowment

earnings

Other

Federal State and
local

Public institutions
1939–1940 0.20 0.13 0.61 0.04 0.01
1949–1950 0.25 0.13 0.56 0.03 0.03
1955–1956 0.13 0.17 0.62 0.04 0.04
1959–1960 0.13 0.21 0.59 0.04 0.03
1965–1966 0.14 0.23 0.54 0.03 0.05
1969–1970 0.15 0.19 0.57 0.03 0.05
1975–1976 0.16 0.18 0.61 0.03 0.02
1979–1980 0.15 0.16 0.62 0.04 0.03
1985–1986 0.18 0.13 0.61 0.05 0.03
1989–1990 0.20 0.13 0.58 0.05 0.04
1991–1992 0.22 0.14 0.55 0.06 0.03
1992–1993 0.24 0.14 0.53 0.06 0.04
1993–1994 0.24 0.14 0.52 0.06 0.04
1994–1995 0.24 0.14 0.52 0.06 0.04
1995–1996 0.24 0.14 0.51 0.06 0.04
1999–2000 0.24 0.13 0.51 0.07 0.05

Private institutions
1939–1940 0.55 0.01 0.03 0.38 0.03
1949–1950 0.57 0.12 0.04 0.23 0.05
1955–1956 0.45 0.18 0.02 0.28 0.06
1959–1960 0.43 0.25 0.02 0.25 0.05
1965–1966 0.43 0.30 0.02 0.18 0.06
1969–1970 0.44 0.26 0.03 0.19 0.08
1975–1976 0.48 0.25 0.04 0.19 0.04
1979–1980 0.47 0.25 0.04 0.19 0.05
1985–1986 0.50 0.22 0.03 0.19 0.06
1989–1990 0.51 0.21 0.04 0.18 0.06
1991–1992 0.53 0.20 0.04 0.17 0.06
1992–1993 0.54 0.19 0.04 0.17 0.06
1993–1994 0.55 0.19 0.04 0.17 0.06
1994–1995 0.55 0.19 0.03 0.17 0.06
1995–1996 0.55 0.17 0.03 0.18 0.07

Notes. Figures do not include revenue from auxiliary enterprises or from sales and services. Government
figures do not include student aid (which is included under gross tuition). The federal government changed
the reporting scheme for private colleges and universities for financial data in the IPEDS system in 1996–
1997, in response to changes in accounting standards. These changes do not permit comparisons of data from
that date forward with earlier data.
Sources: See McPherson and Schapiro (1991a, p. 21), plus, for data after 1986, Table 328 (p. 359) and Ta-
ble 329 (p. 360) of the Digest of Education Statistics, 2001, National Center for Education Statistics (2002b)
(online version, January 2001) and U.S. Department of Education (2002a).
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Table 2
Shares of higher education revenue, by source, selected academic years, 1939–1996 (%)

Year Gross
tuition

Tuition paid by Nontuition revenue

Families Institutions Government Federal State and
local

Gifts and
endowment

earnings
Federal State

1939–1940 0.37 0.35 0.02 0.00 0.00 0.07 0.33 0.21
1949–1950 0.40 0.37 0.03 0.00 0.00 0.12 0.32 0.12
1959–1960 0.26 0.22 0.03 0.00 0.01 0.23 0.34 0.13
1965–1966 0.26 0.21 0.04 0.00 0.01 0.26 0.33 0.09
1969–1970 0.25 0.20 0.04 0.00 0.01 0.22 0.38 0.08
1975–1976 0.26 0.16 0.04 0.04 0.02 0.20 0.43 0.08
1979–1980 0.26 0.14 0.04 0.06 0.02 0.19 0.43 0.09
1985–1986 0.29 0.17 0.05 0.05 0.02 0.16 0.41 0.10
1989–1990 0.31 0.19 0.05 0.05 0.02 0.16 0.37 0.10
1991–1992 0.34 0.22 0.05 0.05 0.02 0.16 0.35 0.10
1992–1993 0.35 0.23 0.05 0.05 0.02 0.16 0.33 0.10
1993–1994 0.35 0.22 0.06 0.05 0.02 0.16 0.32 0.10
1994–1995 0.35 0.23 0.06 0.04 0.02 0.16 0.32 0.10
1995–1996 0.36 0.24 0.06 0.04 0.02 0.15 0.31 0.11

Notes. Figures do not include revenue from auxiliary enterprises or from sales and services. Both veteran’s
educational benefits and social security benefits paid to qualified college students are excluded from federal
tuition payments.
Sources: See McPherson and Schapiro (1991a, p. 23), plus, for data after 1986, Table 327 (p. 358) of the Digest
of Education Statistics, 2001, National Center for Education Statistics (2002b) (online version, January 2001)
and Table 1 (p. 6) of Trends in Student Aid: 2000, the College Board (2002).

paper, Hansen and Weisbrod (1969) argued that such subsidies were regressive, in that
benefits flowed disproportionately to more affluent families who received benefits that
far exceeded the costs they paid through the tax system. Pechman (1970) countered by
arguing that, aggregating over all taxpayers, whether they had children in college or not,
the affluent paid taxes far exceeding the costs of their participation in the higher educa-
tion system, while less affluent groups of taxpayers wound up with benefits from higher
education that exceeded the taxes they paid to support the system. In a lucid comment
on the controversy, Hartman (1970) contended that neither of these simple calculations
is adequate to judge the relative effectiveness of different schemes for financing higher
education, from the standpoints either of equity or efficiency.

It is noteworthy that, even though states’ economic fortunes improved considerably
during the years between the recession of the early 1990s and the recession ten years
later, the downward trend in the share of higher education revenues provided by the
states continued during the entire period for which we have data. Several analyses
suggest that this secular decline in state support for higher education relative to other
state-financed activities will prove persistent [Hovey (1999)]. The reliance on state op-
erating subsidies leaves public colleges and universities extremely vulnerable to the
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business cycle. The current devastation regarding state budgets implies very difficult
times ahead. Arnone, Hebel and Schmidt (2003) report that institutions are seeking to
aggressively raise tuition while bracing themselves for layoffs and program cuts. It is
expected that about half of the states will cut higher education appropriations for the
current fiscal year (2002–2003), and that 2003–2004 will be even worse.

The share of revenues supplied by federal student aid has remained roughly constant
since the mid-1970s, but the share provided by federal research support has declined
substantially (from 26% to 15%) from its high in the mid-1960s. Since research sup-
port is concentrated in a fairly small number of institutions, this decline is of major
importance for that subgroup.

We turn now to a detailed look at changes in the sources of financial aid. Table 3
shows the overall magnitudes of federal and other forms of student aid, expressed in
constant 2001–2002 academic year dollars, for selected years since 1963. With respect
to how federal funding has developed, the period from 1963 to the present can be use-
fully divided into four subperiods. For most of its history, the federal government, as
a matter of policy, did not help fund undergraduate education on a regular basis, view-
ing it as the province of the states and of private philanthropy. The federal government
purchased services in the form of research contracts and provided aid to veterans in
recognition of their service, but had no sustained programs of aid until the National
Defense Education Act introduced loans (now called Perkins loans) in 1957. Guaran-
teed loans and grants to colleges to be awarded to needy students were introduced in
1965. Thus, before 1975, a fairly modest total of “generally available” aid was divided
between guaranteed loans and the so-called “campus-based” programs, which provide
funds for institutions to use for student aid in the form of grants, loans and work. From
1975 to 1980, the generally available federal aid budget grew rapidly (doubling in real
dollars between 1975–1976 and 1980–1981), with substantial expenditures on the newly
introduced Pell program, the means-tested grant program put in place under the Nixon
administration in 1974 (under the name Basic Educational Opportunity Grants). From
1980 to the early 1990s, both the Pell program and guaranteed loans increased at a
slower rate (with a real increase of about one third in each). Since that time, growth in
guaranteed and direct loans has been enormous (having more than doubled in real dol-
lars between 1990–1991 and 2001–2002), while expenditures on the Pell program have
risen by a significant but more modest 52% in real dollars. Thus, while total federal
aid in 2001–2002 totaled $62.0 billion, up from only $28.1 billion in 1990–1991 (in
2001–2002 dollars), the vast majority of this increase was in the form of loans. More-
over, most of the increase in federal spending unrelated to loans was not in the form of
grants aimed at students from low-income families, but rather was attributed to the in-
troduction in 2000 of education tax credits that have disproportionately benefited more
affluent families.3

3 A GAO study released in September of 2002 [U.S. Department of Education (2002b)] examined the distri-
bution of benefits from the Hope and Lifelong Learning credits enacted in 1997. The Hope credit is aimed at
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Table 3

Aid awarded to students, by source of aid, selected academic years, 1963–2002, in millions of 2001–2002 academic year dollars

Federal programs 1963–1964 1970–1971 1975–1976 1980–1981 1985–1986 1990–1991 1995–1996 2000–2001 2001–2002

Generally available aid
Pell grants 0 0 2,964 4,892 5,869 6,542 6,287 8,066 9,950
Supplemental educational

opportunity grants
0 736 769 756 671 607 670 630 691

State student incentive grants 0 0 63 148 124 78 74 38 50
Work–study 0 895 944 1,353 1,070 965 877 1,139 1,215
Perkins loans 654 1,075 1,472 1,421 1,147 1,154 1,182 1,073 1,113
Guaranteed and direct loans 0 4,536 4,056 12,710 14,419 16,794 31,742 38,533 41,275

Subtotal 654 7,241 10,268 21,280 23,300 26,147 40,832 49,478 54,295

Specially directed aid
Social security 0 2,230 3,499 3,859 0 0 0 0 0
Veterans 386 5,009 13,380 3,513 1,409 900 1,497 1,667 1,714
Military 240 288 310 411 559 489 503 567 619
Other grants 52 71 202 250 110 156 264 256 270
Other loans 0 187 144 127 608 457 374 110 110

Subtotal 678 7,786 17,534 8,160 2,685 2,002 2,637 2,599 2,714

Education tax credits 0 0 0 0 0 0 0 4,953 5,001

Total federal aid 1,332 15,027 27,802 29,440 25,985 28,149 43,470 57,030 62,010

State grant programs 322 1,055 1,568 1,641 2,138 2,465 3,447 4,835 5,048
Institutional and other grants 1,552 3,739 3,741 3,329 4,832 7,637 10,301 15,475 16,978
Nonfederal loans 0 0 0 0 0 0 1,532 4,165 5,588

Total federal, state and institutional aid 3,206 19,821 33,111 34,411 32,955 38,251 58,749 81,506 89,624

Note. 2000–2001 data are estimated and 2001–2002 data are preliminary.
Source: Trends in Student Aid: 2002, The College Board (2002), Tables 2 (p. 7) and B (p. 19).
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The real value of state grants has followed a positive trend throughout the entire
period. The College Board (2002, p. 16), reports that the percent of total state aid not
based on need was flat at 10% between 1981 and 1993, at which time it began its steep
rise to almost 25% in 2000. Thus, the surge in need-based aid has been dwarfed in
percentage terms by the increase in merit aid, although in absolute terms need-based
state grants still exceed merit-based grants substantially.

The absolute increase in state-funded grants has been dwarfed by the growth in insti-
tutional grants. The real value of institutional grants has gone up by more than five-fold
over the past few decades, rising from $3.3 billion in 1980–1981 (in 2001–2002 dol-
lars) to $17.0 billion in 2001–2002. These institutional grants are, in effect, discounts
from posted tuition. Their changing role has received much attention, and will be fur-
ther discussed in the next section. In total, financial aid has grown at a staggering rate,
especially after 1990. But that does not necessarily imply that needy students have been
“held harmless” from tuition increases. The combination of tax credits, guaranteed and
direct loans from the federal government, and non-federal loans account for most of the
increase, while both state and institutional grants have increasingly been allocated on
the basis of “merit” as opposed to need. With almost $90 billion in total aid, rather little
of it is in the form of grants to students from low-income families.

3. Merit versus need-based financial aid

The phenomenon of “merit aid” or “nonneed-based” aid has come in for increasing
commentary in American higher education. A number of observers (including the au-
thors) have argued that the growing significance of merit aid is an indicator of the rising
competitive pressures on colleges and universities, and is one factor undermining the
commitment to the principle of pricing a college education according to family ability
to pay.

The distinction between “need-based” and “nonneed-based” student aid grants is,
however, a slippery one. Normal practice at American colleges is to present a prospec-
tive student with a “package” of aid, generally including some combination of federal,
state and institutional grant, a recommended loan, and a work–study job. Many students
who receive need-based assistance from a college will also receive a “merit award”
which is included in the student’s overall aid package. Sometimes such a merit award
will boost that student’s total grant dollars above those of another student with similar
means who did not get any “merit” award, but in other cases the school may simply
be putting a different “merit” label on dollars the student would have gotten anyway.

freshman and sophomores and is worth a maximum of $1,500 per year. The Lifelong Learning credit is aimed
at juniors and seniors as well as graduate students and part-time undergraduates, and provides a maximum of
$1,000 per year. The GAO found that in 1999–2000, around two thirds of students awarded Hope credits, and
around 70% of those receiving Lifelong Learning credits, were from families earning $60,000 or more. See
also Long (2004).
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Avery and Hoxby (2004) present evidence that student choices are in fact influenced
by the labels attached to aid dollars. By the same token, two students at the same col-
lege, both receiving only need-based aid, may receive quite different aid packages. The
more desirable student may receive either a larger total aid package or a similar total
aid package with a larger component of grant aid and lower amounts of loan and work.
And this can happen without any of the dollars being labeled “merit” dollars.

In other work [McPherson and Schapiro (2002)], we have attempted to look beyond
the “merit” and “need” labels to provide empirical evidence on the sensitivity of aid
awards to both “need” and “merit”, understood as evidence of academic achievement or
potential. Our results indicate that a focus simply on dollars labeled as “merit” scholar-
ships misses a good deal of the action regarding the responsiveness of grant awards to
indicators of merit. Relatively few students receive awards that are explicitly labeled as
“nonneed-based” or “merit” awards (in the data set we examined, for example, only 4%
of undergraduates at public colleges and 15% at private colleges receive such awards
from institutional funds – these figures exclude athletic scholarships), while many more
receive “need-based” awards (22% at public colleges and 52% at private colleges).

Yet in an analysis seeking to explain the size of aid grants that students receive,
we find that the size of a student’s need-based grants varies significantly with the stu-
dent’s score on standardized tests, after controlling for such factors as the type of school
attended, parental resources and cost of attendance. Moreover, the size of these need-
based grants is less sensitive to family financial resources than standard need analysis
formulas would imply. Thus, a focus solely on so-called “nonneed” or “merit” aid
significantly understates the role that academic promise and achievement play in the
distribution of institutional grant aid.

Even apart from this sensitivity of need-based awards to indicators of merit, there is
ample evidence that merit awards have grown in importance in student finance of higher
education. Growth in merit awards relative to need-based awards has been observed in
public and in private institutions, as well as in state grant programs [U.S. Department
of Education (2002b), Heller (2003)]. A variety of factors probably help explain this
trend. For both public and private institutions, enrolling more talented students offers
potential benefits of at least two kinds. First, peer effects may imply that the education
of all students at an institution is improved by the presence of more talented students
[see Winston and Zimmerman (2004)]. Second, the measured quality of entering stu-
dents is a major factor in assessing an institution’s reputation, for example in US News’
influential college rankings, whether because of true peer effects or for other reasons.
Schools may value these reputational effects because they increase demand for their ed-
ucation [Ehrenberg and Monks (1999)] or because they please trustees and institutional
leaders or, for public institutions, legislators. Ehrenberg and Sherman (1984) provide a
systematic analysis of optimal aid award policies for an institution facing a set of poten-
tial applicants who differ in desirability to the school and in price elasticity of demand
for enrollment.

Competition among institutions for “meritorious” students obviously amplifies these
forces. [For a journalistic account of competitive discounting among colleges, see
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Crenshaw (2002).] Particularly in light of the fact that reputational competition is in-
herently relative, the competitive environment has some of the characteristics of a
tournament. Frank and Cook (1995) and Frank (1999) have argued that merit aid com-
petition helps encourage the concentration of top students at a small set of institutions,
and has the qualities of a “winner-take-all” competition.

Growing use of merit aid raises interesting questions of public policy.4 First, there
is a persistent tendency in state and to some extent in federal policy discussions to ar-
gue for introduction of more “merit-based” aid programs on the grounds that existing
programs do not give students significant incentives to perform well in high school.
The results from our study mentioned above suggest that there already are consider-
able financial awards to achievement – for those students who receive financial aid at
public institutions, a 100 point difference in SAT scores translates into an increase in
grant aid equal to nearly $500 over the course of an undergraduate career. At private
institutions, a 100 point SAT increase translates into more than $2,300 in added grants
over the course of a college career. These appear to be significant incentives. When one
recognizes the additional benefits of improving one’s probability of attending a more
selective college through performing better in high school, the fact that our admissions
and aid system as it exists does indeed reward high school achievement is clear.

A second question is whether efforts by institutions to limit or regulate merit com-
petition are socially desirable and/or legally permissible. In the early 1990s, the Justice
Department investigated a group of Northeastern private colleges and universities whose
financial aid officers met to agree on the size of aid awards to be offered to individual
students. All but one of the schools involved agreed to a consent decree ending the
practice. MIT however declined to settle and was sued. The Justice Department alleged
that these so-called “overlap” agreements were a conspiracy in restraint of trade and
harmed students who might have received larger aid awards in a competitive setting.
MIT argued, among other things, that the practice of constraining aid awards helped
the colleges involved to achieve the desirable public purpose of allocating their lim-
ited aid resources to those most in need of them. The case was ultimately settled out
of court without a definitive ruling on the merits [see Carlton, Bamberger and Epstein
(1995)]. Hoxby (2000) presents evidence that the ending of the agreements among col-
leges brought about by the Justice Department action resulted in a partial breakdown of
the need-based aid system at several of the colleges.

A broader question raised by the “merit vs. need” controversy relates to the conse-
quences for educational productivity of stratifying students by “aptitude” or “ability”.
It seems plausible that a given student will learn more if he or she is paired with more
able rather than less able peers, although it is only recently that researchers have begun
to aim at establishing such effects [see, for example, Winston and Zimmerman (2004)].

4 For recent discussions of policy issues regarding merit scholarships, see a dialogue between Gary Orfield
and David Longanecker [Longanecker and Orfield (2003)]. See also Selingo (2001, 2002) and two New York
Times pieces, Winter (2002) and a New York Times (2002) editorial on November 4.
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If peer effects exist and take this form, any one school can raise its educational output by
attracting more able students. But is the learning output of the group of colleges taken
together higher or lower if students are stratified by ability or if students of differing
abilities are mixed together? The answer to this question depends on the shape of the
function relating the performance of a student to the quality of his or her peers. We
are far from having any empirically satisfactory answer to this question, nor is it at all
clear whether market competition for students of differing ability will lead to an opti-
mal result [see also Rothschild and White (1995) and McPherson and Schapiro (1998,
2002)].

4. College access and choice

Many worry about a run-up in the real costs to students of attending college, even af-
ter allowing for the effects of financial aid. The access consequences of substantial
increases in college costs are well known – one simple indicator is that gaps in en-
rollment rates by race and by income are larger now than they were in the late 1970s.
This is not surprising given empirical estimates of the enrollment responsiveness of
low-income students to changes in price [see, for example, McPherson, Schapiro and
Winston (1993, Chapter 8), McPherson and Schapiro (1991a, Chapter 3), McPherson
and Schapiro (1991b) and Kane (1999)].

Another aspect to the access story considers student ability along with income back-
ground. Low-income students on average are less likely to participate in American
higher education, but what about the most talented low-income students? It has long
been a goal of federal policy to break the link between family background and college
enrollment, especially for students with the motivation and ability to succeed in college.

Table 4 examines enrollment data from four different dates, with students broken
down into three family income groups and, except for the most recent year, into four
ability groups. For 1994, only three ability groups were distinguished.

In 1994, 38% of students from the bottom ability group attended higher education
compared with 63% of students from the middle ability group and 87% from the upper
ability group. That finding seems reasonable – most people would agree that students
with the highest demonstrated ability should have the greatest propensity to partici-
pate in further education. But it is striking that 64% of the low ability students from
high-income families proceed to colleges and universities versus only 29% of their
low-income counterparts. Further evidence of unequal opportunity is provided by the
finding that only 49% of middle-ability students from low-income families and 75%
of high-ability students from low-income families advance to postsecondary training –
compared with 81% and 95% of students from the high-income group. The fact that one
out of four high-ability students from low-income backgrounds find no place among our
roughly 3,500 colleges and universities seems undesirable from the standpoint of eco-
nomic efficiency as well as equality of opportunity.
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Table 4
College enrollment rates by family background and student ability, selected years

Year Test score
group

Family income (%)

Low Middle High All

1961–1963 1 14 24 42
2 24 36 55
3 38 51 77
4 60 77 91

1972 1 18 21 35
2 25 35 53
3 38 51 72
4 58 68 84

1980 1 21 26 40
2 31 39 68
3 47 59 77
4 58 76 86

1994 1 29 47 64 38
2 49 68 81 63
3 75 86 95 87

All 44 69 86

Notes. Data for 1961–1963, 1972 and 1980 are from Project Talent, National Longitudinal Study, and High
School and Beyond, as compiled in the Eureka Project (1988, p. 35). Data for 1994 are from the National
Education Longitudinal Study, as reported in Akerhielm et al. (1998, p. 19).

Even when entry into one of America’s higher education institutions does in fact
take place, it is important to recognize that these institutions provide widely differing
experiences. While the emphasis on access is well founded, many analyses neglect key
questions regarding college choice.

When we consider the topic of educational opportunity, we should instead take into
account both the issue of the accessibility of higher education to lower-income students
and the overall distribution of students across institutional types. Despite the concerns
we have about the impact on access of the recent rise in net college costs facing low-
income students, the high overall rates of college attendance in recent years point to
considerable success in making some form of post-secondary education financially ac-
cessible to a very wide range of Americans. Yet the existing financing system may
be much less successful in providing a suitable post-secondary experience for many
disadvantaged students. The range of alternatives available to students appears to be
quite sharply constrained by their incomes under existing arrangements. In most states
community colleges are the cheapest and most accessible alternative for low-income
students, a fact which is reflected in their disproportionate representation in these in-
stitutions. Although the issue of “choice” is often expressed in terms of public versus
private alternatives, opportunity to attend a flagship public university or indeed any four
year public institution is importantly constrained by income in many states.
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It is interesting to note that much of the popular discussion regarding where students
go involves middle-income students, not lower-income students. It is often suspected
that students from middle-income backgrounds have been most affected by the con-
siderable real increases in tuition at private colleges and universities. Students from
lower-income backgrounds qualify for need-based financial aid, lessening the chance
that these students experience an affordability problem. Students from upper income
backgrounds receive a different but analogous form of financial aid – parental contribu-
tions that do not require major proportions of available annual incomes. But, the story
goes, when tuitions rise faster than other economic indicators, students from middle-
income backgrounds are forced to switch to less costly educational alternatives. In fact,
for more than a decade the view that middle-income students – too rich for financial
aid but too poor to afford private school tuitions – are increasingly showing up at pub-
lic institutions has been stated as truth in the national media [see, for example, Kuttner
(1989)].

We now examine changes over time in the higher education destinations for students
from different economic backgrounds. This allows us to consider not only the “middle-
income melt” topic, but also to examine the broader question of who goes where and
how that compares with more than a decade ago.

Table 5 presents data on the distribution of students from different income back-
grounds across institutional types. The institutional types are private universities
(typically large institutions with substantial graduate and research programs), private
four-year colleges (typically small, liberal arts colleges), private two-year colleges
(a collection of mainly religious, business, and art colleges), public universities (again,
large graduate universities), public four-year colleges (typically branches of public uni-
versities other than the “flagship” campus – for example, the branches of the California
State University system, the University of Michigan at Dearborn, the University of
Wisconsin at Stout) and public two-year colleges (community colleges). In addition,
categories are subdivided based on institutional selectivity.

In 1999, 25.9% of students in our sample attended private institutions, roughly the
same as in 1981. But it is clear that the percentage of students attending private schools
in 1999 varied considerably with income: 21.0% of lower-income students attended pri-
vate colleges and universities, a figure that rises to 22.8% for middle-income students,
and all the way to 51.7% for the richest students. Only 2.8% of all lower-income stu-
dents enrolled in higher education were at private universities, with 14.5% at private
four-year colleges. On the other hand, 21.7% of the richest students enrolled in higher
education were at private universities and 26.5% were at private four-year colleges.
Middle-income students had intermediate enrollment percentages of 3.8% and 16.6%.
While the chances that a student attended a public university were generally positively
related to parent’s income there was not a clear relationship between income and atten-
dance at a public four-year college.

Perhaps the most striking finding is that 38.7% of upper income and 47.0% of stu-
dents from the most affluent backgrounds attended a university (private or public),
compared with only 16.6% of lower-income students. Where did lower-income students
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disproportionately enroll? 39.0% of lower-income students were at public two-year col-
leges, more than twice the percentage of upper-income students (16.8%) and almost
four times the percentage of the richest students (10.1%).

How have these proportions changed over time? Comparing 1999 to 1981, the per-
centage of upper-income students who attended either private or public universities rose
a bit from 37.2% to 38.7% while the percentage of the richest students who attended
a university rose from 41.4% to 47.0%. While private universities more than held their
own in their ability to attract affluent students, the increased attractiveness of public
universities to affluent students is particularly noteworthy: their share of upper-income
students rose from 25.9% to 27.5% and their share of the richest students rose from
22.8% to 25.3%.

It was private four-year colleges that have suffered the loss of affluent students in
recent years – the proportion of upper-income students who enrolled at these schools
fell slightly from 21.9% to 21.1% while the proportion of the richest students fell much
more dramatically from 32.4% to 26.5%. On the other hand, there is no evidence from
these data supporting the notion of “middle-income melt” from either private universi-
ties or private four-year colleges. In 1981, 14.9% of middle-income students and 16.3%

Table 5
Distribution of freshman enrollment by income background across institutional types, fall of 1981 versus fall

of 1999 (%)

Lower Lower-middle Middle Upper-middle Upper Richest All groups

1999 <$20 $20–$30 $30–$60 $60–$100 $100–$200 >$200

Private university 2.8 3.1 3.8 5.4 11.2 21.7 5.9
Low select (1.4) (1.5) (1.7) (2.1) (3.3) (4.6) (2.1)

Medium select (0.6) (0.6) (0.8) (1.3) (2.9) (5.9) (1.4)

High select (0.9) (1.0) (1.2) (2.0) (5.0) (11.2) (2.4)

4-year colleges 14.5 14.9 16.6 17.6 21.1 26.5 17.6
Low select (11.4) (11.7) (12.5) (12.3) (12.5) (12.9) (12.3)

Medium select (2.3) (2.5) (3.2) (4.1) (5.8) (7.9) (3.8)

High select (0.8) (0.7) (0.9) (1.3) (2.8) (5.7) (1.4)

2-year colleges 3.7 2.7 2.4 1.8 2.2 3.5 2.4

All private 21.0 20.7 22.8 24.9 34.5 51.7 25.9

Public university 13.8 16.2 17.3 22.1 27.5 25.3 19.9
Low select (4.9) (6.3) (6.8) (8.4) (9.2) (7.9) (7.3)

Medium select (4.9) (6.4) (7.3) (9.0) (10.1) (8.8) (7.9)

High select (4.1) (3.4) (3.3) (4.8) (8.2) (8.6) (4.7)

4-year colleges 26.2 24.3 24.4 23.3 21.2 12.9 23.3
Low select (24.2) (22.4) (20.8) (19.6) (16.9) (10.1) (20.0)

Medium select (2.0) (2.0) (3.6) (3.7) (4.3) (2.9) (3.3)

2-year colleges 39.0 38.8 35.5 29.8 16.8 10.1 30.9

All public 79.0 79.3 77.2 75.1 65.5 48.3 74.1

100.0 100.0 100.0 100.0 100.0 100.0 100.0
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Table 5
(Continued)

Lower Lower-middle Middle Upper-middle Upper Richest All groups

1981 <$10 $10–$15 $15–$30 $30–$50 $50–$100 >$100

Private university 2.2 2.7 3.2 5.4 11.3 18.6 4.8
Low select (1.3) (1.4) (1.5) (1.8) (3.0) (4.6) (1.7)

Medium select (0.5) (0.7) (0.9) (1.6) (3.1) (4.4) (1.3)

High select (0.4) (0.6) (0.9) (2.0) (5.1) (9.6) (1.7)

4-year colleges 13.6 15.0 14.9 16.3 21.9 32.4 16.2
Low select (11.6) (12.2) (11.3) (10.8) (12.6) (17.1) (11.7)

Medium select (1.6) (2.3) (3.0) (4.2) (5.8) (9.5) (3.5)

High select (0.4) (0.5) (0.6) (1.3) (3.4) (5.8) (1.1)

2-year colleges 6.2 5.5 4.2 3.6 3.5 3.0 4.3

All private 22.0 23.2 22.3 25.3 36.7 54.0 25.3

Public university 10.1 12.9 16.1 22.0 25.9 22.8 17.7
Low select (4.2) (5.0) (6.2) (8.2) (9.7) (9.2) (6.8)

Medium select (3.7) (5.4) (6.5) (8.9) (10.0) (8.4) (7.1)

High select (2.2) (2.6) (3.3) (4.8) (6.3) (5.1) (3.8)

4-year colleges 23.4 22.5 22.2 21.6 16.9 10.0 21.4
Low select (22.2) (20.8) (18.9) (17.9) (13.7) (8.5) (18.5)

Medium select (1.2) (1.7) (3.3) (3.7) (3.2) (1.5) (2.9)

2-year colleges 44.6 41.4 39.3 31.2 20.4 13.2 35.6

All public 78.0 76.8 77.7 74.7 63.3 46.0 74.7

100.0 100.0 100.0 100.0 100.0 100.0 100.0

Notes. The survey of freshmen in 1999 reflected family income in the 1998 calendar year while the survey
of freshmen in 1981 reflected family income in the 1980 calendar year. Inflation between 1980 and 1998
equaled 97.9%. Inflation-adjusted income brackets for the 1981 survey would be as follows: less than $10.1,
$10.1–$15.2, $15.2–$30.3, $30.3–$50.5, $50.5–$101.1 and more than $101.1. The selectivity definitions vary
somewhat across institutional categories. We define low selectivity as having the following SAT ranges: less
than 1050 for private universities, less than 1025 for private nonsectarian 4-year colleges, less than 1050 for
protestant 4-year colleges, less than 1025 for Catholic 4-year colleges, less than 1000 for public universities,
and less than 1025 for public 4-year colleges. We define medium selectivity as having the following SAT
ranges: 1050–1174 for private universities, 1025–1174 for private nonsectarian 4-year colleges, more than
1049 for protestant 4-year colleges, more than 1024 for Catholic 4-year colleges, 1000–1099 for public uni-
versities and more than 1024 for public 4-year colleges. We define high selectivity as having the following
SAT ranges: more than 1174 for private universities, more than 1174 for private nonsectarian 4-year colleges
and more than 1099 for public universities.
Source: Calculated from results from The American Freshman Survey.

of upper-middle-income students were enrolled at private four-year colleges and univer-
sities; in 1999, 16.6% of middle-income students and 17.6% of upper-middle-income
students were in those institutions. Although leaders at private liberal arts colleges have
been vocal in talking about middle-income melt, it appears that what they have experi-
enced is in fact upper income melt. It seems likely that this loss of full-pay students is a
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significant part of the explanation for the growing interest of these schools in reviewing
their student aid policies and entering into merit aid competition.

Why has this generation of affluent students found private liberal arts colleges to be a
less attractive option that it was in the past? Some argue that the phenomenon of “brand-
name” identification that became such an important part of American consumerism in
recent decades has also taken hold in higher education, with students leaving small,
usually regional private colleges for larger and better known universities. In fact, it is
interesting to note that the breakdowns by selectivity show that it was the low selectiv-
ity private four-year colleges that absorbed the largest loss of the richest students – their
percentage fell from 17.1% to 12.9% while the share of the richest students attending
high selectivity private four-year colleges stayed about the same. Even for private uni-
versities, which did better in attracting the richest students in 1999 than in 1981, the
increases were all at medium and high selectivity schools rather than at low selectivity
universities.

While this analysis may be of interest from the perspective of individual institutions
looking to generate sufficient net tuition revenues, from the point of view of society,
these numbers point to a degree of stratification that is worrying. Table 6 depicts the
relationship between the income background of students and the selectivity of the col-
leges or universities (regardless of whether it is private or public) they attend. In 1981,
only 10.0% of all lower income and 13.7% of lower-middle income first-time, full-time
freshmen were enrolled at medium or highly selective four-year institutions. Compara-

Table 6
Distribution of freshman enrollment by income background by institutional selectivity, fall of 1981 versus fall

of 1999 (%)

Lower Lower-middle Middle Upper-middle Upper Richest All groups

1999 <$20 $20–$30 $30–$60 $60–$100 $100–$200 >$200

2-year public 39.0 38.8 35.5 29.8 16.8 10.1 30.9
2-year private 3.7 2.7 2.4 1.8 2.2 3.5 2.4
Low select 4-year 41.9 41.8 41.8 42.4 42.0 35.4 41.7
Medium select 4-year 9.7 11.5 14.9 18.0 23.1 25.6 16.5
High select 4-year 5.8 5.2 5.4 8.0 16.0 25.5 8.5

100.0 100.0 100.0 100.0 100.0 100.0 100.0

1981 <$10 $10–$15 $15–$30 $30–$50 $50–$100 >$100

2-year public 44.6 41.4 39.3 31.2 20.4 13.2 35.6
2-year private 6.2 5.5 4.2 3.6 3.5 3.0 4.3
Low select 4-year 39.3 39.3 38.0 38.7 39.1 39.4 38.6
Medium select 4-year 7.0 10.1 13.7 18.4 22.1 23.9 14.8
High select 4-year 3.0 3.6 4.9 8.1 14.8 20.5 6.7

100.0 100.0 100.0 100.0 100.0 100.0 100.0

See notes to Table 5 for a discussion of income brackets and selectivity categories.
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ble figures for upper-income and the richest students were 36.9% and 44.4%. By 1999,
the proportion of students from the low-income groups that were enrolled at medium
or highly selective schools rose to 15.5% and 16.7%, an encouraging sign. Still, those
percentages pale besides the comparable numbers for their affluent counterparts whose
percentages ended up at 39.1% and 51.1%. Thus, we are now in the situation where
fewer than one of six lower-income students enrolled anywhere in American higher ed-
ucation is at a medium or highly selective four-year institution as opposed to more than
one out of two of the richest students.

Should we care? There is a good deal of evidence that attendance at a selective (pres-
tigious) college or university carries with it a number of advantages. Gordon Winston
(1999) has been monitoring costs, prices and subsidies in American higher education
for some time. He has shown that subsidies (the difference between educational expen-
ditures and the cost to students) vary much more within sectors than across them. While
the average subsidy at a private institution is only modestly higher than in the public
sector, in each sector the amount of subsidy varies widely. The pattern is clear: more
selective colleges and universities – which disproportionately attract affluent students –
provide much larger subsidies than their less selective counterparts.

5. Breakdown of revenues and expenditures by institutional type and control:
Where does the money come from? Where does it go?

Our earlier discussion included an examination of the changing revenue patterns at
both public institutions and at private ones. But the heterogeneity of American higher
education suggests that a breakdown by institutional type would be illuminating. Ta-
ble 7 presents the most recent data available on revenue sources for public colleges and
universities (from 1996–1997) and from private colleges and universities (from 1995–
1996). We break down revenues into four principal groups: net tuition revenue (gross
tuition less institutional aid), federal expenditures (other than for financial aid which
shows up in net tuition revenue), state and local expenditures, and gifts and endowment
earnings. Institutions are divided into four categories: research/doctoral universities,
master’s (comprehensive) universities, baccalaureate colleges and two year colleges.

The large role that net tuition revenue plays at private institutions is very clear. Even
at private research universities, this is the largest single revenue source (providing 37%
of all revenues), slightly surpassing the contribution made by the federal government
(35%, mainly grants and contracts supporting research efforts). While state appropria-
tions provide relatively little, gifts and endowment earnings are responsible for almost
one of four revenue dollars. Not surprisingly, less research intensive private master’s
universities get a much lower percentage of revenues from the federal government (only
7%), and their relatively small endowments explain the more modest role played by
gifts and endowment earnings (13%). The tuition dependency of these schools (more
than three of four revenue dollars come from tuition) is even greater than at private
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Table 7
Percent distribution of revenues in colleges and universities by type and control

Research/Doctoral Master’s Baccalaureate Associate of arts

Public – 1996–1997
Net tuition revenue 20.4 28.4 32.5 20.3
Federal government 19.8 7.6 8.9 6.1
State and local government 49.3 61.0 55.1 72.3
Gifts and endowment earnings 10.5 3.1 3.5 1.3

100.0 100.0 100.0 100.0

Private – 1995–1996
Net tuition revenue 37.2 76.0 64.4 80.6
Federal government 35.2 6.7 5.0 5.0
State and local government 3.1 3.8 4.2 7.4
Gifts and endowment earnings 24.4 13.4 26.5 7.0

100.0 100.0 100.0 100.0

Notes. Changes in accounting rules for private institutions make data for 1996–1997 and later not comparable
with earlier years or across sectors. We therefore use 1995–1996 data for private institutions.
Source: National Center for Education Statistics (2002b), Digest of Education Statistics, 1999 and 2001.

baccalaureate colleges (which get a bit less than two of three revenue dollars from tu-
ition). Private colleges, a number of which have sizable endowments, generate an even
larger percentage of revenues (27%) from gifts and endowment earnings than do pri-
vate research universities. Private two-year colleges (a group comprised mostly of small
specialty schools) are the most tuition dependent of all.

State and local governments provide the overwhelming amount of support at all types
of public colleges and universities. The contribution of these expenditures (which are
mainly state operating subsidies) ranges from 49% of all revenues at public research
universities, to 55% at public colleges, 61% at master’s universities and 72% at com-
munity colleges. Net tuition revenues comprise the next largest revenue source, even at
public research universities where tuition only slightly exceeds federal research support
as a revenue item (contributing 20.4% of all revenues versus 19.8% from federal ex-
penditures). Tuition provides 20% of revenues at community colleges, rising to 28% at
master’s universities and 33% at public colleges. Finally, gifts and endowment earnings
contribute a nontrivial amount of revenue (11%) at public research universities.

Now that we know where the money comes from, we turn our attention to where
it goes. We begin in Table 8 reviewing changes over time in expenditures for public
colleges and universities and for their private counterparts. Expenditures are broken
down into eight categories: instruction (institutional funding of faculty salaries for
teaching and self-supported research), research (externally supported research), pub-
lic service, academic support other than libraries (administration, academic computing,
etc.), library expenditures, student services (career and health services, etc.), institu-
tional support (legal and business operations, etc.) and operation and maintenance.
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Table 8
Percent distribution of college and university expenditures, by control over time

1980–1981 1985–1986 1990–1991 1995–1996 1996–1997∗

Public
Instruction 45.5 45.1 44.3 43.1 42.9
Research 11.7 11.7 13.2 13.5 13.5
Public service 5.3 5.2 5.6 5.9 6.1
Academic support other than libraries 5.6 6.2 6.7 7.0 7.2
Libraries 3.6 3.5 3.1 3.0 3.0
Student services 6.0 6.0 6.2 6.5 6.6
Institutional support 10.9 11.7 11.4 12.0 11.9
Operation and maintenance of plant 11.3 10.7 9.4 8.9 8.8

100.0 100.0 100.0 100.0 100.0

Private
Instruction 41.6 41.2 41.4 41.4
Research 13.0 12.3 12.0 11.8
Public service 2.4 2.7 3.2 3.6
Academic support other than libraries 4.7 5.0 5.7 5.8
Libraries 4.0 3.9 3.4 3.5
Student services 6.8 7.4 7.7 8.3
Institutional support 15.6 16.6 16.7 16.3
Operation and maintenance of plant 11.8 10.9 10.0 9.3

100.0 100.0 100.0 100.0

Note. Minor categories excluded.
Source: U.S. Department of Education (2002b), Digest of Education Statistics, 2001.
∗Preliminary data.

There is a good amount of stability in expenditures over time. One systematic change,
however, appears to be a steady decline in the share of spending going to operation and
maintenance, which went from 11% to 9% at public institutions and from 12% to 9%
at privates. Library funding declined slightly in each sector, perhaps suggesting that
over the past two decades institutional leaders have been more willing to trade off the
interests of future generations to support the current group of faculty and students. Or
perhaps this reflects an increase in the bureaucratic infrastructure as the combination of
academic support, student services and institutional support went from 22.5% to 25.7%
at publics and from 27.1% to 30.4% at privates. Comparing the two sectors, it is not
surprising to observe that one of the larger differences is that public institutions allocate
more to public service.

Do different types of institutions allocate their spending differently? Table 9 exam-
ines the latest available data on expenditure patterns across school types. At public and
private research universities, spending the money generated by research accounts for a
sizable percentage of all expenditures (22% at publics and 20% at privates). The pat-
tern of spending at research universities does not vary much by control, except for the
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Table 9
Percent distribution of expenditures in colleges and universities by type and control

Research/Doctoral Master’s Baccalaureate Associate of arts

Public – 1996–1997
Instruction 37.8 48.8 44.5 49.8
Research 22.4 3.7 1.7 0.1
Public service 8.1 4.0 4.1 2.6
Academic support less libraries 7.6 6.8 7.6 6.8
Libraries 3.2 3.9 4.0 2.3
Student services 4.4 8.8 10.9 11.0
Institutional support 9.1 13.6 15.7 16.7
Operation and maintenance of plant 7.3 10.4 11.5 10.6

100.0 100.0 100.0 100.0

Private – 1995–1996
Instruction 42.3 44.5 40.9 35.3
Research 20.0 2.3 1.2 0.1
Public service 3.5 1.7 0.9 0.2
Academic support less libraries 5.9 6.2 5.3 6.1
Libraries 3.6 3.7 3.9 1.5
Student services 4.6 12.5 14.1 17.5
Institutional support 12.1 19.6 22.2 25.1
Operation and maintenance of plant 8.1 9.6 11.5 14.2

100.0 100.0 100.0 100.0

Source: National Center for Education Statistics (2002b), Digest of Education Statistics, 1999 and 2001.

larger role played by public service at public research universities. Looking at other
types of institutions, the largest differences between publics and privates is in the allo-
cation toward student services and institutional support, which is substantially larger at
private institutions than at their public counterparts (16.7% versus 13.5% at private and
public research universities, 32.1% versus 22.4% at master’s universities, 36.3% versus
26.6% at baccalaureate colleges and 42.6% versus 27.7% at two-year schools). Whether
this reflects enhanced services to students paying higher fees or greater inefficiency is
impossible to tell from these data.

6. The supply side

Having described the patterns of financing in American colleges and universities, we
turn to examining research that aims to explain their pricing, discounting and resource
allocation decisions. The higher education industry in the United States is dominated
by not-for-profit and governmental suppliers. This is notably true among institutions
that award degrees, where as noted above only about 5.5% of full-time enrollees are in
proprietary institutions. There is a substantial postsecondary vocational education sec-
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tor, offering nondegree programs, which competes with government-owned community
colleges.

The predominance of governmental and private not-for-private suppliers creates diffi-
culties in explaining the supply side of the higher education market, since theory for the
behavior of such suppliers is not well developed [see generally, Weisbrod (1988)]. The
limited role of efficiency considerations in the management of nonprofit universities is
a major theme in Ehrenberg (2000). Issues of cost escalation at “elite” institutions are
also examined in Clotfelter (1996). Ehrenberg (2001) provides an excellent overview
of the supply of American higher education. A further complication is that a num-
ber of higher education producers, especially on the private side, practice “selective
admissions”, rationing the number of purchasers not only by price but by various charac-
teristics, notably academic and athletic ability.5 During the rapid expansion of demand
for higher education during the baby boom years of the 1960s, for example, most of
the increase in supply of higher education came from government suppliers, through
expansion of existing campuses and the creation of many new ones, especially com-
munity colleges. Selective private institutions responded in large measure by raising
their admission standards more than by expanding their operations [Duffy and Gold-
berg (1997)]. One motivation for curtailing expansion is the role of endowments, whose
per-student value is diluted by expanded enrollments [Winston (1999)]. A partial excep-
tion to the generalization that private colleges do not want to expand was the decision
by leading Northeastern private colleges and universities at the end of the 1960s to ex-
pand their size in the course of admitting women. This was probably influenced more
by male demand for coeducational education and by educational considerations than by
a desire to expand output.

The American higher education marketplace has become much more national in char-
acter over the last 50 years. Increasing consumer sophistication, erosion of local and
religious ties to colleges, improved communications and declines in transportation costs
have led to greater product differentiation, increasing concentration of the “best” stu-
dents at the most prestigious universities [Cook and Frank (1993)], and much greater
student mobility. These phenomena were first systematically discussed in Jencks and
Reisman (1968) and have received systematic analysis in a series of important papers
by Caroline Hoxby (1997, 2000a).

Relatively little is known about the economic factors governing entry and exit of
“firms” from the industry [for a historical treatment, see Goldin and Katz (1999)]. In pri-
vate higher education, churches have historically been the leading founders of colleges
and universities. On the public side, most “flagship” public universities were founded in
the decades following the Morill “land grant” act of 1867. Since then, demand growth
from demographics and from the rising economic value of higher education have been
significant sources of pressure to add campuses. In many states, there is also a strong

5 Economic rationales for this behavior are discussed in Rothschild and White (1995) and in McPherson and
Schapiro (1990).
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desire to have campuses, which are significant sources of employment and of consumers
for local merchants, widely dispersed geographically. Despite the continued founding of
new colleges in both public and private sectors, it is striking, as Goldin and Katz (1999)
note, that very few of the currently highly ranked colleges and universities have been
founded since 1900. Barriers to entry, especially to the more prestigious end of the mar-
ket, appear to be strong. Nonetheless, once in place, both private and public campuses
are notoriously hard to close. Local legislators have a strong interest in preserving local
campuses, public or private. In addition, on the private side, the fact that the “owners”
of a private college or university – its trustees – are legally precluded from benefiting
economically from its sale or liquidation eliminates a main motive for exit in for-profit
businesses. Between 1975 and 2000, campuses closed at the rate of about 15 per year,
90% of them private, and most of them very small [Ehrenberg (2001), p. 17]. Some ob-
servers have suggested that this combination of forces results in chronic excess supply
of places in the less prestigious and less selective elements of the industry.

The behavior of public institutions and public funders

States differ widely in the organization, pricing and access conditions for higher ed-
ucation. California, for example, lays down firm ground rules, based on high school
performance, that determine who may enter the University of California, the California
State Universities and the community college system. Access to the California sys-
tem, especially its prestigious University of California schools, is sharply restricted for
out-of-state students. Other states, including Michigan, sustain a much higher share of
out-of-state enrollment while still others, including Minnesota, make the flagship uni-
versity accessible to a broader share of the state’s high school graduates. As Ehrenberg
(2001) notes, we lack systematic explanations for these and other differences.

The fact that families are both consumers of higher education services and voters
raises analytic and econometric challenges in sorting out the role of supply and demand
forces in explaining prices and output in public higher education. Peltzman (1973),
Quigley and Rubinfeld (1993) and Lowry (2001) use state cross-section data to ana-
lyze these relationships. Hoenack and Pierro (1990) use time series data for a single
university for the same purpose.

In addition to direct support of government owned institutions, some states also run
student aid programs that supply funding directly to students. Typically such funds are
restricted to students from the state attending college in that state. Traditionally such
programs have been geared to student ability to pay and cost of attendance; the creation
of such programs has been encouraged by federal matching funds through the LEAP
program. In recent years, there has been growing interest in state merit aid programs,
typically conditioned on high school and college grade performance and sometimes (but
not always) restricted to families below specified income levels. Heller (2003) tracks the
shift toward merit aid in state student aid. Obviously, this shift raises a set of questions
about who benefits from the different approaches to state aid and what the implications
are for enrollment of students from different income groups [see Dee, Dynarski and
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Jackson (1999)]. Similar questions arise regarding the federal HOPE Scholarship and
Lifelong Learning Tax Credits [see Long (2004)]. These programs are sometimes de-
fended on the grounds that the state gains economically by keeping more of its most
talented students at home; the validity of this argument depends in part on how likely
students are to remain in the state where they attended college [Bound et al. (2004)].

A different set of questions arises concerning the implications of this change in pro-
gram targeting on the total supply of student aid funds from state governments. As
Baum (2003) has argued, Georgia and other states have substantially increased the total
resources they devote to student aid as they have shifted focus. At the same time, ex-
panded funding for student aid may lead to declines in direct appropriations for public
institutions. Parallel questions can be asked about the federal HOPE and Lifelong Learn-
ing Credits. Do they in effect substitute for traditional federal student aid programs, or
are they, in a political sense, complements? What, in effect, is the elasticity of supply
of federal support with respect to the income levels of recipients? These questions bear
an analogy, broadly, to familiar political trade-offs between target efficiency and broad
political support for public programs such as housing assistance, welfare, health care
and Social Security. We are not aware of systematic empirical work on these political
economy questions in the context of higher education.

Resource allocation and financing choices within institutions

A variety of questions arise about how colleges and universities determine where to
put their resources and how they respond to the external environment in making those
choices. Models have been put forward which conceive the university as maximizing a
complex objective function relative to a set of constraints [see, for example, Hopkins
and Massy (1981)]. A particular version of such a model characterizes universities (and
other not-for-profits) as engaging in certain activities to produce revenue that is used
to enhance the production of other “mission” goods that are valued intrinsically [see
Weisbrod (1998) and James (1978)]. Another line of analysis models the university as
a faculty cooperative [James (1981)].

Some issues apply to broad strategic choices about how universities allocate re-
sources, for example between research and teaching [Nerlove (1972)] or between un-
dergraduate and graduate education. But there are also more specific questions relating
to finance. There is considerable evidence that colleges give substantial and growing
attention to strategic uses of student aid, as discussed above. Empirical evidence about
how colleges manage the resulting trade-offs is difficult to come by. Do colleges, for
example, “pay for” increasing investments in merit aid by reducing need-based aid, by
withdrawing resources from other parts of college operation, by raising prices, or in
other ways? Given the interdependencies among these decisions, determining causal
linkages is difficult, and much work remains to be done in this area.

A different but closely related question is how colleges adjust their own pricing
and aid decisions in response to changes in the external funding environment. In the
mid-1980s, Secretary of Education William Bennett made headlines with the assertion
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that colleges captured the benefits of increases in federal student aid by a combina-
tion of raising their tuition and reducing their own aid awards. Similar concerns have
been raised about the possibility of colleges capturing the benefits of tuition tax credits
[McPherson and Schapiro (1997), Kane (1997)].

Plausible answers to these questions are highly sensitive to institutional details. For
example, it might appear that colleges can readily capture increases in the size of the Pell
grant simply by raising tuition. In fact, however, at current award levels, the maximum
Pell award most students can receive is constrained by their income level and not by
the price of the college they attend. If the Pell grant were to increase dramatically, this
situation could change and the behavioral effects might be very different. It is, however,
true that in a need-based aid system, an increase in the Pell award to a student will
reduce the amount of aid a college must provide to meet the student’s full need. Such
a reduction in the college’s investment in aid could, however, be offset to a greater or
less extent by the greater incentive to enroll highly needy Pell students that would be
occasioned by larger grants.

Ultimately, the response of colleges to changes in federal student aid grants in terms
of both price and use of the institutions’ own aid is an empirical question. At least
two considerations make the question hard to answer. First, in the case of a national
formula-driven program like Pell, exogenous variation in the amount of grants awarded
to an institution is hard to come by. Second, the interdependencies among the different
variables under the institution’s control, including price, aid awards, spending levels,
admissions policies, etc. make it difficult to isolate specific effects. What’s really called
for is a convincing empirical model of the whole set of university financial and alloca-
tion decisions – a tall order.

McPherson and Schapiro [Chapter 10 in McPherson, Schapiro and Winston (1993),
updated in McPherson and Schapiro (1998, Chapter 8)], was an early attempt to address
this problem empirically. We estimated relations between changes in the levels of fund-
ing from various sources and changes in universities’ and colleges’ financial behavior.
The analysis focused on explaining three financial variables over which institutions have
control: their spending per student on institutional aid, their level of gross tuition and
fees per student, and their level of instructional expenditures per student. The external fi-
nancing variables fell into three categories: revenue from government, revenue derived
from private gifts and endowment income, and revenue generated by the institutions’
pricing and aid policies.

We found no evidence of the “Bennett hypothesis”, that private institutions increased
their tuitions when they received more federal student aid, nor was there a significant
impact of changes in federal student aid on changes in instructional spending at private
institutions. For public institutions, the effects of federal student aid differed in impor-
tant ways from what we found at private institutions. We did not find any significant
relationship between federal aid and instructional expenditures. We did, however, find
that public four-year institutions tended to raise tuition by $50 for every $100 increase
in federal student aid. As noted earlier, the institutional details make it more plausible
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for public rather than for much higher priced private institutions to respond to increases
in federal aid by raising tuition.

We also investigated whether federal student aid increases led to reductions in insti-
tutional student aid commitments, which would be the case if federal aid substituted
for need-based student aid provided by colleges and universities. Although no sig-
nificant relationship between institution-based aid and federal student aid emerged at
public institutions, we found that private institutions tended to increase their spending
on institution-based aid when federal student aid increased. Specifically, private colleges
and universities increased institutional financial aid by $20 for every $100 increase in
federal student aid. This is consistent with the notion that the availability of federal aid
encourages students of lesser means to go to college and encourages colleges to ad-
mit them, with the result that schools wind up admitting a needier clientele, which in
turn draws more heavily on the institution’s own aid resources. More recently, Turner
(1997, 1998) found that increases in federal aid induced colleges to rearrange their own
aid funding in a way that led some of the additional resources provided to (generally
low-income) Pell recipients to be redistributed toward middle-income students.

7. Other areas for research

A number of other aspects of university financing behavior can benefit from theoreti-
cal and empirical investigation. Research universities obtain a significant share of their
funding from federal research grants. Indirect cost recovery formulas and policies may
create significant incentives for universities, influencing the economics of university
building construction, the balance of investments in research and teaching, and other
matters [see Noll and Rogerson (1998)]. Colleges and universities, both private and in-
creasingly public, depend significantly on fundraising as a revenue source and invest
systematically in their fundraising operations. Important questions arise about the in-
fluence of taxes and other incentives in shaping the behavior of individual donors [see
Clotfelter (2001)]. As Ehrenberg (2004) notes, there has been little attention to the ques-
tion of how to invest optimally in this activity and only limited attention empirically to
the impact of investments in fundraising. A further set of questions concerns the in-
fluence of donor preferences on institutional behavior. Questions of optimal policies
toward endowment received systematic study in the 1960s and 1970s [Tobin (1974)]
but such analyses have not taken into account the implications of uncertainty in other
income streams [Ehrenberg (2004) and Nordhaus (1990)].

Measurement issues

Much popular – and some professional – discussion of college “costs” and “prices”
suffers from conceptual unclarity about the meaning of these terms. To an economist,
of course, the private cost of an investment in higher education includes tuition and fee
payments to the institution and the opportunity cost of the student’s time. Expenditures
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for room and board only count as economic costs of higher education to the extent that
they are different from what they would be in the absence of the college investment.
The social cost of an investment in higher education includes both the opportunity cost
to the student and whatever resources are consumed in the provision of the education,
whether or not these are billed to the student.

In popular discussion, “cost” of higher education often refers to the bills paid by
the family, which typically include room and board costs, omit opportunity costs to
the student and overlook those costs incurred in producing the education which are not
billed to the student. A recent Congressional Commission on College Costs, chaired
by William Troutt, President of Rhodes College, urged that for public policy purposes,
clear distinctions should be drawn among three concepts [National Commission on the
Cost of Higher Education (1998)]. “Cost” should refer to the cost incurred by colleges
and universities in providing educational services. “Price” should refer to the payments
families make to colleges. “Subsidy” should refer to the difference between cost and
price.6 A further refinement is to note that the price paid by a student may be less than
the posted price owing to student aid. In such a case the student may be described as
receiving both a “general” subsidy (difference between cost and posted price) and a
student-specific subsidy (difference between posted price and what s/he actually pays).

Identifying the costs involved in providing educational services can itself be prob-
lematic. As Gordon Winston has long argued [see, for example, Winston (1993)], the
conventions of traditional fund accounting lead colleges to employ revenue and cost
measures that differ from those implied in economic analysis. In particular, the value
of the services of college-owned land and capital goods is often neglected in traditional
accounting of college costs, and can be a quite significant part of the total.

A further complication is that of allocating the costs of a university’s operations
among its different outputs – the classical “joint costs” problem. The problem is most
acute in allocating costs between research and teaching and between graduate and un-
dergraduate teaching. These problems arise both in accounting for research costs for
federal cost recovery purposes and in reporting to the public on costs of education.
It is generally believed that graduate education is more resource-intensive than under-
graduate education, although the degree of difference is hard to quantify. Further, it is
conventional to allocate all of a faculty member’s time that is not explicitly accounted
for through externally funded research to teaching, even though it is clear that at many
universities faculty are expected to allocate a significant share of their unfunded time
to so-called “intramural” research. All these considerations make the problem of com-
paring costs among programs within a university, and of comparing costs for similar
programs across universities, difficult.

A final measurement dilemma is that of how to regard a university’s “expenditure” on
student aid. Until recently, discounts universities offer from the posted price have been
accounted as costs – a markedly different practice from the familiar practice at retail

6 Winston (1999) shows that virtually all college students receive subsidies.
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stores and airlines.7 As Bowen and Breneman (1993) have argued, the economically
proper treatment of these discounts varies depending on an institution’s circumstances.
Consider University A that has sufficient demand that it can enroll a fully qualified class
of students, all of whom will pay the posted price.8 The university, if it is rational, will
then only offer discounts to students for specific purposes – for example, to enroll able
students who will enhance others’ education or promote the school’s reputation or to
enroll needy students in furtherance of a mission of social justice. In this circumstance,
the discount is best understood as a cost of education, incurred in order to improve the
“product” (relative to the institution’s goals). At the other extreme, consider Univer-
sity B, which lacks sufficient demand to enroll a qualified class at the posted price. It
will discount tuition in order to attract students who will pay more at the margin than
their marginal cost. In this case, the discount is best understood as simply a reduced
price and not an opportunity cost. University A is forgoing revenue in order to achieve
non-revenue objectives; University B is not. Bowen and Breneman (1993) assert, and we
agree, that in the higher education market as a whole, most colleges and universities are
more like University B than University A, and therefore treating institutionally-based
student aid as a price discount in working with national data makes sense.

8. Conclusion

American higher education is a significant industry with revenues of almost 3% of GDP.
Arguably the social significance of higher education exceeds even its economic cost,
owing to its strategic role in public life, in research, and in influencing the distribution
of educational and economic opportunity. For all that, it is probably fair to say that the
finance of higher education is under-researched by economists relative to such other
industries as health care, energy and transportation. No doubt this phenomenon can be
explained in part by the fact that economists, true to their profession, respond to in-
centives, and research funding has been relatively less available in the field of higher
education than for some other industries. It is also, however, a difficult area analyti-
cally, owing to several distinctive features of the industry. These include the prevalence
of nonprofit and governmental suppliers, whose behavior economists find difficult to
model, the great difficulty in measuring output, which involves transformation of the
capacities of human beings, and the peculiarity that the “consumers” of higher educa-
tion are also its producers – in the sense that the quality of the education achieved by any
one student is a function both of her own effort and of the quality of her fellows. These
difficulties, however, also present extremely interesting challenges to able researchers.

We are heartened to see that a number of very talented younger economists have put
higher education near the center of their work, and their efforts are already bearing fruit,
as many of the references in this essay show.

7 We do not assume that American Airlines treats all those discounts from full coach fare as “passenger aid”.
8 There are fewer than 25 private institutions in the United States for which this is true, and most readers of

this essay can name them.
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Abstract

It is well known that higher education financing involves uncertainty and risk with re-
spect to students’ future economic fortunes, and an unwillingness of banks to provide
loans because of the absence of collateral. It follows that without government interven-
tion there will be both socially sub-optimal and regressive outcomes with respect to the
provision of higher education. The historically most common response to this market
failure – a government guarantee to repay student loans to banks in the event of default –
is associated with significant problems.

Income contingent loans offer a possible solution. Since the late 1980s ICLs have
been adopted in, or recommended for, a significant and growing number of countries,
and it is this important international policy reform that has motivated the chapter.

An ICL provides students with finance for tuition and/or income support, its critical
and defining characteristic being that the collection of the debt depends on the borrow-
ers’ future capacity to pay. ICL have two major insurance advantages for borrowers over
more typical arrangements: default protection and consumption smoothing.

With reference to countries with both successful and unsuccessful ICL, the chapter
illustrates that the operational and design features of such schemes are of fundamental
importance with respect to their potential efficacy. It also seems to be the case that in
many institutional and political environments there is not yet the administrative sophis-
tication to make ICLs viable, although for reasons documented this is unlikely to be the
case for the vast majority of OECD countries.

For one country, Australia, there is now a significant amount of research into the
consequences of an ICL, and the evidence is explored in some detail. The investigation
into the Australian experience helps in the development of a research agenda.

Keywords

income contingent loans, student loans, higher education financing, HECS

JEL classification: I00, I2, I20, I21, I22, I28, J2, J24
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1. Introduction

What follows is an examination and analysis of what is, by historical policy standards,
a new phenomenon in the financing of higher education: income contingent loans. The
broad concept of income contingent loans (ICL) can be traced to the pioneering work
of Friedman (1955), in which a particular form of the instrument, a graduate tax, was
promoted as a possible response to the capital market problem associated with higher
education financing. But it was not until the 1980s that arrangements of this form began
to be adopted.

An ICL for higher education funding takes the following form. Borrowers, students,
are provided with finance for tuition and/or income support, usually with the resources
being provided by the public sector, although there is no reason why funding could not
come from commercial banks. The critical and defining characteristic of an ICL is that
the collection of the debt depends on the borrowers’ future levels of income. Capacity
to pay, and not time, defines the repayment obligation.

Yale University offered a particular type of ICL in the 1970s, but in national terms it
happened first in a very blunt way in Sweden, with respect to a limited form of student
income support in the early 1980s. This was followed by the adoption in Australia in
1989 of a national income contingent charging mechanism where, for the first time,
repayments were collected through the tax system. New Zealand implemented an ICL
in 1991 with a similar, although more market oriented, scheme which covered living
costs as well as tuition.

An unusual form of an ICL was put in place in the US in 1993, but its take-up has
been very low, for reasons explained below. The concept was also introduced in Chile in
1994, with the conversion of its existing conventional bank loan scheme to an income
contingent form. South Africa followed in 1996 with arrangements designed mainly
for tuition, as was the case in Australia, but with a small proportion of students being
allowed additional funds for living expenses.

The UK government instituted an ICL for the recovery of student loans in 1997, and
this was a complicated version of the original Australian system for tuition. This has
been changed in 2006 to more closely resemble the form of the New Zealand initiative.
Ethiopia changed its higher education financing arrangements with an unusual variant
of ICL in 2003, and Thailand is on track to introduce a close variant of the Australian
system in late 2006.

It is clear that over the last decade or so governments, researchers and policymak-
ers of many countries have been engaged in public debate concerning the potential of
ICL to replace existing higher education financing arrangements. They include Canada,
Hungary and a host of developing countries, with a significant number in the last group
exploring ways in which an ICL scheme for higher education could be implemented.
With the encouragement of the World Bank and other international aid agencies, these
ideas became a major part of active debate for developing countries in the late 1990s
and early to mid-2000s, including in: Indonesia, Namibia, Nepal, Mexico, Rwanda and
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the Republic of South Korea.1 As well, in March 2003 the World Bank sent a mission
to the Philippines to explore tertiary education financing, including the viability of ICL.
Further, international aid agencies and national governments are (at least in informal
ways) in the process of examining possible similar avenues for higher education financ-
ing reform in Slovakia, Bulgaria, Bosnia, Germany and Colombia.

This chapter is an attempt to describe and explain the background to, and provide
the analytical basis of, these policy debates and international reforms. It begins with
an exploration of the case for both public sector university charges for students and
taxpayer subsidies. A critical issue relates to the role of government beyond just the
provision of a subsidy, which can be traced to market failure in the provision of private
sector finance for higher education.

The essential issues for policy can be understood to be the result of uncertainty and
risk with respect to students’ future economic fortunes, and the understandable lack of
willingness of banks to provide loans in the absence of collateral in the event of former
students’ defaulting. It is clear that without government intervention of some kind there
will be both socially sub-optimal and regressive outcomes with respect to the provision
and outcomes of higher education.

A key point in the discussion is that the historically most common response to
this market failure – a government guarantee to repay student loans to banks in the
event of default – is associated with significant problems. Alternative approaches to the
problem, such as the provision of means-tested scholarships to individuals from poor
backgrounds, are also flawed for several reasons, and these are explained. Something
different is needed as a response to the traditional policy mechanisms.

The conceptual basis of income contingent loans as an alternative approach to higher
education is explained in detail. ICL have two major advantages over more typical bor-
rowing arrangements involving bank loans with government guarantees. Both benefits
involve the provision of insurance, and can be traced to the fact that ICL repayments are
defined by the borrower’s capacity to repay debt.

The first insurance benefit of ICL concerns default. That is, because repayments are
not required in periods of low income, borrowers are never in a financial situation in
which they are unable to meet their loan repayment obligation. This will not be the case
with respect to normal bank loans.

The second insurance benefit of ICL for borrowers is that they can eliminate expected
future hardships associated with repayment. Compared to bank loans ICL provide con-
sumption smoothing, which is again the result of repayments being determined by
capacity to pay. When incomes are low ICL payments are not required, the tradeoff
being that when incomes are high repayment obligations are greater.

1 In Rwanda there have been active steps toward this type of policy initiative but it seems to be the case that
in many countries implementation and administrative challenges are considerable, and this issue is examined
in detail in Section 5.
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It is argued that so long as they are designed sensibly, and can be made operationally
efficient, ICL schemes have significant potential as a solution to higher education fi-
nancing challenges. The chapter illustrates that the operational and design features of
such schemes are of fundamental importance with respect to the potential efficacy of
funding reforms.

There are many forms of income contingent financing instruments, and in what
follows the different variants are compared and contrasted with respect to a host of
economic issues, such as adverse selection, moral hazard, allocative efficiency, equity
and administrative feasibility. It seems to be the case that a particular form of ICL, us-
ing the public sector as the insurer (a ‘risk-sharing’ ICL), has more attractive properties
than other types of ICL. For reasons that are easy to understand, this particular variant
is the form now emerging as the preferred type of ICL in many countries. There is also
a growing interest, and expanding practice, in the use of income related instruments for
higher education financed through the private sector, so-called human capital contracts.

The nature of schemes that have been tried in different countries is documented, and
the essential characteristics of the various approaches are compared and contrasted.
However, the available data and evidence on the effects of ICL are limited, the reason
being that in most countries ICL have been adopted only recently. Even so, for one
country, Australia, there has now been a significant amount of research into the conse-
quences of a risk-sharing ICL, and the evidence is explored in some detail. The nature of
the investigation into the Australian experience helps in the development of a research
agenda for other national environments.

The essential policy challenges of administration and collection are raised through an
examination of the nature of the issues concerning the adoption of ICL in developing
countries. The bottom line in this context is that efficient collection lies at the heart of
this type of policy reform. It also seems to be the case that in many institutional and
political environments there is not yet the administrative sophistication to make ICLs
administratively viable, although for reasons documented this is unlikely to be the case
for the vast majority of OECD countries.

For a chapter in the Handbook of Economics series, the discussion following has a
strong policy focus, and this can be traced in part to the absence of a major theoret-
ical and empirical literature in the area of ICL. This is good news for research, since
it implies that there is considerable potential with respect to ICL in all areas: theory,
evidence and policy implementation. Promising avenues of research are documented in
a final section.

2. Charging students for higher education: Conceptual issues

2.1. Introduction

What now follows presents the basic cases for some fundamental aspects of higher edu-
cation financing. These include the division of payment between individual beneficiaries
and society, and the justification for government intervention.
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2.2. Who should pay in theory: efficiency

The conventional way of analyzing efficiency issues with respect to public expenditure
uses a proposition well known in welfare economics concerning allocative efficiency.
This is that, if there are no market distortions, goods and service should be priced at:
Px = Mx − Ex , where Px is the price of good or service x; Mx is the marginal cost
of producing x; and Ex is the marginal value of the externalities associated with the
production or consumption of x.

Figure 1 helps explain the basis of this pricing rule for higher education [Chia (1990)].
The curves are all given in present value terms, and an understanding of their bases is
as follows. The marginal benefit curves slope downward since the higher is the number
of tertiary students the greater will be the supply of graduates and thus the lower are
graduate wages. The distance between the social and private benefit curves reflects the
value of the externalities, a topic considered below. It is assumed in the diagram that the
marginal value of the externalities is invariant to the number of students, meaning that
the social benefit curve is drawn parallel to the marginal private benefit curve. However,
it is arguable that as the number of graduates increases, so too will the value of the
externalities fall, a point used in Barr and Crawford (1998) to justify fee increases as
enrollments increase.

In the figure the marginal private cost curve is shown for a zero-fee regime, and
slopes upward since there will be increasing opportunity costs to enrolling the more

Figure 1. Private and social costs and benefits of higher education.
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enrollments there are, given that additional enrollments decrease the supply and thus
the wages of nongraduates. The difference between the marginal private and marginal
social cost curves reflects the extent of the subsidy implicit in a no-fee regime.

As drawn the figure shows a situation characterized by over-investment in higher
education (qi > q∗), since it is assumed that there is no tuition fee. However, if all
the direct costs are paid for by students (a full-fee regime), then the marginal social
costs and marginal private benefits would be identical, but this then leads to an under-
investment of higher education (qii < q∗). Thus the optimal fee is given by the distance
BC which is derived from AB, the value accorded the marginal value of the externalities
and thus the level of government subsidy.

Of some interest for policy issues considered below, the marginal cost pricing rule
explained here suggests that financing arrangements that do not reflect the interaction
of marginal benefits and marginal course costs will not deliver allocative efficiency. It
is explained below that several variants of student charging are of this genre.

It should be noted that while the issues raised from analysis of Figure 1 sit comfort-
ably with mainstream economics, this does not necessarily mean that the conclusions
drawn with respect to allocative efficiency and taxpayer subsidies are obvious and eas-
ily analyzed. Instead it might well be the case that, at least with respect to public sector
institutions, the higher education market is supply-constrained and is thus characterized
by excess demand at given tuition and income support levels.

In the above context, Finnie and Usher (2006) argue that the framework presented
above misses an important part of adjustment processes in public sector higher educa-
tion. That is, if governments typically do not provide sufficient resources to allow all
‘qualified’ prospective students to enter higher education, the role of admission scores
as an adjustment mechanism to changes in funding and demand is paramount. If this
is the case the strength of the allocative efficiency issues concerning price adjustments
raised above are necessarily weakened.

2.3. Externalities

Critical issues for policy concern the nature of social benefits and their likely size, given
that economic theory suggests that answers to the latter should form the basis of the
level of government subsidy. With respect to policy, significant issues are: what, and
how valuable, are higher education externalities?

The externalities have been argued traditionally to include, among other things: re-
duced criminal activity, more informed public debate, better informed judgments with
respect to health, and more sophisticated voting behavior.

However, the value of these particular externalities is likely to be small and debatable
relative to the externality effect of education on economic growth. Since the early 1960s
it has been argued that in a world of rapidly changing information more highly-educated
workers have an advantage in adapting to different environments, in ‘dealing with dis-
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equilibria’ – the capacity to adjust to unanticipated shocks [Schultz (1975), Huffman
(1974), Fane (1975), Wozniak (1987)].2

Related issues have emerged in new growth theory, which stresses the role of en-
dogenous technical change, and the connections between and interdependencies of
knowledge, innovation and human capital investments. The role of higher education
with respect to productivity growth is highly complex with educational improvements
seen to facilitate technological progress, which is the engine of growth.

There are several (highly-related) ways education is seen to impact on technological
change:

• high levels of formal education are necessary for the successful introduction of
capital equipment [Bartel and Lichtenberg (1987)];

• the above connection encourages physical capital investments [McMahon (1999)];
• during periods in which a population is undergoing increases in education there

will be an effective increase in the size of the labor force, so long as education
raises productivity [Barro (1991)]; and

• education disseminates information and through this adds to growth because death
does not result in knowledge loss [Lucas (1988)].

These notions have received wide acceptance in the economic research community.
However, the increasing consensus with respect to the conceptual importance of these
factors, and the likely role of education in them, has not been matched with an emerging
agreement concerning the empirical evidence.

Measuring the impact of higher education on economic growth is not straightforward.
An important reason is that the growth impact of education on the skills of the labor
force will be determined by both its quantity (that is, higher participation rates) and
its quality (that is, the amount of knowledge imparted at any given schooling level).
Understandably, given data availability, most analyses focus on the former.

The role in economic growth of both the quality and quantity of education interna-
tionally are compared in Hanushek and Kimko (2000). They test the extent to which
educational quality as measured by standardized scores for mathematical and scien-
tific literacy has contributed to economic growth differences averaged over thirty years
across 139 countries. The test results are compared with the effect of changes in school-
ing quantities (as measured by the number of years of schooling).

They find that increases in workforce quality have a profound influence on economic
growth. For example, on average a one standard deviation increase in test scores adds
about 1.0 percent to a country’s GDP per capita annual growth rate, which is arguably a
very high impact. By contrast, increases in the quantity of schooling required to match
this growth rate change seem to be very much higher: that is, to achieve a one per cent
increase in the annual growth rate of a country’s GDP per capita requires on average
that workers had nine additional years of education.

2 For education to result in social as well as private gains requires that the rents from the process are not
captured completely by the educated individuals or the firms employing them. However, this will be the case
if technological change flows easily from one workplace to the next [Romer (1994)].
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The Hanushek and Kimko analysis does not address the sources of labor force quality,
that is, in their context, the determinants of test scores. And it is very possible that these
have been correlated over time with rising school participation rates. As well, there is
little direct role played here with respect to higher education. To argue that the Hanushek
and Kimko result supports the role of higher education as a direct growth determinant
requires a link between higher education and labor quality, an issue not tested.

Barro and Sala-I-Martin (1995), Gemmel (1996) and McMahon (1999) attempt to
measure the direct role of education on economic growth. The former finds that a one
standard deviation increase in the ratio of public education outlays to GDP of the or-
der of 0.3 percentage points, with relatively high effects from the tertiary education
sector. For the UK, Gemmel finds that a 15 percentage point increase in educational en-
rollments leads to just over half a percentage point higher rate of productivity growth.
These broad results are supported in Englebrecht (2003), which emphasizes in particular
the positive role of human capital as a catalyst to technological diffusion.

An essential problem with these types of studies is capturing the obvious complexi-
ties in the relationships between human capital investments, innovation, knowledge and
technical change. Issues of measurement and of timing loom large, with most empirical
exercises being constrained to use annual data; however, there are no apparent statistical
guides as to the length and nature of these dynamic processes.

While the case in theory for the importance of links between economic growth and
higher education investments is strong, its statistical basis is not as yet compelling. The
bottom line is that there is an argument for government subsidy of higher education, but
with respect to its size there is no agreement.

2.4. Who should pay: equity

There is a commonly expressed lifetime income distribution argument for charging for
higher education. The appropriate way of analyzing this issue is with respect to after-
tax rates of return to higher education. There have always been a host of interpretation
problems in this literature, including: the role of unmeasured ability and motivation; the
significance of measurement error; and the seemingly strong assumptions associated
with the use of cross-sectional data to predict the true future return to an educational
investment.

However, through possibly the most pervasively used tool in applied micro-
economics, the earnings function [Mincer (1974)] it is by now fairly clear that these
rates of return are high [Krueger (1999)], and arguably as high as are the returns found
for a host of other investment processes. This commonly found result is able to be
juxtaposed with data on students’ parents, which invariably find that those enrolled in
higher education are much more likely on average to come from relatively advantaged
families.3 This suggests that, on average, government subsidies to higher education re-

3 The evidence is compelling in all countries for which data exists. As examples, see Greenaway and Haynes
(2003) for the UK, Carneiro and Heckman (2002) for the US, Chapman (1997) for Australia and Finnie and
Schwartz (1997) for Canada.
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distribute tax resources to individuals who as children are from privileged backgrounds
and who as adults receive high individual economic returns from the higher education
investment process. Barr (2001), Chapman (1997), Belfield (2000) and many others
argue this proposition generally, and with respect to a host of countries. That is, a so-
cial implication of a large public sector financial support of the beneficiaries of higher
education is that such approaches are regressive and undesirable.

Such a judgment is underwritten by the view that a role for government is to redis-
tribute toward and not away from the lifetime poor. It is also based on the judgment that
it is desirable to diminish the strength of the already strong nexus between childrens’
lifetime economic opportunities and the socio economic standing of their parents. In
these contexts the equity case for a charge is clear.

2.5. Efficiency and equity: a false distinction?

In general, analyses of public sector involvement in particular areas of economic activity
treat efficiency (usually interpreted to mean the optimal use of scarce resources) and
equity (which concerns fairness and income distribution) as if they are conceptually
distinct. That is, it is often the case that efficiency and equity are characterized as trade-
offs, with a role for government being to find an acceptable position between these
goals.

However, with respect to higher education the distinction between efficiency and
equity is not clear-cut. This point is clarified through consideration of the notion of
equality of opportunity, which is usually seen to be a major goal for higher education
policy. What the expression means is not always clear, but in the higher education con-
text it can be interpreted as highlighting the value of policy ensuring the absence of
barriers to the participation of disadvantaged prospective students in higher education.
In an economic policy context, the notion of equality of opportunity underscores the
point that the distinction between efficiency and equity is in many senses artificial.

That is, there are both economic and social reasons for governments to act in ways
that ensure that the higher education system does not exclude talented but poor students.
The reasons are as follows.

Poor prospective students can deliver important social benefits given access to higher
education. That is, if able and motivated people cannot participate in higher education
for financial reasons the whole economy is worse off, because talent is being wasted;
there will be a less than optimal delivery of spill-overs, as well as foregone private
opportunities for the excluded poor. Both Barr (2001) and Palacios (2004) emphasize
these issues.

In terms of equity and distributive justice, it needs to be recognized that there is
already a strong nexus between the family circumstances of children and their lifetime
income prospects. Thus, if a society values equality of opportunity it should ensure that
the strength of this nexus is not reinforced by education policy.

With this as background it is now useful to explore the shortcoming of the market
that constitutes an overwhelming case for some sort of government intervention.
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2.6. The need for government intervention: capital market ‘failure’

Given that a critical aim of a higher education financing system is to not erect barriers to
the participation of talented but poor students, what problems would arise in the absence
of government intervention? That is, is the right approach for the government to decide
the size of the per student subsidy, pay this to higher education institutions which would
then require students to pay fees on enrollment?

There are major problems with this arrangement, traceable in most instances to issues
of uncertainty and risk, an issue first raised by Friedman (1955). The argument can be
best understood with reference to the nexus between labor markets and human capital
investments. The essential point is that educational investments are risky, with the main
areas of uncertainty being as follows [Barr (2001)] and [Palacios (2004)].

• Enrolling students do not know fully their capacities for (and perhaps even true in-
terest in) the higher education discipline of their choice. This means in an extreme
they cannot be sure that they will graduate and, in Australia for example, around
25 percent of those enrolling end up without a qualification.

• Even given that course completion is expected, students will not be aware of their
likely relative success in the area of study. This will depend not just on their own
abilities, but also on the skills of others competing for jobs in the area.

• There is uncertainty concerning the future value of the investment. For example,
the labor market – including the labor market for graduates in specific skill areas –
undergoes constant change. What might have looked like a good investment at the
time it began might turn out to be a poor choice when the process is finished,4 and

• Many prospective students, particularly those from disadvantaged backgrounds,
may not have much information concerning graduate incomes, due in part to a lack
of contact with graduates.

These uncertainties are associated with important risks since if future incomes turn out
to be lower than expected, the individual is unable to sell part of the investment to re-
finance a different educational path, for example. This is critical in an understanding
of capital market failure, and explains why banks will not be interested in unsecured
loans for higher education investments: in a nonslavery world there is no collateral to
be sold in the event of default. And even if it was possible for a third party to own and
sell human capital, its future value might turn out to be quite low taking into account
the above possibilities. The point is taken up further below.

Thus, given these uncertainties, very risk-averse potential students will be reluctant to
finance higher educational investments. It is likely that those with relatively low access
to finances – that is, prospective students from poor backgrounds – are particularly
influenced by these realities, given a relative lack of financial resources, an underlying
assumption being that there are binding credit constraints for some potential borrowers.
It is instructive to examine briefly the related empirical literature.

4 Freeman’s (1971) ‘cobweb’ model of college training is apposite in this context.
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2.7. Are credit constraints an issue?

The borrowing problem described above takes on a very serious form if it is actually the
case that there are in reality constraints on the borrowing for individuals interested in
bank financing of higher education investments. The evidence with respect to the extent
to which access to credit limits human capital investment takes several forms.

The first area of research seeks to establish the strength of the relationship between
family income and educational outcomes. The argument is that if there are no borrow-
ing constraints to finance skill investments, there should also be no relationship between
family income and an individual’s level of education. This turns out to be a difficult
research assignment because of the complicated relationships between family income
and its likely association with the plethora of factors associated with educational choice.
These include the quality of compulsory schooling, inherent ability, educational motiva-
tion and the transfer of values between parents and children associated with education.
Recent important attempts to disentangle these relationships are found in Cameron and
Taber (2001) and Carneiro and Heckman (2002).

Carneiro and Heckman make the valid point that long-run environmental and family
factors are likely to be critical determinants of a young person’s interest in and capacity
for college education. In other words, credit constraints will not be the only determinant
of access to college. They provide evidence suggesting strongly that family income is
not correlated with college attendance given proper control for individuals’ educational
abilities (as proxied by test scores). They suggest that the main factor behind the family
income-schooling relationship is ability, although they identify about 8 percent of the
population “who seem to be facing short run credit constraints” [Carneiro and Heck-
man (2002), p. 732]. That is, credit constraints might matter, but it is important not to
overstate their role in an understanding of the nexus between family income and enroll-
ments.

Cameron and Taber provide similar evidence for the above result. With the use of
instrumental variables and structural equations estimations, they explore the issue of
whether or not estimates of the foregone earnings faced by groups differing with re-
spect to family income have different effects on educational outcomes. Their range of
different approaches comes to the same conclusion: there is no relationship between
family background and educational outcomes.

There are empirical issues associated with interpreting the weakness of the relation-
ship between family income and enrollments as strong evidence that there are in general
low or even no credit constraints. The first, recognized by Cameron and Taber, is that
empirical tests of the role of family income with respect to college choice are typically
undertaken in a policy environment with programs designed to mitigate the effects of
credit constraints.

Cameron and Taber (2001) write: “. . . it is important to keep in mind that [the results
do] not necessarily mean that credit market constraints would not exist in the absence
of the programs currently available” (p. 32). That is, if programs in operation are an
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effective solution to the lack of borrowing opportunities for poor prospective students
no systematic credit constraint evidence will emerge with the use of data including
program participants. Carneiro and Heckman acknowledge that the credit constraint
results apply in the context of the existing policy environment, it following that their
analysis should not be interpreted as evidence that credit constraints are not generally
an issue for access to higher education.

This point matters for policy assessment, now explained. Suppose there is no sig-
nificant evidence for the existence of credit constraints conducted in an environment
in which there is policy intervention targeted on those from low family incomes. Such
analyses might well reveal no, or at least low, levels of credit constraints (as do the
above reported exercises).

However, the policy issue concerns the effective use of public sector resources to
break down barriers to participation, and it might be that current arrangements could be
improved in this context. For example, grants or loan subsidies to children from poor
families, while mitigating the impact of credit constraints, may not be the best forms of
intervention, a matter explored further later.

The second issue is also recognized by Carneiro and Heckman (2002). They observe
that: “. . . children from higher income families still depend on the goodwill of their
parents to gain access to funds” (p. 708). This point is critical to an interpretation of
the relationship between family income and educational outcomes, because it raises the
possibility that some prospective students from high income backgrounds are unable to
gain access to college if their parents are unwilling to finance the investment. Under
the assumption that a lack of parental support from some higher income families has
the effect of precluding the participation of educationally qualified children there is a
potential for underestimation of the true size of the relationship between family income
and participation.

The different type of approach provided in analyses of credit constraints asks whether
or not there is a relationship between family income and individuals’ investment strate-
gies. Kane and Rouse (1999) explore these issues with respect to both rates of return to
education and the relative role of increases in tuition. With respect to the first, the idea
is that credit constrained individuals will under-invest in college and this will result in
relatively high rates of return for members of these groups. In support of this propo-
sition they cite the evidence from Card (2000), which suggests that those from poor
backgrounds receive relatively high returns to college.

Kane and Rouse also provide evidence that increases in tuition costs, compared to in-
creases in relative graduate wages, impact relatively highly on the educational choices
of the poor. They interpret these findings as evidence for the existence of credit con-
straints.

There might be an issue here with their conclusions suggesting the existence of credit
constraints from these data. With respect to rates of return, the fact that average rates of
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return to higher education for members of disadvantaged groups are high does not nec-
essarily mean that marginal returns are also high, although this potential seems likely.
Unfortunately marginal returns are unable to be measured from the data.

Second, as with the Cameron and Taber, and Carneiro and Heckman, exercises, it is
important to interpret relationships concerning the role of tuition in the context of the
policy environment. That is, at the same time as tuition increased it might be the case
that access to, and the generosity of, PELS grants for the disadvantaged also changed.
In other words, analysis of college choices with respect to family income and costs of
attendance needs to condition on the policy environment. Even so, the Kane and Rouse
work casts doubt on a view that credit constraints are insignificant.

In a different approach to the issue using the National Longitudinal Study of Youth,
Hazarika (2002) finds that the proportion of youth from wealthier families increases
in a recession, as measured by local unemployment rates. This is attributed to poorer
families having lower incomes, from lower employment probabilities, in recessions,
implying that in hard times they are less able to afford the college enrollment of their
children.

The size of the above effect is reported as follows: “. . . among teens with family
permanent incomes below the median, a one percentage increase in the county unem-
ployment rate is associated with a 5.8 percent decrease in the relative probability of
two-year college attendance as opposed to a 3.8 percent decrease in the relative proba-
bility of four-year college attendance” (p. 141). However, another interpretation is that
there is an added worker effect, such that families require their youth to take employ-
ment to supplement family incomes in recessions. But even this latter interpretation
might be consistent with a credit constraint story.

Chapman, Crossley and Kim (2003) report direct tests of the role of credit constraints
for an unusual sample of unemployed Canadians, surveyed in the mid-1990s. Respon-
dents who had not undertaken training after job loss were asked the reasons. Around
12 percent replied that they wanted to participate in formal training but could not af-
ford to, and (implicitly) were unable to borrow the financial resources to do so. The
authors argue that this implies credit constraints influence human capital investments
for a small, but significant, minority of disadvantaged people.

Overall, it would appear that there are many factors behind the fact that children from
poorer families are less likely to attend higher education, which means that this stylized
fact alone is not sufficient evidence for the existence of credit constraints. However,
there is now considerable research taking into account the influence of nonfamily back-
ground factors related to access to higher education. A reasonable conclusion is that, at
some points in time, it is very likely that the existence of credit constraints constitutes
a financial barrier for a minority of the potential student population. In the absence of
existing targeted policy aimed at decreasing the role of credit constraints there is little
doubt that the problem would be measured larger.
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3. The case for income contingent loans

3.1. Introduction

This section examines the case for income contingent loans for higher education. It
begins with an analysis of why conventional approaches to the credit market failure ex-
plained above have important limitations. Income contingent loans take many different
forms, and these differences are explored. An important part of this analysis considers
the costs and benefits of different types of ICL.

3.2. Are ICLs necessary?: the problems with (government guaranteed) bank loans

A possible solution to the capital market problem described above is used in many
countries, such as the US and Canada [Finnie and Schwartz (1997)]. It involves higher
education institutions charging up-front fees but with government-assisted bank loans
being made available to students on the basis of means testing of family incomes. Public
sector support usually (for example, in Canada) takes two forms: the payment of interest
on the debt before a student graduates; and the guarantee of repayment of the debt to the
bank in the event of default. Arrangements such as these are designed to facilitate the
involvement of commercial lenders, and the fact that they are internationally a common
form of government financial assistance would seem to validate their use.

This form of assistance seems to address the capital market failure problem. With
this approach banks do not need borrowers to have collateral because the public sector
assumes the risks and costs of default. However, solving the problem of the provision
of finance from the perspective of the banks is not the end of the story. Government
assistance of this type is associated with significant other problems, now considered.

The first inadequacy of government guaranteed bank loans relates to the fact that
the loans are typically not universally available.5 That is, usually loan provision is
means-tested on the basis of family income, although for many countries there are also
complex sets of rules associated with age and the presumed independence of students
from parental circumstances. This raises the important issue explained above and noted
by Carneiro and Heckman (2002), concerning the role of the sharing of financial re-
sources within families. If students are in families not qualifying for a subsidized loan
from a bank, and yet are still unable to access household financial resources to pay an
up-front fee, they face the same credit market failure as they would in the absence of a
government guarantee of a bank loan. Means-testing the availability of loans must mean
that some prospective students will be unable to access the system because they do not
have sufficient finances to enable them to pay up-front tuition.

This problem could be addressed by making the loans available to all prospective stu-
dents, since in this situation the sharing of financial resources within families becomes

5 Canada Student Loans, for example, are offered to less than half of the student population [Finnie and
Schwartz (1997)].
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irrelevant to a student’s capacity to pay fees. However, universality in the provision
of loans of this type would be very expensive, given the high public costs associated
with governments paying the remaining debts of those in default6 [Barr and Crawford
(1998)].

The issue of default lies at the heart of higher education financing policy. The default
problem has different dimensions depending on the perspective of those involved in the
process: banks, government and students.

The problem of default risk for banks is the reason that government guarantees are
necessary to make commercial bank loans practical for higher education financing. But,
perhaps ironically, government guarantees increase the probability of default, since with
this type of insurance there is little incentive for a bank to ensure and chase repay-
ments. And since the repayments are guaranteed by the public sector this aspect of such
schemes potentially imply relatively high subsidies from taxpayers.

A critical set of related issues concerns the potential costs for prospective students
with loan repayments required in regular installments, and not sensitive to a person’s
future capacity to repay. There are two significant problems.

The first is that some borrowers faced with obligations to repay loans that are not
sensitive to their financial ability to meet these obligations might be concerned with
the prospect of default. Defaulting on a student loan has the major cost of damage to
a borrower’s credit reputation, and thus her or his concomitant lack of eligibility for
(or higher costs associated with) other prospective loans, such as for a home mortgage
[Chapman (1997)].7 It follows that particularly risk-averse prospective students may
prefer not to take the default risk of borrowing. Moreover, there is important empirical
evidence to suggest that those borrowers experiencing the costs of default are disadvan-
taged in a lifetime context, and this is now considered.

Dynarski (1994) used the National Post-Secondary Student Aid Study to explore the
characteristics of debtors and finds strong evidence that earnings after leaving formal
education is a strong determinant of default; those in financial difficulties are found to be
much more likely to be unable to meet their loan repayment requirements. Importantly,
Dynarski found that borrowers from low-income households, and minorities, were more
likely to default, as were those who did not complete their studies. Her evidence offers
important support for the use of ICL instead of bank loans, since the latter could dis-
courage the participation in higher education of the relatively disadvantaged, and has
the potential to punish those students who eventually become disadvantaged.

Compared to bank loans, a major advantage of ICL is that they diminish the prospect
of borrowers defaulting. A properly designed ICL has as its major characteristic com-
plete default-protection for borrowers and thus the capacity to solve an important part
of the essential capital market failure for human capital investments.

6 Harrison (1995) notes that in US Propriety Colleges the default rate is as high as 50 percent. The average
default rate for student loans is around 15–30 percent [Wran Committee Report (1988)].
7 This prospect is made very clear in the poster designed to encourage loan repayments for students borrow-

ing in the Canada Student Loan scheme. It is stated that a major reason for students to meet repayments is
that in the event of nonpayment they will ‘risk damage to their credit reputations’.
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The second problem with bank loans as a solution to the capital market financing
problem is also related to their time nature of repayments. It is that, faced with the
prospect of repaying a loan with a fixed level of obligations, prospective borrowers
might well be concerned with future hardships in the event that their income circum-
stances turn out to be poor. ICL solves this problem because repayment obligations are
minimized or eliminated in periods of future financial adversity. That is, ICL can deliver
the important benefit of consumption smoothing, a point explained further below in a
theoretical context provided by both Grout (1983) and Quiggin (2003).8

A final possible advantage of ICL compared to bank loans is particularly pertinent to
US higher education financing policy debate over the 1990s, and is not directly related
to issues of risk and uncertainty. It is instead the concern that graduates with very high
levels of bank debt will be forced to undertake employment associated with relatively
high earnings in order to be able to repay comfortably their college debts. A concern
that this would adversely affect the supply of graduates for low pay public interest em-
ployment encouraged the Clinton administration to introduce an ICL option in the US
in 1993.9

In summary, it seems clear that government intervention is required for optimal and
equitable outcomes with respect to higher education financing. A government guarantee
to cover losses for banks in the event of default solves the financing problem for the
lender, but there are important problems with this approach. The costs and benefits of
the alternatives are as follows:

(i) Restricting the availability of bank loans on the basis of means-testing on house-
hold income (which is the usual form taken with such assistance) has the po-
tential to exclude some prospective students because of their lack of access to
family resources.

(ii) Unlike bank loans ICL repayments are defined by the borrower’s capacity to re-
pay and this feature has the potential to deliver two critical benefits to borrowers:
insurance against default, and consumption smoothing.

(iii) Of particular importance in the US is that commercial debt repayments unrelated
to a capacity to pay have the strong prospect of influencing career choices in
ways that might be seen to be socially undesirable.

However, it is important to recognize that there are different forms of income contingent
financial instruments, and, even within genres, there are very distinct ways in which
they can be made operational. The nature of these differences and their effects are now
examined.

3.3. The various types of income contingent instruments: costs and benefits

It is important to understand that there are quite different forms of ICL, and that they
have the potential for considerably different economic and social outcomes. Broadly,

8 Chapman (2006b) illustrates the extent to which an ICL can deliver consumption smoothing benefits and
this is discussed further below.
9 The Clinton ICL policy initiative is analyzed in detail in Section 4.
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the different forms are known as: income contingency with risk-pooling; income con-
tingency with risk-sharing; graduate taxes; and human capital contracts. Within these
broad categories there are myriad designs differentiated by parameters such as: the level
of the charge; the percentage of income to be repaid; interest rates; forgiveness of the
debt; and income thresholds. Even so, the broad categories are open to meaningful com-
parisons and analysis, and this now follows.

3.3.1. Income contingency with risk-pooling

An ICL with so-called ‘risk-pooling’ is one with a fixed total debt for members of
cohorts involved, usually defined by students’ year of enrollment. With this approach
students are obligated to take some financial responsibility for debts that are not paid by
others in their cohort.

Like all ICL, the risk-pooling variety offers default protection and consumption
smoothing but repayment obligations are adjusted ex post to take into account the re-
payment experience of others in the borrowing cohort. This means that borrowers with
high future incomes, the ‘winners’, will repay more than is repaid by those with low
future incomes, the ‘losers’, and that the former pay more the less is repaid by members
of the latter group.

Thus a risk-pooling ICL transfers some part of the default risks and costs to non-
defaulters and thus has the potential to increase the repayment obligations of members
of the latter group. This apparently is what happened with respect to the Yale Plan,
considered in some detail below.

Nerlove (1975) analyzed risk-pooling ICLs with particular reference to the Yale Plan,
and explored the behavioral consequences of such schemes with particular reference to
two major micro-economic issues: adverse selection and moral hazard.

With respect to adverse selection Nerlove suggested that risk-pooling ICL are de-
signed to be revenue-neutral; this means that individuals expecting to be winners (future
high-income earners) have incentives to avoid being involved, and those potential bor-
rowers with expectations of poor future prospects have an incentive to take such loans,
because their repayments will be subsidized by the winners. This implies that the cohort
of students willing to borrow from a risk-pooling ICL will on average be made up of in-
dividuals expecting their future earnings to be low; for a university such as Yale, hoping
to attract the highest-quality students, the scheme has the perverse effect of encourag-
ing those students who expect to be successful in the labor market to seek enrollment at
universities offering non-ICL financial assistance.

The effects of risk-pooling ICLs have also been analyzed by Hanushek, Leung and
Yilmaz (2004). They use a general equilibrium approach to examine the implications
of different types of college aid, including risk-pooling ICL, on the efficiency of the
economy, intergenerational mobility and income inequality. They find that, compared
to both needs-based and merit-based aid, a risk-pooling ICL potentially can result in
more equal distributions of income, but similarly to the conclusions of Nerlove, such
schemes are likely to result in adverse selection. They raise the possibility that this form
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of ICL might mean that: “. . . the smart poor end up subsidizing the other participants,
including the lower ability rich kids” (p. 26).

The above conclusion from the Hanushek, Leung and Yilmaz (2004) analysis leads
the authors to promote an ability cut-off for ICL eligibility. This idea relies on the as-
sumption that prospective students with relatively low measured ability at the point of
entry have higher chances of relatively low lifetime incomes, but no evidence is offered
for this proposition. An alternative policy response to the problem of adverse selection
would be to make ICL borrowing mandatory, which is obviously not possible if loans
of this type are available only in some universities.10

The second problem for risk-pooling ICL, also identified by Nerlove, involves moral
hazard, and relates to repayment behavior. The issue is that since risk-pooling ICL in
effect taxes the successful on the basis of declared income, the incentive is for debtors
to arrange their incomes, or make job choices, to minimize repayment obligations. This
could take the form of graduates choosing jobs with nonincome benefits.

The implication of this form of moral hazard behavior is that, if successful, it has the
effect of requiring those debtors who have done relatively poorly in the labor market
paying more than would have been expected on the level of incomes they earn. That is,
there is a built-in incentive for risk-pooling ICLs not to achieve the promised levels of
protection for unsuccessful debtors.

In relation to these conceptual points Raymond and Sesnowitz (1976) explores the
extent to which repayment obligations from those involved in risk-pooling ICLs might
be considered burdensome. Through a series of simulation exercises they found that
under most sensible parameters of potential repayment, ICLs of these types would still
leave most borrowers better off in terms of the effect of the repayments on rates of return
to higher education.

However, even if graduates are ‘better off’ than not undertaking higher education
in terms of retaining average high rates of return, the moral hazard point with respect
to the labor/leisure choice remains. Responding to Nerlove’s lament concerning the
paucity of empirical evidence on the potential size of the behavioral effects from risk-
pooling ICLs, Feldman (1976) conducted a series of simulations of the effects of ICL
financing arrangements with respect to different medical specialty incomes. Under a
range of plausible assumptions concerning labor supply, his major finding is that there
would be a 6.6 percent fall in weeks worked, equivalent to an effective overall loss of
about 725 new physicians in the US per year (in the mid-1970s).

The issues of adverse selection and moral hazard raised by Nerlove constitute serious
challenges for those advocating risk-pooling ICLs as a solution to capital market failure
and as an answer to the problems associated with government guaranteed bank loans.
This seems to be particularly likely with respect to the ex post implications of risk-
pooling ICL. Once graduates begin to earn relatively high incomes it should be expected

10 Interestingly, risk-sharing ICLs successfully operating in some countries, and considered conceptually in
the next section, are able to avoid the adverse selection essentially because they are mandatory.
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that there would be some behavioral responses to what are effectively high levels of
marginal tax rates.

There is an additional issue concerning the efficacy of risk-pooling ICLs not raised
by Nerlove or more generally in the academic literature. It concerns transaction costs
concerning how the debt is to be repaid.

As noted above, a critical aspect of ICL schemes is that of collection. Barr (2001),
Palacios (2004) and Chapman (2006b), point out that there are several important con-
ditions that have to be met in order for an ICL to be workable. While this is considered
in detail below, basic points are that the collection agency has to have the capacity to
accurately assess a former student’s lifetime income, and to be then able to deduct debts
in accordance with these incomes in a low cost way. This suggests that private institu-
tions – such as Yale University – are likely to face major difficulties, and these may be
significant enough to render nongovernment schemes unworkable.

That is, in principle, while an ICL with risk-pooling could be operated within or
outside the public sector, the public sector has the distinct advantage of administrative
efficient collection of debt using the internal revenue service (or tax office). This is
likely to be critical for the operation of such schemes, since the probability of default of
a risk-pooled ICL will determine in part how much winners compensate losers and thus
reflects the extent of unequal distributions of repayments between different borrowers.
Collection of ICL, and more generally ICL design, is an important matter considered
further below.

3.3.2. Income contingency with risk-sharing

A different form of ICL, and one typically associated with public sector financing,11

is known as ‘risk-sharing’. With risk-sharing ICLs borrowers are obligated to repay a
maximum amount in present value terms but the extent of the obligation is unrelated
to the actual incomes received, and thus the repayment levels, of others contemporane-
ously involved in the scheme. That is, the risks of nonrepayment – the costs of income
contingency – can be shared with taxpayers; consequently they will necessarily differ
between loan cohorts, defined at different points in time, because of time dependent
labor market exigencies.

This is a critical difference to risk-pooling ICL, particularly with respect to the im-
plications for both adverse selection and moral hazard. That is, it is less likely for a
risk-sharing ICL to repel relatively more students expecting to do very well in the la-
bor market, and less important for those eventually repaying to attempt to avoid the
obligation if the number in the cohort ‘defaulting’ turns out to be higher than expected.

To understand how a risk-sharing ICL might work, and in so doing clarify some of
the behavioral implications of these approaches (particularly why adverse selection and

11 There is no reason that risk-sharing ICL could not be provided by the private sector, however, an issue
explored below with respect to human capital contracts.
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moral hazard are likely to be less important problems), consider the following hypo-
thetical example, of how a scheme might work. All the discussion is in present value
terms.

The government puts a marginal value on the externalities of x, and for reasons of
economic efficiency (see Section 2 above) sets tuition for a public sector university at t ,
where t = MC − x (with MC being the marginal cost of the course). Let us assume
that the government knows that with respect to all students undertaking an ICL, some
proportion, d , of total loan outlays, has not been repaid in the past. So, in order to cover
this exigency, on average the government requires a student undertaking a tuition ICL to
commit ex ante to repaying (1+d)t . Ex post, if the parameters have been set accurately,
the government receives in total the full tuition payment t .

With this arrangement some former students (the successful ones) will pay more
than t , and some former students (the unsuccessful ones) will obviously pay less than
this (including a small number who repay nothing).12 If the parameters have been set
incorrectly, and total repayments lost through default turn out to be higher than dt ,
taxpayers cover this additional cost. This is the sense in which taxpayers are ‘sharing’
the risk and, in this circumstance, taxpayers in aggregate will lose. If the parameters
have been set incorrectly in the other direction, and repayments lost through default turn
out to be lower than dt , taxpayers receive this windfall. In this circumstance taxpayers
in aggregate will win.

The critical point is that, unlike with respect to a risk-pooling ICL, with risk-sharing
ICL there are no down side risks for any of the borrowers. That is, if the government
receives lower than expected repayments there are no associated penalties for borrow-
ers.13 Nor are there any rewards to borrowers if the opposite turns out to be the case.

The advantage of this type of ICL is that some part of the adverse selection and
moral hazard associated with risk-pooling ICL can be avoided. However, even with risk-
sharing ICL there is an element of adverse selection, since some prospective borrowers,
those who expect with confidence to be high earners, may prefer to undertake different
financing strategies to avoid paying the additional impost, dt . Because of this it is in
the interest of the policymaker to have in place mechanisms and collection parameters
resulting in a small d . The importance of adverse selection issue can also be minimized
through the mandatory ICL collection of tuition, such as happens in Australia.

The examples of risk-shared ICLs best known are those initiated in Australia in 1989,
New Zealand (1991) and the UK in 1997 (extended in 2006). But even within this cate-
gory, it is clear that the forms of ICLs in these countries differ in important dimensions
and thus with respect to their likely economic and educational consequences. With this
important caveat in mind, there are still significant broadly based theoretical insights
available with respect to risk-sharing ICLs.

12 Note that the arrangement can still be attractive to all potential students because ICL offer default-
protection and consumption-smoothing.
13 The point is made in different terms by Johnstone (1972).
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Conceptual issues are important to this discussion. As background, it is useful to
understand that before the 1990s research on the return to education or human capital
investments had proceeded in two directions. Labor economists were building increas-
ingly sophisticated models based on expected utility maximization [e.g., Levhari and
Weiss (1974), Eaton and Rosen (1980), and Paroush (1976)]. Most researchers, how-
ever, continued to use rates of return calculations [e.g., Psacharopoulos (1973, 1985)]
with scant attention being paid to the private and social risks associated with the invest-
ment.

Chia (1990) attempted to combine these two strands of research by developing a
simple framework whereby the risks associated with investment in higher education
can be readily incorporated into conventional measures of profitability, such as the net
present value. Coming at the issue of rates of return in this way allowed Chia to develop
a framework robust enough to calculate the benefits to the borrower of risk-sharing
ICLs, now explained.

The essence of Chia’s work was to use an expected utility framework to estimate an
uncertainty premium, which was then used to adjust the net present value resulting from
investment in higher education. This allowed him to quantify the ‘insurance content’ of
an ex post income-contingent fee scheme (of the risk-sharing variety) and to compare
this calculation with the payment of fees with no insurance for both given levels of
uncertainty and with respect to a range of risk aversion.

Chia found that if individuals are uncertain of their ability (and thus face greater
uncertainty in potential income streams as a result) they would prefer an income-
contingent fee scheme to paying up-front fees. The ‘insurance content’ of the income-
contingent scheme could, in some instances, amount to more than the equivalent of a
year’s fees. On the other hand, if individuals are fully aware of their abilities, then those
with high abilities would prefer to pay their fees up-front while the less able would opt
for the income-contingent scheme. It should be recognized that there are, of course,
forms of uncertainty unrelated to an individual’s ability, such as the future state of the
labor market, meaning that even those fully aware of their individual capacities will not
be able to predict their lifetime incomes.

Grout (1983) presented a version of the Arrow (1973a, 1973b) discrimination model
with imperfect information and showed that “. . . an element of income contingency
will offset to some extent the misallocation of educational resources resulting from
imperfect expectations”. Similar to Chia’s result concerning ability, he showed that the
benefits of risk-sharing ICLs are greater the less certain individuals are of their future
incomes and the greater is risk aversion. From Grout’s simulation exercises ICLs seem
to have the most propitious leverage in terms of the reduction of the costs of uncertainty.
That is, the effects of ICLs on welfare even given a significant range of risk aversion
are relatively small compared to their benefits in terms of minimizing the effects of
uncertainty.

Quiggin (2003) extends these results, showing that educational financing schemes
with income-contingent repayments provide a mixture of consumption-smoothing ben-
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efits and insurance against the uncertain outcomes of risky educational investments.
Using a conventional two period modeling approach with risk aversion and imper-
fect information, Quiggin establishes that educational financing schemes with income-
contingent repayment will enhance welfare relative to the alternative of up-front fees
yielding the same revenue in present value terms.

Quiggin also demonstrates that the form of ICL with the best welfare properties has
a threshold below which no repayments are required, since the threshold delivers the
highest level of consumption smoothing. However, there is a critical trade-off with re-
spect to the design of an ICL, at least with respect to risk-neutral individuals: there is
an insurance effect, which is welfare improving, and there is a subsidy effect, which
is welfare reducing. This promotes for policy consideration the critical role played by
the choice of collection parameters: if they are insufficiently generous there will be in-
adequate insurance provision; but if they offer considerable protection the associated
subsidies will be too high. This is a critical trade-off for the design of such schemes.

Moen (1998) analyzes variants of risk-sharing ICLs using an equilibrium search
model of the Diamond–Mortensen–Pissarides variety. His analysis begins with the fa-
miliar point that human capital investments are irreversible, and he shows that given this
irreversibility, investments will be less than optimal unless ex post those investing are
able to share the costs of job search.

He illustrates that this is possible with an ICL in which the interest rate on the debt
is zero in periods of unemployment. In this model the costs of job search are shared
and the essential financing problem is addressed. The question of whether or not this
is a large or small issue for policy should be addressed by noting that graduates in fact
spend very little time over their lifetimes in unemployment, even though they may be
involved in extensive periods of search for preferred employment. It is arguable that the
Moen result could be generalized to other periods of graduate job search characterized
by the receipt of relatively low wages.

The overall conclusion from these somewhat different modeling approaches is the
same: an ICL risk-sharing system is in general welfare increasing compared to ei-
ther bank loans or up-front fees. The greater are both risk-aversion and uncertainty,
the stronger are these results. Moreover, these analyses focus on economic efficiency
with the conclusions implicitly giving no weight to the potential for ICLs of this type
to contribute propitiously in equity terms. This suggests that the relatively high welfare
properties of risk-sharing ICLs implied understate the overall social benefits of these
types of approaches to higher education financing.

There is a caveat to the general thrust of the analytical results. This is that the
greater is the insurance protection offered (through, for example, having a very high
first income-threshold of repayment, or a very low nominal rate of interest on the debt),
the less likely is an ICL to achieve a social optimum. This is the result of risk-sharing
arrangements offering relatively higher taxpayer subsidies as a trade-off to the provision
of default-protection for borrowers.
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3.3.3. Graduate taxes

A very different form of an income contingent instrument, and one that has yet to be
implemented, is known as a graduate tax. A GT takes the following broad form.

Graduates (or former students, more generally) agree to repay a proportion of their
incomes, say 2 percent per year, for a given length of time (which could be as long
as a lifetime). Thus they share the essential ingredients of both risk-pooling and risk-
sharing ICLs, which is that ‘loan’ payments are made in such a way as to ensure default-
protection. They can be designed to raise considerable revenue, even at the same time
as their influence on returns to higher education are not affected significantly, a point
made by Lincoln and Walker (1995) through some plausible simulations.

However, there are significant differences between GTs and ICLs. The most obvious
is that the former are in no sense based on cost-recovery. This can lead to the so-called
‘Mick Jagger’ problem, as explained in Barr (2001). The lead singer of the Rolling
Stones rock band studied for a short time at the London School of Economics. If a GT
was applied to his income for life (and if it could be collected), Mr Jagger’s payments
would massively exceed the direct costs of his higher education, even by several hundred
fold. The example is very extreme, but serves to illustrate that the revenue collected can
be seen to be excessive in many cases, and also unrelated to the benefits accruing from
higher education.

A second and related difference is that for very high earners the fact that the GT is
on-going, that is, an addition to income tax, suggests that there are much higher work
disincentives from this form of payment than there would be for a risk-sharing ICL [Barr
(2001)]. This is a variant of the moral hazard problem associated with risk-pooling ICLs
raised by Nerlove (1975) and given empirical content by Feldman (1976).

Third, the revenue from GTs will not reflect marginal cost pricing rules, and nor do
the resources received have the any allocative implications – instead they are essentially
a device designed to raise money from the direct beneficiaries of higher education. The
incapacity of GTs to influence economic efficiency is highlighted in both Barr (2001)
and Greenaway and Haynes (2003) as a major reason to prefer different forms of income
contingent instruments, such as a risk-sharing ICL.

The major possible benefit of a GT is that the arrangement has the potential to deliver
considerable resources to the public sector, much more than is the case with respect
to ICLs. As well, and associated with this, if collected efficiently and fairly, GTs will
generally provide the highest level of progressivity in a lifetime sense since graduates
with the highest incomes will pay more than they would under alternative financing
arrangements. On the other hand, the fact that GT payments will exceed public sector
outlays for many graduates suggests that they are unlikely to have propitious resource
allocation implications.

A final point concerning the efficacy of a GT is also related to the pricing rules, and
has a critical administration challenge as well. That is, should there be any attempt to
have repayments reflect the time and other higher education resources absorbed by the
student? While this is a general issue for courses of markedly different length, the point
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applies also to the issue of whether or not identical repayment rates should apply for
students enrolling in one course only, or not graduating, compared to those completing
a degree (or several degrees). In one sense this is a similar issue to that raised above
concerning marginal cost pricing.

3.3.4. Human capital contracts

There has been recent interest in whether private firms could be involved in financial
arrangements in which payments are tied to the borrower’s income. Proponents of these
arrangements question the notion that it should only be the public sector, and not the
private sector, sharing in the risk involved with ICL schemes. That is, some analysts
argue that there are circumstances in which governments could let the investment and
risk-taking of investments in education be placed solely in private hands. Moreover,
private involvement could take place with or without a framework of national higher
education financing assistance.

The most common incarnation of the above idea is a contract that specifies a percent-
age of income to be paid over a predetermined time period. With such an arrangement
the instrument takes a form similar to a GT (with the additional twist that the percentage
is determined by the amount paid in the ‘borrowing’ period). This way, a high earner
would pay more than was borrowed and a low earner would pay less. From the investor’s
perspective, the loan resembles a significant investment in the borrower’s earning power.
In the spirit of recognizing the nature of the lender’s investment, arrangements of this
type have been called human capital contracts (HCC) by those interested in private in-
vestments in education.

Palacios (2004) argues that these instruments would promote efficiency in the higher
education market by increasing the information available about future earnings with
respect to different universities and fields of study. The contracts would therefore reflect
market expectations of students’ future earnings, thereby creating an observable ‘market
value’ for different types of education or different cohorts of individuals. He adds that
this information would also create a market instrument for measuring the value of the
insurance implicit in ICLs, thereby introducing a market measure of the extra d that
governments should ask students to pay to compensate the repayment losses on an ICL.

Recognizing the possibility that using loans whose payments are tied to income may
mitigate income risk, there have been a few attempts to understand the personal financial
impacts from the borrower’s perspective. Rather than using aggregate data to infer the
needs of borrowers, these studies have applied financial decision theory to the market
for loans.

Carver (2004) creates a model of individual choice for loans to explore preferences
among different loan alternatives. In the model utility maximizing borrowers with un-
certain income prospects consider the effect of both standard debt and percentage of
income loans (HCC) on the probability distribution of the NPV of future income. The
borrower receives funding from a risk neutral lender who offers prices for debt and
HCC funding. The model shows that according to Pareto criteria, optimal contracts can
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consist of: (i) all standard debt; (ii) all HCC funding; or (iii) some combination of debt
and HCC.

The type of contract that is optimal depends on the lender’s beliefs about the bor-
rower’s income prospects, the borrower’s beliefs about his own income prospects and
also the borrower’s degree of risk aversion. Carver then goes on to suggest that the indi-
vidual borrowing decision can be made in a manner similar to the corporate borrowing
decision. The results indicate that borrowers who are more uncertain about future in-
come or who are risk averse about future income prospects will choose to raise money
by pledging percentages of income rather than taking on standard debt. Carver’s model
can be adapted to arrive at the same conclusions for HCCs as Chia reaches with respect
to risk-sharing ICLs.

HCC are now in operation, with the first business formed known as MyRichUncle,
founded by Vishal Garg and Raza Khan, in the US in 2002. MyRichUncle began with a
subset of engineering students at the University of California, San Diego. To minimize
problems of adverse selection, eligibility for the contract is determined in part through
academic merit. Repayments of the obligation are remitted directly to the company,
with amounts validated through the provision of income information made available to
the IRS. This is bound to be less efficient than would be a direct deduction, as operates
in Australia, New Zealand and other countries, but the principle of default protection
remains intact.

3.4. Summary

Market failure in the provision of resources for human capital investments is a critical
issue for higher education financing policy. Given the presence of credit constraints as-
sociated with a lack of collateral to underwrite human capital investment borrowing,
there is a case for government intervention. One typical way in which this issue is ad-
dressed takes the form of guarantees for bank loans.

However, there are important shortcomings with this approach. One, loans will not be
universally available, suggesting that some students with unwilling families will not be
able to borrow, and will thus face the inequities and difficulties associated with the pay-
ment of up-front tuition. Two, the costs for the public sector can be high, due to student
default. Three, some risk averse potential students will not be prepared to undertake
loans with repayment burdens which are insensitive to a student’s future capacity to
pay. And four, there might well be socially unproductive career choices made by grad-
uates facing very high loan repayments that are not sensitive to capacity to pay. These
shortcomings imply strongly that some other approach to the capital market problem is
required.

Income contingent loans offer a potential solution. An ICL requires a student to repay
a debt depending on the level of their future incomes. Their essential benefit is that, if
properly designed, they can eliminate the prospect of default and in so doing address
the basic capital market failure.
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It has been explained that here are several forms of income contingent financing in-
struments: risk-pooling, risk-sharing, graduate taxes and human capital contracts. The
discussion has illustrated major differences between, and complexities within, all gen-
res.

ICL with risk-pooling are characterized by adverse selection in terms of who chooses
to be involved in such schemes, and moral hazard with respect to the labor/leisure choice
once the repayment period begins. ICLs with risk-sharing can avoid these problems, but
are associated with trade-offs between offering insurance against risk for the student: the
greater is the insurance provided, the higher necessarily is the degree of public sector
subsidy.

GTs have little prospect of allocative efficiency because there are no economic ben-
efits delivered to institutions from price competition. However, GTs offer what is ar-
guably the most progressive basis of the collection of charges. GTs do not yet exist.

A recent innovative instrument involving only the private sector is known as human
capital contracts. These arrangements are between students and a financing company, in
which the former is given a sum of money for tuition and living expenses in return for
a contractual obligation to pay the lender a percentage of income for a pre-determined
period after graduation. HCC thus involve risk-sharing – with the risk burden being as-
sumed by the lender – and are more a form of equity than they are debt. There are now
several examples of operating HCC, and a burgeoning research literature [see particu-
larly Palacios (2004) and Carver (2004)].

4. Income contingent loans: International applications

4.1. Background

A typical chapter in the Handbook of Economics series takes the form of offering a
description, synthesis and critical analysis of a well-defined body of academic research.
While this has been possible with respect to higher education financing theory and the
role of income contingent loans, there is a relative paucity of research into the effects of
these types of financing policies.

In part this is traceable to the fact that national governments’ experience with ICL
is both recent and limited, even though it is clear that policy models of this type are
increasingly becoming a favored way for higher education financing policy. It is also
due in part to the fact that there is often only poor data available, for example with
respect to the access of the disadvantaged to higher education.

As well as the relative paucity of both evidence and analysis concerning ICL, there
are also research limitations with respect to the effects of particular variants of ICLs.
For example, there is only one well-reported example of a risk-pooling ICL, which is
the Yale Plan. As well, a graduate tax has not been instituted anywhere at this stage.
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Finally, for only one country, Australia, is there a substantial body of research on the
operation and effects of the most common ICL, the risk-sharing form.14

An implication is that the discussion following is uneven in terms of the coverage
of recent experience with ICLs. However, significant space is given in Section 6 to
the reporting and analysis of Australia’s risk-sharing ICL. It is the only example in
which there has been considerable research with respect to the many empirical and
administrative policy issues raised concerning ICL schemes.

4.2. The international experience with ICLs in brief

4.2.1. The Yale Plan

Yale University introduced an ICL in 1972, extended in 1976 but discontinued several
years later. Apart from loans being repaid depending on income, the scheme had the
feature of borrowing being of a ‘group loans’ form, in which there was mutual respon-
sibility between members with respect to the repayment of the total debt. That is, the
Yale scheme was a risk-pooling ICL.

Individual repayments were not unlimited, however, with a cap being defined at
150 percent of the borrower’s loan. This then became a ‘buy-out’ option for former
students wishing to discontinue in the program [Palacios (2004)]. Even so, risk-pooling
necessarily meant that high-income earners covered the unpaid debts of low-income
earners and those who defaulted for other reasons.

Initial default rates of 15 percent exceeded expectations, and this had an unfortunate
behavioral implication. This was to encourage those remaining in the scheme to avoid
repayments as well, increasing the burden further for those not so doing. These effects
are close to what would be expected with the moral hazard issue raised by Nerlove
(1975).

One of the major problems with the Yale scheme was that the university acted as the
collection agency. However, an educational institution is poorly equipped to efficiently
enforce the payment of income contingent loans, and this lack of expertise effectively
encouraged and reinforced the sense of inequity of those Yale debtors remaining in the
scheme. The critical role of administration and collection is taken up further below.

4.2.2. Sweden

In Sweden in 1988 the government’s student assistance scheme had both a grant and
a loans component [Morris (1989)]. The repayment arrangements were of the con-
ventional type except that at low levels of income former students were allowed to
defer repayments. There was evidence of student concerns about repayments at the time
[Morris (1989)].

14 The New Zealand experience is becoming more studied, but is still relatively unknown with respect to
questions of access.
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The scheme was changed in 1989 to allow a fuller embrace of the notion of income
contingent repayment. The arrangement is that former students now repay 4 percent of
their average incomes over the previous two years. The collection is done through an
education loans office. There is little available evidence of the effect of the scheme.

4.2.3. Australia (in summary)

In 1989 Australia instituted the world’s first broadly based income contingent charg-
ing system for higher education, known as the Higher Education Contribution Scheme.
HECS seeks to recover a part of tuition costs, and is not concerned with student income
support.15 It is a risk-sharing ICL and is analyzed in detail in Section 6.

4.2.4. New Zealand

The second country to adopt a broadly based ICL was New Zealand, with this happening
in 1991. The New Zealand system shares several features of HECS. Specifically:

• loan repayments depend on an individual’s income, and are collected through the
tax system which made this simple in operational terms; and

• there is a first income threshold of repayment, after which there is a progressive
percentage rate of collection.

The New Zealand arrangements differ importantly to those introduced in Australia. In
particular:

• the loans are designed to cover both university fees and some living expenses,
although there is also a system of means-tested grants for students from poor back-
grounds;

• initially the loans carried a market rate of interest, but now interest charges are
subsidized and depend on the financial circumstances of debtors; and

• universities were originally free to set their own fees, with a maximum level being
introduced in 2003.

There have been more changes to the New Zealand loan arrangements than has oc-
curred with HECS, and most of this has been with respect to the interest rate regimes.
While starting with an approximate real rate reflecting market conditions, in 2000 the
scheme was changed to incorporate a zero nominal interest rate for the period a student
is enrolled, and variations to the application of real rates of interest were determined by
graduates’ employment circumstances [Warner (1999)].

The administrative sophistication associated with the now complex interest rate
regime might have been expected to add to the costs of the scheme, but it still appears
to be the case that collection costs are low;16 LaRocque (2005) reports that in 2004 the
annual costs of collection were around (NZ) $23 million per year, which is even lower
than estimates for the collection of HECS.

15 In Australia income support takes the form of means-tested grants.
16 LaRocque (2005).
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A potential advantage of the New Zealand scheme is that universities receive the
tuition revenues directly. This implies that in New Zealand there is the prospect of
resource allocation effects within the higher education system. For this reason some
commentators, for example Barr (2001), have compared the New Zealand approach fa-
vorably with the pre-2005 Australian arrangements, in which ICL revenues accrued to
the Treasury with no implications for resource allocation. In the 2005 the Australian
system was changed along New Zealand lines in this regard.

There is little direct evidence of the effects of the New Zealand ICL on the access
of disadvantaged prospective students. However, both Maani and Warner (2000) and
LaRocque (2005) report data on changes in participation with respect to ethnicity at the
University of Auckland over the 1990s. The former suggest that there has been a marked
relative decrease in Maori enrollments, but the latter points nevertheless to a substantial
increase in the proportions of Maoris enrolling over the post-ICL reform period.

4.2.5. The Republic of South Africa

The Republic of South African introduced an ICL in 1991, known as the National
Student Financial Aid Scheme. NSFAS was motivated essentially by a concern that
without assistance the marked racial skewing of the higher education system away from
nonwhite students would remain [Jackson (2002), Ishengoma (2002)]. While bursaries
could have been used instead of ICL, it was considered that the costs involved “. . . would
not be financially sustainable” [Jackson (2002), p. 83]. The scheme initially provided
resources to about 7,500 students, but by 2002 this number had risen to over 100,000,
or more than 20 percent of South Africa’s higher education students.

Resources are distributed via the universities, with preference going to prospec-
tive students who are both poor and academically able. That is, unlike other national
schemes, the South African ICL involves means testing on the basis of family income
at the point of entry to higher education.

Collection takes the form of former students repaying directly to NSFAS when their
income reaches R26,000 per annum, at a rate of 3 percent of income, and this propor-
tion rises to reach a maximum of 8 percent of income per year when income exceeds
R59,000. In this sense the collection parameters are similar to HECS in that they are
progressive, but there are two major differences between the South African approach
and those used in both Australia and New Zealand.

The first concerns the first income level of repayment, which at about $US5,000 is
very much lower than the thresholds used in other countries’ ICLs.17 Second, in the
first instance the student repays directly to the lending institution. That is, the taxation
system is not the first port of call, but is instead a last resort. Employers are required to be
involved only when a student is apparently not maintaining expected debt repayments. It
is unclear how much this adds to administrative costs, but it would seem to suggest that

17 See Jackson (2002).
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collection would necessarily be relatively expensive with such an approach.18 NSFAS
loan repayments are ploughed back into the system, so to some extent the arrangements
are self-financing.

4.2.6. The UK

Higher education financing policy over the last 15 years or so in the UK has been charac-
terized by considerable instability. Until very recently there were no tuition charges, but
such charges were introduced in 1997 with the adoption of (a highly modified) version
of HECS.

As well, there have been notable changes over time in the value and institutional na-
ture of student income support. In the 1980s grants were offered on the basis of parental
income, but the real value of this support eroded significantly and Barr argues that “by
the late 1980s [it] was no longer adequate fully to support a student’s living costs”.19

In 1990 a loan scheme was introduced, but collection was not based on a former
student’s income. The loans were designed to replace half of the support previously
covered by the grant, but in effect their impact was likely to be smaller than this given
that they attracted a zero rate of interest. Barr (2001) notes critically that “It would have
been cheaper to give the money away”.20

In 1995 the Conservative Government set up a higher education funding commit-
tee, due to report after the election of 1997. Chaired by Sir Ron Dearing, the report21

recommended strongly the adoption of a scheme based on HECS. It had the following
features:

• a uniform charge of about 25 percent of average course costs;
• the charge to take the form of a debt, with loan recovery to be contingent on income

and collected through the tax system;
• the debt to be adjusted over time, but by less than the market rate of interest; and
• revenue from the scheme to flow to the Internal Revenue Service.

The Labour Government, elected in 1997, adopted a heavily modified version of the
Dearing Committee’s recommendation. In particular an income test was introduced,
and this takes the following form: students from poor backgrounds are excused from
paying any tuition, while students from rich families incur the entire debt. In between
the debt obligation is determined by means of a sliding scale.22 This decision seemed
to reflect a concern by the government that relatively disadvantaged students would be

18 Jackson (2002) argues that the annual administrative costs are less than 2 percent of the total value of loans
distributed. The more important figure however would be costs as a proportion of revenues collected, data not
reported.
19 Barr (2001), p. 202.
20 Barr (2001), p. 202.
21 Dearing (1997).
22 Barr (2001).
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more likely than others to find an ICL a deterrent to higher education participation,
a view at variance with the evidence from the HECS experience documented in Sec-
tion 6. The important point for ensuing policy development, however, is that the 1997
changes introduced ICL to the UK.

In 2006, the UK Government is implementing further reforms to higher education
financing. The major changes are:

• the introduction of price discretion for universities, but with a cap of 3,000 pounds
per full-time student year; and

• the introduction of tuition for all students, but with the poorest being provided with
subsidies.

An arguable advantage of the 2006 UK system over that of Australia and more consis-
tent with the New Zealand approach is the introduction of some price discretion; uni-
versities are able to charge what they want up to a maximum level of about (US)$5,000
per full-time course, with the resources going directly to the universities. However, it
appears that practically all universities have opted for the maximum charge, implying
no real consequences for allocative efficiency.

As with the Australian and New Zealand schemes, the UK ICL policy is likely to be
relatively inexpensive to administer: that is, income tax collection arrangements greatly
facilitate an ICL’s operation.

The last is a major conclusion from the adoption of such arrangements in countries
with efficient, comprehensive and settled income tax collection mechanisms. As ex-
plained in Section 5, this is far from the case with respect to developing countries,
where public administrative challenges related to the collection of ICL loom large.

4.2.7. The US

In 1993 the Clinton Administration introduced broadly based reforms to student loan
programs [Brody (1994), Schrag (2001)]. One noteworthy aspect of the reforms adopted
at this time included an option for students to adopt income contingent repayments for
some part of their loan obligations, with the ICL obligation being up to 20 percent of an
agreed income basis. Given the focus of earlier discussion concerning the advantages
of ICL over other loan mechanisms, it is of interest to explain the motivation for the
introduction of the US approach. In short, the justification for an ICL option in the
US reform can be traced not to risk or uncertainty with respect to the future graduate
incomes.

Instead the background to the introduction of an ICL option in the US seems to be
the Clinton administration’s concern for the job choice of graduates. Specifically the
perceived problem was that the very high loan repayment burdens of graduates were
such as to make job choices in relatively low paid, but presumably socially produc-
tive employment, close to impossible. Brody argues that this was the foundation of the
proposal, and quotes President Clinton (who participated in the Yale Plan):
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A student torn between pursuing a career in teaching or corporate law, for example,
will be able to make a career choice based on what he or she wants to do, not how
much he or she can earn to pay off the college debt.23

This perspective is supported by Schrag (2001), who reports Kramer (1987) suggesting
that the effect of escalating costs and debts for law schools is that they would

. . . be filled with many more students who, as they become lawyers, do so with the
single-minded objective of milking the profession for all it is worth in order to be
able to pay retrospectively for their legal education.24

Schrag suggests that law graduates in public sector jobs would typically face repayments
of conventional loans that were around 40 percent of after-tax earnings.25

In support of the above, a survey26 of Georgetown and Catholic University law stu-
dents, conducted by Schrag (2001), suggested that up to 70 percent of students who
responded that they were interested in public sector law employment said that they
would have to choose jobs in more highly paid private practice because of their loan
obligations. US Senate hearings at the time, consistent with President Clinton’s view,
documented that this was the major motivation for the income contingent loan scheme
[Schrag (2001)].

That is, ICL was promoted in the US as a result of the perceived problems associated
with the very high level of conventional loan repayments, which is certainly not the case
with respect to the background to ICL introduction in Australia, New Zealand and the
UK. In these countries, the regressivity of having a no-charge system, the importance
of default protection in the repayment of loans, and the need for resources to allow
expansion of higher education were the principal motivations for the introduction of
ICL schemes.

The ICL reforms introduced in the US have not worked. With respect to take-up, for
example, in 1999 only 7 percent of the eligible student population had chosen to convert
their loan obligations to the ICL option [Schrag (2001)]. The reasons for this are now
explored.

The basis for low take-up of ICL in the US seems to have two, arguably closely
related, explanations. In broad terms these are: the poor design characteristics of the
scheme; and the government’s ineptitude in explaining and publicizing accurately the
scheme’s implications for student debt and repayment obligations. It is possible that
both weaknesses reflect a lack of ICL policy experience on the part of those with US
policy influence.

23 President William J. Clinton, Radio Address to the Nation (1 May 1993).
24 Kramer (1987), pp. 240–241.
25 This is very much higher that the repayment proportions of taxable income required in the ICL schemes
of Australia and New Zealand, for example, of around 3–6 percent of taxable incomes.
26 It should be noted that the response rate of the survey of around 30 percent was very low, raising the
possibility that the data are an inaccurate reflection of general views concerning the scheme.
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With respect to design, the US ICL scheme has several anomalies. The first is that
the option for students to convert their loans into an ICL did not cover borrowing oblig-
ations that could be sourced to their college. This meant that a graduate with other loan
repayments would have to repay 20 percent of their income at the same time that they
faced high additional loan obligations. That is, for some students choosing the part-ICL
option would result in lower future disposable incomes than would have been the case
with alternative borrowing choices.

Second, the ICL scheme incorporated an adjustment of a debtor’s income to take into
account expenditure for necessities, and this was related to legislative assessments of
poverty levels. Unfortunately, the adjustment to incomes was insensitive to household
composition, the implication being that married debtors in some circumstances faced a
far higher burden than would be the case for the unmarried. That is, the scheme implic-
itly taxed marriage and thus was likely to place particular loan obligations on spouses
who have no responsibility for the debt.

Third, the scheme had an unusual arrangement with respect to what is known as
‘forgiveness’. That is, debtors who had not repaid their loans after 25 years were not
obliged to repay their remaining obligations, a feature of other loan systems (such as
Canada Student Loans), known as forgiveness. However, for the US scheme the slate is
not wiped clean, with the amount still owed after 25 years being treated as income to
be taxed accordingly. This could mean for some ICL debtors that they would face loan
repayments in the final year that were a very high proportion of (or in an extreme, even
exceeding) actual income. This suggests that the US ICL scheme was not a repayment
arrangement completely sensitive to future capacity to repay.

The other reasons behind the poor take-up of the US ICL scheme are related to gov-
ernment information processes. Two points are worth noting.

The first is that, according to the Schrag survey, only a small proportion of students
who might have converted into ICL were informed of its existence, with more than
two-thirds of respondents saying that they had never heard of it. Further, in a related
survey only 14 percent of student Financial Aid Advisers said that they ‘Understood the
(income contingent loan) option well’.27

Second, while the US government disseminated information about the relative merits
of different loan options for students, some of the data were misleading. For example,
comparisons of the expected total repayments of alternative loan repayment streams
were presented with an implicit discount rate of zero. This error implied that the ICL
option was much more expensive than it was and, because the ICL repayment process
would usually take more time than other options, it also suggested that it would cost
more in total. As well, relative loan repayment comparisons of amounts to be repaid
only give no weight to the value of the default protection inherent in ICL, which is
arguably a very important feature of an ICL.

In short, it should be no surprise that the US government ICL reforms have not been
productive. The basic point from the experiment is that policy design and information

27 Schrag (2001), p. 795.
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processes are critical to the success of public sector initiatives. That is, the US scheme
does not adequately address the issue of default protection, and has been inaccurately
and insufficiently promoted to its potential users.

In the US over the last decade or so, there has also been a move by private universi-
ties toward a form of income contingent repayment of the debt of law students. These
schemes are known as ‘loan repayment assistance programs’ (LRAP). The arrangement,
now with 56 law schools [American Bar Association (2003)], entitles law graduates to
some forgiveness of loan obligations who choose employment in ‘. . . lower-paying pub-
lic service jobs – such as legal services programs or some government agencies . . . ’.28

The motivation behind universities’ subsidies of LRAP is clear, which is to facilitate the
role for private colleges of enabling more lawyers than otherwise to undertake periods
of relatively socially productive employment, the same basis as that which encouraged
the Clinton reforms. The effects of these programs are not so far well documented.

4.2.8. Chile

In 1994 Chile introduced an income-contingent loan scheme to replace the previous
fixed-payment loan system [Leiva (2002)]. The loan carries a real interest rate of 2 per-
cent, and requires from the student annual payments of the lesser between 5 percent of
income and a fixed amount [Palacios (2004)].

Importantly, each university is responsible for collecting the payments from the Uni-
versity Credit resulting in widely varied collection results from institution to institution,
with average country-wide cost-recovery levels at around 60 percent, as reported in
Palacios (2004).29 Palacios also notes that the system is not widely considered to be
successful, for the following reasons: cost-recovery levels are low, and the amounts
available for lending are far from satisfying student demand.

According to Palacios, Chile’s example reinforces the notion that universities are
poorly suited to debt collecting, a point which seems to follow from the Yale ICL expe-
rience. That is, for an ICL scheme to work it is critical that repayment collections use a
national tax or social security agency. This issue is taken up in Section 5 following.

4.3. Common factors in the successful adoption of ICLs30

It is interesting to examine some of the circumstances behind the apparent success-
ful adoption of ICL in Australia, New Zealand, the Republic of South Africa and the
UK. Chapman and Greenaway (2006) record there are several factors shared by these
four countries which might help in an understanding of their adoption of ICL schemes

28 American Bar Association (2003), Appendix.
29 This number reflects collection for other types of loans as well, so the collection amount for only the
income-contingent ones could be different.
30 The discussion of Section 4.3 follows closely Chapman and Greenaway (2006).
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within a similar time frame. Two critical aspects of this relate to shared institutional
background.

The first is that the above four countries all have in place taxation systems that could
be used to collect efficiently student charges on the basis of future incomes. This is a
critical administrative issue, and is fundamental to the prospects of the adoption of ICLs
in other countries. It is interesting that in the South African case authorities chose to use
the tax system as a back-up rather than the port of first call for loan collection, but it
still remains the case that the tax system is available for collection.

Second, in all four countries there is a similar higher education system, essentially in-
herited from the UK. An important characteristic is that the vast majority of universities
are public sector institutions, which has meant that the recovery of a loan designed to
pay a charge is uncomplicated if the collection authority is also part of the public sector
(the internal revenue service or equivalent). Indeed in the Australian and UK cases the
revenue from ICLs were centralized and accrued to the Treasury without reference to,
and with no implications for, the direct financing of universities. This has meant that the
more complicated problems associated with delivery of a direct revenue base to specific
universities are avoided.31

It is also worth stressing that in all of these countries there was a clear recognition
that the time for ‘free’ higher education was over (a position not shared for example in
the US, since charges were the norm in that country). The expansion of the number of
university places, or improvements in the quality of the service, were seen to be desir-
able, and none of the governments was prepared to finance the required outlays from
additional taxation or reduced public services. Chapman and Greenaway argue that this
can be traced to a world wide move toward more parsimonious government after about
the mid-1980s and, perhaps more importantly, to the recognition that university edu-
cation financed without direct contributions from the private beneficiaries is in essence
regressive and inequitable.32

It is possible that the apparent successful implementation of the Australian ICL
helped motivate administrative change in these directions in some of the other coun-
tries. That is, New Zealand policy advisers were aware of developments in Australia,
and there is little doubt that direct contact between analysts from Australia and the UK
influenced the nature and form of debate in the latter country. Perhaps the policy point
is, as Kenneth Boulding once observed: ‘If it exists, then it is possible’.33

While there have been significant reforms in the direction of the adoption of ICLs in
the above countries, this has not so far been a shared experience in developing countries.
This is the case even though there has been a significant amount of attention with respect
to ICL reforms from the World Bank, the UK Department of International Development

31 As Chapman (1997), Barr (2001) and others note, this characteristic of ICLs has the important cost of not
delivering any resource allocation benefits from price competition.
32 These arguments were part of the explicit policy debate in Australia [Chapman (1997)], New Zealand
[Warner (1999)] and the UK [Barr (2001)].
33 Kenneth Boulding, unpublished lecture, Harvard University, 1972 (as recalled by Glenn Withers).
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and other international aid agencies. The following section examines the experience of
these countries, and derives conclusions as to the relative lack of successful implemen-
tation of ICLs in developing countries.

4.4. Summary

There are several recent applications of the concept of ICL for higher education, and just
about all of are of the risk-sharing form, meaning that the public sector bears the costs
of uncertainty. There are no national risk-pooling loans, nor is there yet an example of
a GT. HCC are just being implemented, but the numbers thus far are small.

There is not a great deal of information or analyses of income contingent financial
instruments. This is due in part to the fact that ICL policy initiatives are still new, and
also that the data requirements of important aspects of ICL schemes are significant.
To address this paucity of information the Section 6 considers in detail the experience
of an ICL in which there has already been considerable research and analysis, that of
Australia.

Some lessons are already clear. One is that ICL of the risk-pooling variety seem
destined to fail, and this can be traced to the adverse selection and moral hazard issues
raised by Nerlove (1975) and others. As well, an essential lesson for public policy is
that collection, design and information issues seem to be critical to the acceptance and
success of loan schemes, a point emphasized in a different form in Section 5.

5. Application issues for income contingent loans in developing countries:
The importance of institutional context and administration

5.1. Application issues for income contingent loans in developing countries:
background

There have been many missions to developing countries exploring higher education
financing reform, with a particular focus on the possibility of introducing ICLs. Specif-
ically and among others, these have been to: Indonesia (1995 and 1998), Papua New
Guinea (1996), Namibia (1996), Malaysia (1999), Ethiopia (2000), Rwanda (2001), the
Philippines (2002 and 2003)34 and Mexico (in 2003). A major problem seems to be that
of implementation and administration.

This section explores the policy debate and intervention with respect to the devel-
oping countries noted above. An attempt is made to draw some lessons from what are
obviously disparate experiences and different challenges; it does become clear, how-
ever, that there are broad points of commonality and shared problems to be addressed in
the reform of higher education financing in developing countries. As a practical guide

34 For a fuller description and analyses of these experiences, see Chapman (2006b).



Ch. 25: Income Contingent Loans for Higher Education: International Reforms 1473

concerning how to go about such reform in a generic sense, a primer is offered to pro-
vide a checklist for productive change in a hypothetical developing country, the essence
of which is based on the case studies.

Chapman (2006b) argues that developing countries, with some notable exceptions,
typically do not enjoy the soundly based, efficient and comprehensive income tax
arrangements that characterize the policy environments of Australia, New Zealand and
the UK, for example. Most often, alternative potential systems of collection – such as
those associated with universal delivery of social security – are also not to be found.
As well, many countries are beset by problems of corruption in public administration,
and their informal economies are comparatively large. There is intense competition be-
tween various priorities for public finances and, due in part to weaknesses in the taxation
system, there is little revenue to ensure propitious public administration.

Where government-subsidized student loan schemes, of any description, exist or have
been tried, failures and extremely high default rates have induced scepticism about the
potential for success of any future programs in this area. The legislative frameworks
surrounding the financial sector are often weak, archaic and/or undeveloped, with the
practical effect that there is little legal recourse where borrowers default on loans. Fur-
thermore, in some countries a culture has developed among students and former students
that relates specifically to student loans: namely, an atmosphere of disregard for the in-
tegrity of student loans as legitimate policies.

Much of the contribution of this chapter is far from unique, and there is an emerging
literature focusing on administrative and institutional constraints related to education re-
forms in developing countries. For example, Ziderman and Albrecht (1995), Johnstone
and Aemero (2001), Salmi (1999) and others analyze the problems associated with the
institution of student loan programs in developing countries. While there has been an
increasing emphasis on imposing charges, and moving student income support away
from grants and toward loans, the significant problems of administration and collection
are an important theme of this literature.

5.2. The ICL adoption debate in developing countries: case studies

5.2.1. Ethiopia

In Ethiopia only 30 percent of children commence primary school. Student numbers fall
sharply at upper secondary level, where substantial up-front tuition fees are charged.
Until only five years ago, higher education had been located exclusively in the public
sector. Ethiopia, however, educates at this level only a minute proportion: 30,000 stu-
dents are enrolled in subsidized or ‘regular’ places. A similar number is enrolled on a
full-fee basis in evening courses and the rapidly burgeoning private sector, however, en-
rolled 9,000 students in 2001. At that point most students paid no tuition fees and were
provided with accommodation, meals and other benefits free of charge.

In 1990 the national government, assisted by the World Bank, began exploring
cost-sharing for public higher education students. As was the case for Australia, New
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Zealand and the UK, a major justification for reform was the inequity of a no-charge
system, it being estimated in the 1990s that private rates of return to tertiary education
were very high, possibly as much as 27 percent per annum.35

The necessary support of various government agencies was initially difficult to se-
cure. Furthermore, while Ethiopia has a robust system of public administration, the
relationships between levels of government – central and regional – are complex, with
taxation arrangements being somewhat convoluted.

Therefore an alternative plan was considered, involving the application of a flat grad-
uate tax collected as a percentage of salary over a set period of years (for discussion of
the conceptual characteristics of a graduate tax, see Section 3.3.3). This is the simplest
possible version of an income related system of deferred payments, and was introduced
in the 2003/04 academic year.

The Ethiopian graduate tax has the following repayment characteristics:36

• payments to be collected from ex-students on the basis of a formula calculated as
a percentage (proposed as 10 percent) of annual income, automatically deducted
from salaries;

• the exemption of around 35 percent of students from payment of the tax, including
teachers and other professionals deemed to be of public interest; and

• there is a discount for an up-front payment for those paying on an on-going basis,
which is apparently 5 percent of expected future average payments.37

The World Bank has broadly applauded the new graduate tax scheme, but offers some
telling criticisms,38 including that:

• the minimum repayment rate of 10 percent looks to be very high for Ethiopian
graduates given their levels of income;

• excusing a large number of graduates from any repayment obligations is question-
able, and if they were also subjected to payments the high rate of 10 percent could
be reduced; and

• the 5 percent discount for up-front payments seem to be too low to encourage any
take-up.

This last point is undoubtedly true, particularly for a scheme in which the collection
mechanism is untested and has a high probability of allowing many debtors to escape
payments. To help ensure efficient and widespread repayments the following institu-
tional reforms are being initiated:

• a proposed collection mechanism to be established within the Social Security
Authority (SSA), whose core purpose until now has been the collection of con-
tributions from provincial and Central Government employing agencies to fund

35 See Project Appraisal Document, Ethiopia Education Sector Development Project, 1998.
36 As described in World Bank Sector Study (2003).
37 It is difficult to understand how this figure was arrived at, or what it means. This is because, unlike a
normal ICL in which the debt is obvious, graduate tax obligation levels are not transparent since they depend
on future income streams. The documents describing the scheme do not clarify this issue.
38 See the World Bank Sector Study, pp. 23–24.
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the retirement incomes of civil servants, utilizing the unique numerical identifiers
assigned to public-sector employees by the Authority;

• extension of licensing provisions regulating foreign private companies to require
them to register with the SSA for the purposes of collecting repayments from
Ethiopian graduates;

• formalization and active encouragement of the extension of the reach of the SSA
to privatized former Government enterprises and assets, and, on a voluntary but
strongly encouraged basis, into other parts of the private sector including foreign
NGOs; and

• restrictions on the issuing of exit visas to graduates to require them to repay their
student loans prior to leaving the country.

Even so, there remains uncertainty that a sufficiently accurate record-keeping system
can be developed which maintains the records of each former student’s repayments and
progressive level of indebtedness. On the positive side it is worth noting that most grad-
uates are employed in the public sector and, since their incomes are known with some
accuracy, the income stream generated from the measure can be predicted. A virtue of
the plan is that, while the amount collected from each graduate will be related to actual
income, ensuring the benefits of default insurance and consumption smoothing,39 there
is no need to calculate and track the payments and remaining debts of each graduate.

However, implementation remains the big issue, and the Ethiopia case highlights the
need for administrative simplicity and promotes to center stage the importance of col-
lection. Johnstone and Aemero (2001) argue that the Ethiopian collection difficulties
are serious enough to mean that any ICL is unlikely to be workable. To date there is no
direct evidence on the success or otherwise of the graduate tax reform.

5.2.2. Namibia

A country of two million people, Namibia has been independent from its colonizers,
South Africa, since only 1990. The legacy of apartheid-based policies is an education
system characterized by racial inequality. Namibia has inherited, however, a relatively
strong legal and administrative framework.

Namibia achieved independence from South African rule in the early nineties. The
country’s student financing arrangements were a legacy of the former colonial regime.
In 1996, following sustained and widespread student unrest surrounding the nation’s
selective bursary scheme, the Namibian Government, in conjunction with a wealthy
international philanthropic organization, approached the World Bank for assistance.
A steering committee, composed of government and nongovernment representatives,
was established. This committee selected an Australian consultant (Jane Nicholls),
whose visit to Namibia was funded by the Bank. The consultancy resulted in a proposal
for a universally-applicable program of financial assistance which was subsequently
implemented on a national basis.

39 These are considered in detail in Section 3.
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At this time Namibia’s higher education system was compromised by a fundamental
breakdown of the country’s system of student financial assistance. This had consisted
of a bursary scheme designed to provide bonded scholarships and grants for students
willing to commit to work in the civil service following graduation. Bursaries were
allocated on the basis of academic merit rather than need, a consequence being that the
system was unpopular with students. Since severe cutbacks in public sector recruitment
meant that many bonded graduates could not find work a consequence was that many
were required to repay the government an amount equal to their bursary assistance.

The replacement developed for the bursary scheme was based on cost recovery, and
represented a radical change in policy. It is universal, rather than selective, and requires
those students choosing to take advantage of the assistance to repay the government
on an income contingent basis following graduation. The scheme replaces grants with
loans.

The policy reform is designed to provide a leverage point, through financial in-
centives, to encourage students into courses where labor market needs are seen to be
greatest. Two types of financial assistance are provided – scholarships, for students in
greatest financial need and also for those prepared to undertake courses in areas of high
economic priority, and loans for other students. These are in two categories: smaller
loans covering tuition fees only, and larger ones that go to living costs. Thus there is
considerable flexibility both for students and for the government, and this presumably
matters with respect to influencing student choice.

The plan involves establishing the scheme legally as a Fund, with powers to invest
and borrow money, but required under its legislation to take the advice of the govern-
ment on certain policy matters. Namibia does not have a taxation system of sufficient
reach to render it suitable for collection purposes as part of the scheme. Instead, the
Social Security Commission was identified as a suitable collection agency, because of
its potential to track graduates through unique numerical identifiers and a computer-
ized record-keeping system. Repayments will be pegged to graduates’ salaries and are
payable only when a specified salary threshold is reached.

The scheme is designed to enable students to select the level of financial assistance
they need, and the government to adjust financial incentives and assistance levels as
necessary. The new program is seen by Chapman (2006b) to be a potentially more
effective means of assisting students than the former bursary regime. What is not yet
clear is the extent to which the proposed collections system can operate efficiently, but
inevitably there will be problems. Again, collection difficulties loom large.

5.2.3. Indonesia

In 1995 as a component of its Engineering Education Development Project designed to
assist public-sector tertiary education institutions, the Asian Development Bank piloted
a small income contingent student loan scheme as part of a student financial assistance
package. Design commenced during the project’s planning phase in 1995. Due to the
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1997 onset of the Asian economic crisis, however, project implementation was delayed
until 1998, when an Australian team, including a student financing consultant, Jane
Nicholls, commenced work in Jakarta.

Indonesia lacks a sound public administrative infrastructure that might underpin a
collection system for an income related student loan program. In Chapman (2006b) it
is argued that the country is apparently beset by ongoing economic and political diffi-
culties, its legislative system is weak, and the legal framework surrounding the financial
system is particularly so. Thus Indonesia might seem to be a poor candidate for a pro-
gram of student loans.

In this, as in many developing countries, the history of government-subsidized student
financial assistance schemes has been vexed. A previous loan scheme had collapsed,
and this was run through a commercial bank with default rates being over 90 percent.
Attempts to design and establish an ICL scheme for Indonesia have been associated with
an Asian Development Bank (ADB) project concentrating on engineering education in
twelve selected public-sector universities and polytechnics. The initial design phase for
the program took place in 1995: implementation, originally scheduled for 1997, was
delayed until 1998 following onset of the Asian financial crisis in that year.

The central feature of the Indonesian scheme as proposed at the time involves an
advance of a lump sum [originally (US)$3 million] to (BNI) the national bank, which, as
the largest public-sector bank, has branches on every university campus. This bank also
serves as the vehicle for financial transactions between the government on the one hand
and public universities and polytechnics on the other. The funds are advanced subject
to a detailed agreement between BNI and the government (established according to a
Heads of Agreement signed between BNI and the ADB in late 1995). The essential
agreement entails the commercial bank having full access to the funds in return for
administering and financing the loan scheme.

Following the financial crisis of 1997–1998 the proposed scheme was replaced by
a much less ambitious, small-scale, locally based grant and emergency loan program.
Funding for the financial assistance scheme was also reduced. While the government
has promoted the intention to implement such a program when economic circumstances
permit, it seems unlikely in 2006 that ICLreform will transpire over the next few years.

5.2.4. Rwanda

Like many African countries, Rwanda’s 7,000 higher education students receive free
tuition and grants to cover the cost of board and lodging. Secondary school students,
on the other hand, pay tuition fees: therefore those eligible to enter university come
from relatively privileged backgrounds. University students receive substantial public
subsidies, and as graduates they also enjoy significantly higher average lifetime earnings
than do nongraduates [see Chapman and Fraser (2000)].

The UK Department of International Development financed a consultancy to examine
proposals for higher education reforms in 1999, involving Bruce Chapman and William
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Fraser. It was recognized at the time that there was an apparent need to expand the
country’s higher education system and sources of finance other than government fund-
ing needed to be found. Resources could then be used to eliminate the up-front fees
in secondary schooling, seen to be responsible in part for the very low participation of
poor young people in any form of post-primary education. Ideally, this would mean the
introduction of deferred payment, not only for a share of tuition costs (for example,
20 percent), but also for the grant provided for students’ board and lodging. This latter
amount represents a sum almost equivalent to the full average course costs per capita.

A UK Department of International Development study [Chapman and Fraser (2000)]
suggested that, initially, tuition charges should be imposed, along with a deferred-
payment scheme, with the proceeds being used to help move secondary schooling
arrangements away from up-front fees. The case has been made that the higher ed-
ucation grants scheme is also in need of reform, and that savings in this area could
similarly be used to decrease up-front secondary schooling costs. A movement from
grants to loans would seem to be justified if the imposition of an income related repay-
ment system could be established and found to be workable.

Chapman and Fraser (2000) note that the country has a system of unique numerical
identifiers available to all from the age of 16, and that this arrangement is manda-
tory from age 18 years. Their plan suggested that upon enrollment, students would be
given the option of paying their tuition charge up front, at a lower rate, or otherwise
of deferring payment until following graduation when they would repay on an income-
contingent basis. The higher education institution would be required to establish a new
record for each enrolling student who has chosen to defer payment, along with the year
of study and the course charge applying.

Rwanda has an income tax collection system that could be used to collect repayments
from graduates, via deductions from salary made by employers. Graduates could be
asked to produce evidence that they have paid their university charge in full. Where they
have not done so, the employer would be required to keep a record of the graduate’s
unique personal ID number and to remit payments monthly, along with income tax,
at the rates suggested under the scheme; for example, of 2, 3 or 4 percent of salary,
dependent upon taxable annual income.

It was suggested that the tax authority (Rwanda Revenue Authority) could adjust
the individual records of graduates and remit the payments in turn to the Government
of Rwanda Treasury. A variant on this scheme would involve the establishment of a
separate administrative body, which would manage the scheme. The Commissioner
General of the Rwanda Revenue Authority has suggested that the organization is ad-
ministratively able to carry out the functions as specified under the suggested structures.
However, by 2006 no concrete advances had been made toward the implementation of
a Rwandan ICL and, as with similar cases, there is the real potential that collection dif-
ficulties as well as a lack of strong political commitment to change loom sufficiently
large to make its successful implementation unlikely.
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5.2.5. The Philippines

The Asian Development Bank (ADB) has had long-standing concerns about the fail-
ure of publicly financed student loan schemes in the Philippines. In connection with a
proposed higher education financing reform project, a Filipino consultant produced a
design for a program for the public higher education sector in 2001, but this relied ex-
clusively on private-sector funding and was considered unworkable. A subsequent ADB
project, aimed at the technical-vocational education and training sector, was imple-
mented on contract by an Australian consultancy company in 2003–2004. The project
included a small student loan component, intended as a pilot for a more broadly based
scheme. Project design specified that this should, if possible, be based on an income
contingent repayment principle.

Like many other developing countries, the Philippines has experienced severe prob-
lems in the implementation of student loan schemes. The government’s ‘Study Now,
Pay Later’ (SNPL) program in higher education, a conventional loan in which repay-
ments are made on the basis of time, is offered right across the sector (including the
extensive private college and university system) but the take-up rate is very low. This
is due largely to the modest level of funds available to borrowers, and these have not
increased since the program was initially established in 1975.

Since its introduction repayment rates have dropped to around two percent. A feature
of the climate surrounding loan schemes in the Philippines is that students, their families
and even their teachers and lecturers often seem to regard loans simply as handouts. This
creates an obvious difficulty for those responsible for policy credibility in this area.

Small-scale loan schemes have been more successful than the SNPL program, es-
pecially in private higher education, where institutionally based arrangements have
enabled students effectively to stagger the payment of tuition fees over the academic
year. Notably more successful – achieving repayment rates of up to 98 percent – have
been micro-credit programs in both higher education and the technical/vocational edu-
cation and training (TVET) sector, where students and trainees have been able to borrow
to meet costs associated with practical work and projects.

In 2001–2002 an attempt was made to design a higher education student loan scheme
as part of an Asian Development Bank project – the Education Sector Development
Project. Design parameters required the program to be financed entirely from the pri-
vate sector: this factor created severe difficulties and so far no credible, potentially
sound model has emerged, although in the longer term it may be possible to estab-
lish a program that utilizes the administrative structures and the financial resources of
the country’s two major pension funds. These organizations, however, were initially
involved in the failed SNPL program, a central reason for the failure being that the gov-
ernment provided a 100 percent guarantee to administering institutions against default,
thus providing no financial incentive to collect repayments.

In 2003 a small-scale program was proposed for the public TVET sector in the
Philippines. Again, this was associated with an ADB project, this time the Technical
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Education and Skills Development Project (TESDP). Thus far little progress has been
made in its implementation.

5.2.6. Mexico

The current Mexican public higher education system is one in which there are no tu-
ition charges for students, and is characterized by excess demand (a large number of
prospective and qualified students are unable to gain public sector places). Moreover,
it is very likely to be the case that individuals from the least advantaged backgrounds
have less access to the system than do others. There is a compelling case for increasing
the financial resources available to allow increased enrollments and improvements in
service, and that this should be financed in part by tuition charges.

However, a challenge is how to redress current inequities and facilitate an expansion
without diminishing access to the system of talented prospective students. Analysts have
argued that a possibly fruitful approach would be through the use of an income contin-
gent loan scheme.

The fact that there is no charge for higher education students in Mexico implies that
the system is regressive. There are two aspects.

The first relates to the socio-economic background of students. Data supplied by the
SOFES group from the Census suggests strongly that higher education students come
disproportionately from the most advantaged parts of Mexican society. For example, as
measured by household income, it was suggested that less than 7 percent of the bottom
two deciles of youth attend university, but that this figure is around 90 percent of the top
two deciles.

The second concerns the private benefits associated with being a university graduate.
This has been addressed in the typical human capital approach concerning estimations
of Mexican private rates of return to higher education, and the data show that these are
apparently very high, upward of around 25 percent.40

According to Mexican higher education officials currently there is considerable ex-
cess demand by prospective student for public university places. It is apparently the
case that up to 80 percent of new prospective students each year are not offered en-
rollment, and it is considered that around half of this group are qualified for entry and
would likely benefit from the investment. Many of those rejected consequently enroll
in the private university system where, although there is a small student loan scheme
(SOFES) available, a majority pay up-front tuition without student loan assistance.

Together with the data concerning socio-economic background there seems to be
little doubt that in a lifetime income sense Mexican university graduates are relatively

40 These findings are reinforced in Roman (2003) for Mexico City, using the National Survey of Urban
Employment, where it is suggested that in 2002 degree holders earn around 60 percent more than those
without.
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advantaged, arguably significantly so. Having the public sector cover the vast majority
of the direct costs is unquestionably regressive. Thus the basic equity point for charging
higher education students for part of the costs is easy to establish in Mexico, as it is in
other countries.

It is unclear at this stage if the pre-conditions outlined above can be met in Mexico.
The most important of these, the capacity to determine with accuracy students’ future
incomes, has been explored in discussions with tax officials who have suggested that the
potential is there. For example, there is a unique identifier system, with photo ID, which
is required for employment and which is used in the collection of income tax. This is an
essential pre-requisite, but additional exploration of the possible successful operation of
the collection system would be of great value. The reform debate, initiated in 2003 with
the assistance of the World Bank, is currently in abeyance, in part because of political
concerns with respect to the likely unpopularity of the introduction of a charge even in
the context of an ICL system.

5.3. ICL implementation requirements

5.3.1. Introduction

The countries under discussion above are very different. While the differences matter,
there are several essential policy anchors that remain central to the successful develop-
ment of any higher education financing arrangement based on the principle of income
contingency. In this section these general points are now considered.41

5.3.2. Administrative and legal preconditions

In Australia and other countries in which an ICL system has been introduced, this has
been a relatively simple matter from an administrative point of view. The reasons for
this are that the public administration systems of these countries feature a strong legal
framework, a universal and transparent regime of personal taxation and/or social se-
curity collection, and an efficient payment mechanism. The last involves computerized
record keeping of residents’ vital financial particulars and, very importantly, a universal
system of unique identifiers (usually numbers, often accompanied by an identity card).

Under these circumstances it is not complicated to identify and track individual cit-
izens over time and space. It is not expensive, moreover, to tack onto some existing
tax collection mechanism an additional function: the collection of payments from ex-
students, on the basis of a fixed proportion of income.

41 A useful addition to this discussion is the checklist for deferred repayment schemes offered in Ziderman
and Albrecht (1995), pp. 164–167.



1482 B. Chapman

In the developing world, however, as we have seen, these preconditions are often
lacking. Administrative systems are likely to be weak, and often rely on intensive and
inefficient manual record keeping. Taxation regimes may be shaky or even corrupt, and
usually no reliable system of unique identifiers exists. Financial regulation, bankruptcy
laws and contract laws are often ineffectual. Nevertheless, it is in these countries, where
social and economic inequalities are usually profound, that even a modest up-front
charge for higher education constitutes a significant barrier to participation for citizens
other than the very privileged.

The economic and political rationale, however, for the imposition of at least a low
level charge for higher education is compelling: in countries characterized by serious
inequality the comparative economic benefit accruing to graduates, compared to other
citizens, is clear. And if it can be done efficiently on the basis of income contingency this
is preferable in economic terms, as explained in Sections 2 and 3. The major challenge
is how to achieve these positive policy goals in the face of the difficulties described.

5.3.3. Minimum requirements in summary

The minimum conditions ideally required in order to implement a successful system
are:

• a reliable, preferably universal, system of unique identifiers;
• accurate record-keeping of the accruing liabilities of students (while studying);
• a collection mechanism with a sound, and if possible, a computerized record-

keeping system; and
• an efficient way of determining with accuracy, over time, the actual incomes of

former students.
Some would argue that a further basic requirement for the introduction of ICL is a strong
legal framework and functional judicial system. Indeed, it is hard, from a developed-
world perspective, to imagine implementing a workable scheme outside this context.

While the above noted four conditions for the implementation of an ICL are hard to
achieve, it is worth noting that three apply also to the collection of any kind of loan. The
exception involves determining with accuracy, over time, the actual incomes of former
students. This particular criterion is likely to be the most difficult institutional barrier to
ICL loan and tuition reform in developing countries.

It should also be recorded that political commitment to change is a necessary, albeit
not sufficient, condition for change. In Australia, New Zealand and the UK, it was clear,
or became clear over time, that the higher education systems would inexorably dete-
riorate without funding reform, and that the main players were prepared to live with
short-term political costs to achieve longer-term social and economic benefits. In some
of the countries considered above it is not obvious that this is the case; in the absence
of a different political landscape there is little doubt that required funding reforms will
not eventuate.



Ch. 25: Income Contingent Loans for Higher Education: International Reforms 1483

5.4. Necessary steps for implementing an ICL

The discussion of different countries’ schemes or proposals clarifies what steps might
be necessary in a generic sense in setting up an income contingent loan scheme. In
theory and in summary the system might work as follows:

(i) upon enrollment students choose between an up-front payment, or incurring a
debt reflecting course costs and living expenses;

(ii) those paying up-front do not have to be followed further, but might be later if
they choose to incur debt in following years of study;

(iii) those incurring the debt are issued with a social security number by the univer-
sity (which has access to blocks of unused numbers);

(iv) the number a student receives is unique and will apply also to that student’s
future pension arrangement (if applicable);

(v) the size of the debt is recorded and the information is communicated to the
(new) higher education unit in the Ministry of Finance;

(vi) a higher education debt record is set up, which will be unique for each student;
(vii) at the time of employment the former student is required to let the employer

know what their number is, and the employer is required by law to remit debt
repayments (contingent on the employees’ annual income and the repayment
parameters) to the relevant tax authority (this remittance could take the form of
with-holding, as is currently the case with respect to income tax);

(viii) the relevant tax authority is required to remit the debt repayment to the higher
education unit in the Ministry of Finance, where the unique identifier allows a
former students’ debt to be adjusted accordingly; and

(ix) after the debt is repaid in full the Ministry of Finance lets the employer know
that no further obligations exist, and the employer ceases collection from that
former student.

5.5. Summary

The systems and structures most resembling those prevailing in the ‘template’ countries,
such as Australia, New Zealand and the UK, will not generally be available. It should
be clear that if the right administrative arrangements are not available the institution of
an ICL is not viable.

In many countries there are severe difficulties associated with the establishment of
ICL policy integrity, credibility and collection. Even so, at the same time there seems
to be an important economic and social case for charging tuition. Given this policy
context, both Johnstone and Aemero (2001) and Chapman (2006b) suggests that it may
be desirable to proceed with the imposition of up-front fees and scholarships instead
of ICL. Johnstone and Aemero (2001) offer considerable scepticism with respect to the
possibility of applying ICL in developing countries, and the evidence seems so far to be
consistent with their perspective.
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The case for and against the promotion of ICL policy for higher education financing
in developing countries can be expressed with reference to the discussion of both the
theoretical issues and the problems of administration examined above. The issues for
the policymaker are as follows.

A workable risk-sharing ICL higher education financing policy is the approach most
likely to deliver outcomes consistent with economic theory. That is, unlike alternatives
such as government guarantees to banks for commercial loans, ICL offer default protec-
tion for both lenders and debtors. As well, because a student’s loan repayments can be
designed to be a relatively low proportion of expected future taxable income, ICL offer
the prospect of agents making career choices which are insensitive to debt obligations.
An implication would seem to be that this type of debt promotes relatively effective job
matching and thus arguably results in higher levels of allocative efficiency.42

These arguments rest on the assumption that an ICL can be instituted in an oper-
ational efficient way. However, if this is unlikely to be the case, as still seems to be
the case presently in most of the developing countries examined above, policymakers
have an inferior set of choices: to charge tuition without adequate default protection
for borrowers; or to have highly regressive systems with no tuition. Currently for most
developing countries the preferred policy appears to be the latter.

6. A detailed case study of a risk-sharing ICL: Australia, 1989–200343

6.1. Introduction

The analysis and discussion presented above suggest that, if it can be made operational,
a risk-sharing ICL is the higher education financing approach most likely to be consis-
tent with economic (and social) principles. This raises the critical empirical question for
policy: what are the effects of such schemes? Addressing this is problematic.

The difficulty relates to the fact that ICLs of this genre are both unusual and histor-
ically quite recent. As noted, the first national scheme was introduced in Australia in
1989, and while New Zealand, South Africa, Chile and the UK have adopted broadly-
based ICLs of this type, preceding discussion has suggested that there is a paucity of
information on the implications of ICL in these countries. With respect to Australia,
however, there has been considerable research on the topic. Consequently, this section
focuses on the Australian experience.

42 To be valid, this assertion would seem to rely on the notion that ‘normal’ (non-ICL) loans are a nonoptimal
financing mechanism. This case has been argued in Section 2.
43 Much of the discussion in this section relies on Chapman and Ryan (2002). Chris Ryan is not responsible
for errors and omissions.
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6.2. HECS described

6.2.1. Background

In 1989, faced with a burgeoning demand for higher education services, and a reluc-
tance to finance the required expansion from tax revenue, the Australian government
introduced a radical scheme of education charges [described in Chapman (1997)].
The Australian experience with a risk-sharing ICL, the Higher Education Contribution
Scheme (HECS), is relatively long-lived in policy terms, in 2006 aged 17. While many
other countries introduced ICL after the beginning of the 1990s, HECS is the most stud-
ied in all dimensions. These are the reasons that the Australian policy is now reported
in detail.

In 1989 HECS was characterized by the following:
• a charge of A$1,800 (1989), pro-rated by course load, but with no variation by

discipline;
• on enrollment students could choose to incur the debt, to be repaid through the tax

system depending on personal income; or
• students could avoid the debt by paying up-front, which was associated with a

discount of 15 percent (later increased to 25 percent);
• those students choosing to pay later faced no repayment obligation unless their

personal taxable income exceeded the average income of Australians working for
pay [about A$22,000 (1989) per annum];

• at the first income threshold of repayment a former student’s obligation was 2 per-
cent of income, with repayments increasing in percentage terms above the thresh-
old; and

• apart from the fact that HECS could be paid up-front with a discount, there was no
additional interest rate on the debt, although the debt and the repayment thresholds
were indexed to the CPI.

While in 2006 its essence remains, HECS has changed significantly from 1989, most
importantly in 1997. At this time there were three significant reforms. One, all the
charges increased significantly, by about 40 percent on average. Two, differential
charges were introduced according to a student’s course of study, with the new charges
essentially reflecting cost differences. And three, the income thresholds for repayment
were reduced significantly.44

6.2.2. HECS tuition charges described

Students intending to enroll in Australian universities in 2001 faced tuition charges that
varied by course. The bands are now shown in Table 1.

44 Chapman and Salvage (1998) argue that the last of these changes was the most likely policy variation to
affect access.
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Table 1
HECS costs by band, 2001

HECS band HECS cost for each
full-time year (A$)

Disciplines

Band 1 3,521 Arts, Humanities, Social Studies/Behavioural Sciences, Education,
Visual/Performing Arts, Nursing, Justice and Legal Studies

Band 2 5,015 Mathematics, Computing, other Health Sciences,
Agriculture/Renewable Resources, Built Environment/Architecture,
Sciences, Engineering/Processing, Administration, Business and
Economics

Band 3 5,870 Law, Medicine, Medical Science, Dentistry, Dental Services and
Veterinary Science

Source: Commonwealth Department of Education, Training and Youth Affairs (2001). HECS: Your Questions
Answered.

These charges meant that Arts graduates at the time who completed their course in
three years would incur a HECS debt of between A$10,000 and A$11,000, a Science
graduate would have had a debt of just over A$15,000, and a Law graduate (typically a
four-year course) would have incurred of debt of around A$20,000. Debts are indexed
to inflation (the Consumer Price Index), and thus there is a zero real interest rate for
those choosing the pay later option, but initially there was a 15 percent discount for
those paying up-front.

6.2.3. HECS repayment parameters

Students can choose either to pay their HECS charges at the time of enrollment or defer
payment, in which case repayments are collected through the tax system. Those who
choose to pay their HECS charges up-front now receive a discount of 25 percent, but the
implications of this are not necessarily what they seem. Those opting to defer payment
and repay the debt after graduation receive interest rate subsidies equal to the real rate
of interest for each year the debt remains unpaid. A consequence is that students who
take the pay-later option will receive greater subsidies the longer it takes to repay the
debt (that is, the lower their future income).45 The ‘discount’ effectively introduces a
blunt form of a real rate of interest.

The majority of students choose to defer payment of the HECS charge, and for them
repayments commence when individual annual income exceeds a minimum threshold
level. In the 2000–2001 taxation year, this minimum threshold was A$22,346 per an-
num, or about 65 percent of Australian average earnings. The repayment conditions are
shown in Table 2.

What these parameters mean for typical graduates is now described.

45 For analysis of the extent of the subsidy see Chia (1990) and Chapman and Salvage (1998).
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Table 2
HECS income thresholds and repayment rates, 2001–2002

HECS repayment incomes in the range (A$) Percent of income applied to repayment

Below $23,242 Nil
$23,242–$24,510 3
$24,511–$26,412 3.5
$26,413–$30,638 4
$30,639–$36,977 4.5
$36,978–$38,921 5
$38,922–$41,837 5.5
$41,838 and above 6

Source: Australian Taxation Office, Repaying your HECS debt 2000–2002.

6.2.4. HECS repayments by age for typical graduates working full-time

It is instructive to illustrate the effect of these charge levels and repayment parameters
on the after-tax incomes of graduates working full-time, by age. In what follows the
2001 HECS repayment parameters have been applied for male and female students,
assuming: they begin a four year Science degree at age 18, graduating at age 22; and,
after graduation take a full-time job earning the average income by age of graduates of
their sex. The earnings function data have been derived from the Australian Bureau of
Statistics 1995 Income and Household Survey, updated to 2002 Australian dollars.46

The results for males and females respectively are shown in Figures 2 and 3.
The data of Figures 2 and 3 illustrate the following: male science graduates earning

average graduate incomes for those working full-time will repay HECS in about 8 or 9
years; equivalent females will repay HECS after about 12 years. The above data are
offered to illustrate typical HECS repayments. Of course, there will be a large variation
in repayment profiles given that annual contributions depend on individual graduates’
incomes. Micro-simulation analysis of repayment profiles of HECS illustrates this point
[see Harding (1995)].

The main conclusion from the figures is that a male graduate working full-time takes
on average around 9, and a similarly employed female graduate around 12, years to
repay typical HECS debts. There will necessarily be a large variance with respect to
the time taken to repay, a natural consequence of an ICL; this issue is now considered
in the context of earlier conceptual discussion concerning the consumption smoothing
benefits of an ICL.

46 In 2002 the US:Australian exchange rate was about 0.65:1.
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Figure 2. Earnings before and after HECS: graduate males working full-time, 2002 (A$). Source: Chapman
and Ryan (2002).

Figure 3. Earnings before and after HECS: graduate females working full-time, 2002 (A$). Source: Chapman
and Ryan (2002).
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6.2.5. HECS repayments by age for graduates not working full-time

The illustration of the age related repayments of HECS for full-time workers is of policy
interest but does not highlight the consumption smoothing potential benefits of ICL.
This is because the consumption smoothing benefits of ICL repayments matter most
when a graduate’s lifetime income stream has a high variance.

Chapman (2006b) illustrates the point by comparing HECS and bank repayments
as a proportion of annual income for a hypothetical graduate who experiences signif-
icant variations in income in the 10 year period following graduation. In the example,
the hypothetical graduate is full-time employed and earning the income of the average
graduate from age 22 to age 25, then receives social security for 4 years. Then at age
29 the graduate is assumed to be employed part-time until age 32, after which income
is assumed to be the average of full-time graduates of that age and sex.

The exercise reveals that graduates in the above circumstances face extremely dif-
ferent after-debt incomes if they are repaying HECS compared to if their student loan
repayments are for a bank loan (with repayments thus being required at a constant level
over time). In the example, the HECS repayment obligation is never greater than around
6 percent of income, and zero when income is relatively low, but the bank loan repay-
ments are up to 25 percent of income in periods of low income. The point is clear: ICL
can deliver important levels of consumption smoothing.

6.2.6. HECS revenue

The discussion following relates to the stream of revenue received by the government
from HECS. As noted above, students have the choice of paying their HECS charges
upon enrollment, or through the tax system. Figure 4 shows the revenue received by the
government from 1989 to 1999, and projections of future payments to 2005.

Up-front (‘voluntary’) payments and repayments through the tax system (‘compul-
sory’) are shown separately in the figure. It is of interest that even in the first year of
HECS around A$100 million was raised from up-front payments encouraged by the
(then) 15 percent discount. The policy implications of this are significant: it shows that
the introduction of an ICL can provide substantial revenue quite quickly.

Not surprisingly, repayments through the tax system were modest in the early years of
the operation of HECS. This is because very few graduates earned incomes high enough
to require repayment. However, income contingent repayments increased substantially
as more graduates became eligible for repayment, thresholds were lowered and a higher
proportion and number of graduates faced higher repayment rates.

Taken together, up-front fee and income contingent repayments through the tax sys-
tem now represent a very significant and growing proportion of the cost of higher
education in Australia. In 2001 students provided over A$800 million, which is around
20 percent of the total recurrent costs. In 2006 it is projected that this proportion will
rise to over 30 percent.
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Figure 4. Actual and projected HECS revenue: 1989–2005 (A$). Source: Commonwealth Department of
Education, Science and Technology, as reported in Chapman and Ryan (2002).

6.3. The effect of HECS on the access of the disadvantaged

6.3.1. Background

HECS was designed, in part, to minimize the extent to which the imposition of a charge
would preclude the participation of poor prospective students. This is a critical issue for
policy, and dominated political debate at the time. Fortunately there is now considerable
evidence on the effects of HECS on the access of the disadvantaged to higher education.
Many researchers, including the author of this chapter, have contributed.

6.3.2. The literature

Two approaches have been used to assess the impact of HECS on the participation of the
poor. The first has been to ask prospective students about the factors influencing their
higher education participation decisions. The second has been to test statistical relations
on the question of whether or not higher education participation behavior differed be-
tween socio-economic groups after HECS was introduced, and after the radical changes
introduced in 1997. Some of these analyses are now described briefly.

Andrews (1999) measured changes in proportions of first-year higher education stu-
dents from relatively poor backgrounds, as measured by the average income of their
local area. His research showed that the share of students from the lowest income quar-
tile did not change after HECS charges and repayment conditions became less generous
for students in 1997. Andrews also analyzed attitudes to debt by individuals according
to income, and concluded that patterns in Australia tend to reflect an urban/rural di-
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chotomy rather than any variation by income. Andrews concluded that neither higher
HECS charges nor the lowering of the income repayment thresholds affected the higher
education participation of poor groups.

Other studies concerning the participation of the poor have utilized individually based
income measures. Long, Carpenter and Hayden (1999) and Marks, Fleming, Long and
McMilan (2000) use panels of longitudinal data from the Youth in Transition Survey
conducted by the Australian Council for Educational Research to identify the extent to
which education participation changed in Australia from the 1980s to the late 1990s.
These studies use an indirect wealth index constructed from responses by individuals to
questions about the presence of material possessions in their houses at around age 14.

Not surprisingly, the results of the above studies suggest that wealth is strongly pos-
itively related to individuals’ higher education participation. While Long et al. (1999)
found also that higher education participation differences by wealth widened initially,
they suggest that this trend was evident in the earlier cohorts, and not obviously related
to HECS. The Marks et al. (2000) research added a new cohort to the same panels em-
ployed by Long et al. Their research suggests that socio-economic status became less
important in determining higher education participation in the late 1990s than was the
case for earlier cohorts. That is, HECS did not seem to be associated with lower higher
educational participation of relatively poor prospective students.

There are a number of methodological and measurement questions in both the Long
et al. and Marks et al. exercises. These issues are considered in Chapman and Ryan
(2002) in exercises using the same data sets, and this research is described below.47

As well as the analysis of Andrews (1999), the Australian government has under-
taken recent research focusing in particular on the potential effects on applications and
commencements as a result of the 1997 HECS changes. Aungles, Buchanan, Karmel
and MacLachlan (2002) explore time series relationships concerning university appli-
cations, and find a small but significant decrease after 1996, when HECS charges and
repayment rules became much less generous for students. However, there are only 14
observations in the data, and very few controls.

The same authors use local area averages concerning education and occupation [the
same approach adopted by Andrews (1999)] to explore the possibility of there being an
effect on commencements of the relative disadvantaged from the 1997 HECS changes.
In general there does not seem to be an issue, except for a small number of males with
respect to the courses in which the HECS charge increased the most. Chapman and Ryan
(2005) found a similar effect in direction terms, but it was not statistically significant.

With what is arguably an improved approach, Chapman and Ryan (2002, 2005) ad-
dress the following questions. What was the level of university participation with respect
to family wealth of 18 year olds: before the introduction of HECS (as measured in
1988); sometime after this (as measured in 1993); and after the marked changes to the
scheme in 1997 (as measured in 1999).

47 Background technical explanations are not apposite here: what matters for the current exercise are the
additional insights into the effects of HECS on the access of poor prospective students.
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Figure 5. Proportion of 18-year-olds undertaking a degree by family wealth, persons. Source: Chapman and
Ryan (2002).

For each year Chapman and Ryan (2002) considered only 18 year olds and these
groups were classified into three wealth categories: those from the bottom quartile; those
from the top quartile; and those from the middle two quartiles. These classifications
allowed measurement of the proportion of young people enrolled in higher education
from different wealth backgrounds. Figure 5 shows the results.

The data of Figure 5 should be interpreted as follows. For each of the years 1988,
1993 and 1999 the bars show the proportion of those aged 18 who were enrolled in
higher education from the three wealth categories. There are three significant results.

First, before the introduction of HECS, there was a clear relationship between enroll-
ment in higher education and measures of family wealth. Specifically, the proportions
enrolled from the lowest, middle and highest groups were respectively around 19, 24
and 36 percent. Second, the data show that higher eduction participation rates did not
fall for students from any family wealth group after the introduction of HECS. Even so,
the increase in the proportion of young people attending university was clearly larger
for those from the middle and highest wealth groups. Third, the large changes to HECS
introduced in 1997 had no adverse effects on participation for members of any wealth
group; indeed, there were large higher education participation increases for those from
all family wealth backgrounds.

Chapman and Ryan (2005) report parametric tests of these relationships, differen-
tially by sex, and allowing nonliner effects of policy changes over time. As well, they
explored the effects of policy announcements on high school students’ intentions to
enroll. Their conclusion is essentially that reached by other research: there is no ev-
idence that the introduction of, and changes in, HECS have affected significantly the
socio-economic composition of the higher education student body.
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Hume (2004) also explores the issue of socio-economic mix changes after the radical
changes introduced to the Australian system in 1997. Hume used different data sets –
the Australian Longitudinal Survey in 1995, and the Australian Youth Survey in 1998
– to determine if there were changes in the socio-economic mix of (different) students
with respect to enrollments in particular types of courses. The important point is that
the charges had changed markedly in 1997, so this ‘natural experiment’ allowed an
innovative and indirect tests of the extent to which the changes affected enrollment
behaviors. Hume concluded that there were not discernible differences in enrollment
patterns between the two survey dates. The result is consistent with all other research
on enrollment patterns and the role of HECS.

6.3.3. The research on HECS and access: conclusions

The conclusions from the Australian research with respect to socio economic mix and
access are as follows.

(i) The relatively disadvantaged in Australia were less likely to attend university
even when there were no student fees. This provides further support for the view
that a no-charge public university system (that is, financed by all taxpayers) is
regressive.

(ii) The introduction of HECS was associated with aggregate increases in higher
education participation.

(iii) HECS did not result in decreases in the participation of prospective students
from relatively poor families, although the absolute increases were higher for
relatively advantaged students.

(iv) There was a small decrease in the aggregate number of applications after the
1997 changes, but no apparent decreases in commencements of members of low
socio economic groups;

(v) The significant changes to HECS introduced in 1997 were associated gener-
ally with increases in the participation of individuals irrespective of their family
wealth.

(vi) There was a small decrease in enrollments in the most expensive courses of
relatively poor males after the significant charge increases introduced in 1997,
although in one of the exercises reporting this result the effect was not statisti-
cally significant.

These conclusions raise some important points. First, with respect to the effects of the
scheme on participation, it does not follow that HECS per se resulted in an increase
in the demand for higher education. Indeed, if this were the case it would constitute a
curiosity for economic theory, since the result would suggest that increasing the price
of a service increases also the quantity demanded.

Understanding the positive relationship between the introduction of tuition and higher
education participation is assisted through consideration of the theoretical framework
of Finnie and Usher (2006). The critical point they make is that typically many pub-
lic higher education systems are supply-constrained, and this was certainly the case in
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Australia at the time of the introduction of HECS. The effect of the introduction of the
scheme was to encourage the government to outlay substantially more resources for
university places given the promise of higher future revenues.

Second, the apparent finding that neither the introduction of, or changes to, HECS
had no apparent effects on the access to the system of poorer students should not be
interpreted to mean that risk-sharing ICL schemes have a unique capacity to protect the
disadvantaged from any adverse effects of tuition. Indeed, an important finding from the
disparate case studies examined in Teixeira, Johnstone, Rosa and Vossensteijn (2006)
is that the socio-economic mix of higher education students seems fairly insensitive to
funding regimes. That is, marked changes in the levels, incidence and nature of grant
and loan support systems (and tax and other fiscal incentives) do not seem to affect
significantly the proportion of enrollments of students from different family wealth
backgrounds.

It follows from the above that claims suggesting particular financing systems are
special because they do not affect the socio-economic composition of higher educa-
tion should not be taken at face value. This implies that the findings of Carneiro and
Heckman (2002) reported above are robust: access to tertiary education is determined
in the main by lifetime educational circumstances. If this is so it implies that the rel-
ative advantage of ICL lie in their consumption smoothing properties rather than their
implications for access only.

6.4. Summary

There are several significant findings from this detailed investigation of the effects of
ICL in the only country in which such a scheme has been closely examined with respect
to a range of economic and social outcomes, Australia.

First, HECS has turned out to be very inexpensive in administrative terms [Chapman
and Ryan (2002)]. That is, while around (2001) A$800 million is currently collected per
annum, it costs less than 2–3 percent of this to administer. This is traceable to the facts
that students’ debts, and their collection, were faICLy straightforward given the mech-
anisms of the Australian Taxation Office – a point emphasized in ensuing discussion of
other countries’ administrative arrangements.

Second, HECS has been associated with the delivery of considerable revenue, of the
order of (2001) A$8 billion over the 14 years after its introduction. It is projected that
the system will provide around (2001) A$1.2 billion per year by 2005, which will be
about 20 percent or more of annual recurrent costs.

Third, it appears that from a range of different approaches there have apparently
been no consequences for the accessibility to higher education for students from rela-
tively disadvantaged backgrounds. Broadly speaking, the socio-economic make-up of
the higher education student body was about the same in the late 1990s as it was before
HECS was introduced.48

48 See Chapman and Ryan (2002).
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Four, higher education enrollments in Australia have increased considerably, by
around 50 percent, since the introduction of HECS. This has happened for two reasons:
there were no obvious overall deterrent effects from the new system; and in response to
the expectation of high future revenue, the government substantially increased higher
education expenditure.

Overall, HECS has essentially operated as originally envisaged, implying that risk-
sharing ICL can be designed to achieve the basic objectives of higher education financ-
ing policy. However, it is critical to note that the findings concerning revenue, access
and growth could also be true with respect to other non-ICL changes to higher education
financing.49

7. Conclusions and suggestions for further research

7.1. Summary

This chapter has critically examined higher education student financing, with a partic-
ular emphasis on loans for tuition (and/or student income support) that are repaid in a
manner depending on students’ future income. Income contingent loans became a real-
ity in the 1970s, but it was not until the late 1980s that their potential was tested in a
national context. A rudimentary form was adopted in Sweden and was followed by the
institution of a fully-fledged ICL operated through the income tax system in Australia
in 1989. Since then New Zealand, Chile, the Republic of South Africa, the UK and the
US have all adopted variants of ICL, with differing levels of success with respect to a
range of consequences.

In conceptual terms several issues have been explored: the need for government inter-
vention in higher education financing; the case for both a tuition charge and a taxpayer
subsidy; and the costs and benefits of different approaches to funding. It is clear that
government intervention is necessary, but it has been argued that there are important
weaknesses associated with the most common form of government intervention, that of
guarantees to repay loans to commercial banks in the event of a former student’s default.

The discussion has concentrated on issues of policy, and in this context it is criti-
cal to understand that the process of investment in higher education is associated with
uncertainty and risk for prospective students. Because of the risk and uncertainty with
respect to students’ future incomes, an ICL approach is suggested to have the potential
for delivering efficacious economic and social outcomes. The essential benefit is that, if
designed properly, ICL is the only form of financing that offers both default insurance
and consumption smoothing.

It is important to understand that there are several different types of ICL and with
associated diverse implications. The approach most likely to deliver desirable outcomes

49 This is an important point made consistently by Bruce Johnstone.
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is that known as a risk-sharing ICL, in which the public sector acts as an insurer for
default risk. Within that category of ICL there are apparently trade-offs between the
extent of insurance offered and the extent of public subsidy.

On the other hand, risk-pooling ICL, in which all members of a cohort are responsible
for the total debt of the group, have major problems associated with adverse selection
and moral hazard. As well, graduate taxes have little resource allocation potential but
could nevertheless be designed to raise significant revenue and to be very progressive.
Neither a risk-pooling ICL nor a GT are currently in existence, for reasons analyzed.

The international experience with ICLs has been examined in some detail. Outcomes
have been diverse, reflecting the very different design and other policy parameters of
countries’ arrangements. In Australia and New Zealand, for example, ICL have been
successfully instituted, and this is likely to be the outcome in the UK when that country
moves comprehensively toward ICL. In the US there is an ICL option, but there has been
little take-up, for reasons that can be traced to poor design, and as a result of inadequate
public promotion.

The chapter explored several developing countries’ experience with ICL. While the
World Bank and other agencies have actively pursued this financing option in a number
of countries, particularly in Africa, there has so far been little success with respect in
terms of implementation. The associated factors are explained, the major point being
that the administrative requirements for the institution of ICL are significant, and in
many cases unlikely to be met without important reform.

The Australian experience with an ICL is analyzed in depth, since this country has
been the most studied in part because of its relative longevity. In administrative terms,
and with respect to revenue, access and income distribution, HECS can be seen to have
worked, although this does not necessarily mean that different approaches would have
delivered inferior outcomes. Even so, it seems that the apparent success of HECS has
contributed to the international reforms in higher education financing toward the adop-
tion of ICL.

7.2. Suggested areas for future research

What now follows is a list of potential areas of future research. The approach is to
recognize an issue, pose a research question, and offer a suggested method or approach
to address the subject. The discussion follows the order of topics examined in the chap-
ter.

(i) One of the alleged externalities from higher education investment is its contri-
bution to economic growth. How should this issue be addressed in the context
of the existing empirical growth literature, recognizing that there has been lit-
tle recognition thus far of the role for economic growth of different levels of
educational attainment? Suggested method: a replication of conventional ap-
proaches to GDP determinants across both countries and time [following, for
example, Hanushek and Kimko (2000), and Dowrick and Nguyen (1987)], with
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the addition of measures of both levels of and changes in stocks of higher edu-
cation levels.

(ii) Some commentators argue that graduates pay for the public sector outlays for
their education through the extra tax revenue provided from the higher income
tax paid by this group. What is an appropriate conceptual framework in which
to understand the correct level of taxpayers’ subsidies for higher education in
this context? Suggested method: a modeling of the returns to both graduates
and society (through taxation) of higher education investments.

(iii) Competing, perhaps extreme, interpretations of the relationship between earn-
ings and higher education are: one, that the process simply identifies those
with high ability and motivation (‘screening’); and two, that higher education
endows individuals with greater skills and thus higher incomes (human capi-
tal theory). What do these different perspectives imply for the extent to which
taxpayers should subsidize the process? Suggested method: an examination of
the literature with respect to the conceptual basis and empirical evidence con-
cerning screening versus human capital literature, and an exploration of what
the results imply for the role of externalities.

(iv) A conventional argument for government intervention in the process of higher
education investment is that there is a ‘capital market failure’ – banks are al-
leged to be unprepared to provide loans to prospective students because there
is a high risk of default and no collateral insurance for the lender. What is
the empirical basis of this claim, and how important is the issue in an over-
all assessment of the supposed role for government intervention? Why should
the argument be based on the unwillingness of banks to lend excluding the
possible willingness of capitalists to invest? Suggested method: an examina-
tion of the conceptual basis for capital market failure and an investigation of
evidence concerning the supposed reluctance of banks to provide unsecured
finance (a survey and analysis of banks might be a useful research exercise in
this context) and the supposed asymmetry of information between students and
lenders (do students really have a better idea about their future earnings than
lenders?).

(v) Case studies in political economy. What are the important factors behind a gov-
ernment’s willingness and capacity to implement higher education financing
reform? Suggested method: an examination of the importance of the institu-
tional and political constraints concerning the adoption of ICL [see Johnstone
and Aemero (2001) and Ziderman and Albrecht (1995)].

(vi) In policy design terms it is useful to develop a conceptual framework which
allows the costs and benefits for the public sector of alternative approaches
to be analyzed. What issues should such a framework take into consideration,
and what form should it take? Suggested method: the documentation and jus-
tification of alternative government utility functions, paying attention to the
rationales behind the weights and forms of their nature in the context of public
choice and other theoretical frameworks.
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(vii) Comparisons of the relative costs and benefits of alternative approaches for
government intervention with respect to higher education financing need to ad-
dress the consequences of policy design for student behavioral responses; this
should canvass, among other issues, adverse selection and moral hazard. What
light can economic theory cast on these issues generally, and how should this
best be addressed with the use of a conceptual framework? Suggested method:
the development of a model allowing analysis of student choices of the effects
of different policies on graduate outcomes, taking into consideration different
dimensions of risk and uncertainty [perhaps following, or comparing and con-
trasting, the approaches outlined in Nerlove (1975), Chia (1990), Grout (1983)
and Quiggin (2003)].

(viii) The nature and form of government approaches to higher education financing
will likely have important consequences for the access of those from disad-
vantaged backgrounds. What is the empirical evidence concerning the partici-
pation of the disadvantaged in higher education with respect to different gov-
ernment approaches concerning conventional financing schemes? Suggested
method: an examination of panel data in particular countries with respect to
the socioeconomic characteristics of disadvantaged individuals participating in
higher education, specifically given the occurrence of a ‘natural experiment’
involving policy changes [such as adopted by Chapman and Ryan (2002)].

(ix) The reluctance of the private sector to be involved in the financing of edu-
cation. What are the circumstances under which private investments exist for
education? Suggested method: find a place where there is active participation
of private financing of education and analyze the circumstances under which it
developed.

(x) Hanushek, Leung and Yilmaz (2004) develop a general equilibrium model to
analyze the effects of different college aid approaches on economic efficiency,
intergenerational mobility and income inequality. However, their modeling of
ICL is restricted to risk-pooling schemes, and the only type of uncertainty al-
lowed relates to the probability of a student completing college. What outcomes
would result with extensions of their approach to cover risk-sharing ICL, and
with additional types of uncertainty, such as with respect to future graduate
incomes?

(xi) It is likely that different types of loan schemes affect graduate career outcomes
as a result of the different consequences of repayment obligations. What are
the conceptual issues, and how can they best be modeled, pertinent to an
understanding of job choices given expected variations in future consump-
tion patterns as a result of the timing and nature of student debt repayment?
Suggested method: the specification and analysis of different utility functions
conditional on both levels and variances of future consumption patterns in-
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fluenced by alternate paths of loan repayment obligations [see Browning and
Crossley (2001)].

(xii) Documentation and analysis of the recent experience of countries implement-
ing, or attempting to implement, ICL (this could be done with respect to a
host of economic and policy issues, such as administration, revenue and ac-
cess). What have been the effects of ICL of different forms? Suggested method:
an exploration in detail of the design and (actual and likely) effects of a par-
ticular country’s ICL policy, perhaps in a comparative context, with the use
and improvement of the approaches taken with respect to the best documented
example, Australia. There are by now many candidates warranting further re-
search, including New Zealand, Chile, South Africa and the UK.

(xiii) An exploration of the administrative and political economy factors behind the
unsuccessful implementation of ICLs in the US. Why is it that ICL policies are
seemingly a successful alternative to traditional policy approaches to higher ed-
ucation financing in Australia, New Zealand and the UK, but have not evolved
in the similar institutional environment of the US? Suggested method: an ex-
amination and documentation of both the influence and nature of US vested
interests (specifically the commercial beneficiaries of student loan arrange-
ments), and the design weaknesses of the US ICL approach. If there was to
be an informed political economy analysis of the lack of success of the US
scheme, it start with the role of commercial vested interests in opposing re-
form of this type, as implied in Schrag (2001).

(xiv) The lessons for research of the Australian experience with respect to the effects
of ICL. What has been the experience of other countries’ higher education fi-
nancing approaches with respect to the major economic variables? Suggested
method: a replication of the Australian research in countries experiencing
changes to financing policy, including documentation of the consequences for
internal rates of return and enrollments, revenue, and access [see Chapman and
Ryan (2002)].
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