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There is only one difference between a bad economist and a good one:

the bad economist confines himself to the visible effect; the good

economist takes into account both the effect that can be seen and those

effects that must be foreseen.

Frédéric Bastiat (1801–50).
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Preface

Almost all (if not all) textbooks used in MBA students’ first course in micro-

economics are designed with undergraduate economics majors or first-year PhD

students in mind. Accordingly, MBA students are often treated to a course in

intermediate microeconomic theory, full of arcane mathematical explanations.

The applications in such standard textbooks deal mainly with the impact of social

or government policies on markets with little discussion of how managers can

make better decisions within their firms in response to market forces or how

market forces can be expected to affect firms’ institutional and financial

structures.

Much microeconomic theory simply assumes firms into existence without

explanation of why they are needed in the first place. Managers and their staff

are assumed to do exactly what firms employ them to do – maximize owners’

profits – with no discussion of how firms’ organizational structures affect incen-

tives and how incentives affect firms’ production and profit outcomes.

That is to say, little is written in standard textbooks used in MBA courses about

exactly how real-world firms pursue the goal of profit maximization. And that void

in microeconomics textbooks is a real problem for MBA students, for an obvious

reason: MBA students have typically come back to school to learn how to improve

their management skills, which involves learning about how they can improve their

ability to extract more profits from the scarce resources available to the firms where

they work (or the firms where they expect to move after graduation). They do not

come back to school to become economic theorists. Standard microeconomic text-

books are of little value to MBA students in helping them achieve their career

objectives.

MBA students stand a quantum leap apart from undergraduate students, who

typically have little idea of what they want to do with their lives, and have far less

real-world business experience to which they can relate. MBA students also are

sacrificing far more by attending school than undergraduates andmust get value for

their time spent reading textbooks and attending class because of the cost of their

education, in terms of both their tuition payments and the valuable work oppor-

tunities they have to set aside.



Microeconomics for MBAs breaks dramatically from the standard textbook mold.

As the title suggests, we have designed this textbook with only MBA students in

mind. In Part A of every chapter, we cover standard microeconomic theory in an

accessible way, and we provide an array of applications to government policies

which MBA students need to understand. After all, managers everywhere face the

constraints of government-imposed laws and regulations that are ever-changing,

and managers must work to maximize their firms’ profits within those constraints.

Moreover, professors in marketing, finance, accounting, strategy, and operations

research who teach first- and second-year elective courses in MBA programs will

expect their students to have a firm grounding in conventional microeconomic

theory.

To help students learn the material covered in these pages and lectures, we have

provided a set of video modules posted on the Internet that deals with three classes

of topics:

(1) basic economic concepts that all MBA students should understand at some level

upon entering their programs of study

(2) concepts, principles, and modes of analysis that are often hard to comprehend

the first time they are presented in text or lectures

(3) topics that have a high probability of being covered in examinations.

Of course, these videos can be stopped at any time to allow for note taking, and can

be replayed repeatedly.

In Part B of every chapter, we go where other microeconomics textbooks

seldom, if ever, go with such completeness. We drop the usual assumption that

firms exist and that they automatically maximize owners’ profits by simply

following maximization rules. Instead, we bring to the forefront of our analysis

a crucial problem that firms face. This problem (dubbed the “principal–agent

problem” within the economics profession and in this textbook) is that both

owners and workers are more interested in pursuing their own well-being than

someone else’s well-being.

Owners (“principals”) want to maximize their income stream and wealth through

the firms they create by getting the most they can out of their employees. Similarly,

managers and line workers (the owners’ “agents”) seek to maximize some combi-

nation of income, on-the-job perks, and job security, which are often in conflict

with maximizing profits for the firm’s owners. Without effective firm policies that

align the incentives of owners and workers (for their mutual benefit), the work in a

firm can be a self-destructive tug of war, with the demise of the firm virtually

assured in competitive markets.
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In this textbook, we focus MBA students’ attention on thinking through the

complex problems of getting incentives right. This is mainly because there is as

much (maybemore) profit to bemade from creatively structuring incentives as there

can be made from creatively developing products for sale.

Getting hourly andmonthly pay systems right is obviously an importantmeans of

aligning the interests of owners andmanagers. However, we also explain how firms’

organizational structure, in terms of both people and finances, can affect the align-

ment of owners’ and workers’ incentives. And make no mistake about it, both

owners and their employees have a stake in finding the right alignment. Workers’

jobs can hang in the balance. Owners’ investments can hang just as precariously on

a cost-effective, balanced alignment of incentives.

Accordingly, this book places a great deal of emphasis on a field within

economics that has grown rapidly in professional prominence, especially as the

subject relates directly to the business world – and MBA programs: organiza-

tional economics, which is the study of the design of firms’ organizational and

financial structures using the analytical tools of microeconomic analysis. The

mode of thinking presented in these pages is crucial for managers – MBAs –

who want to move up their corporate hierarchy or create successful companies

of their own.

On the publisher’s website for Microeconomics for MBAs (www.cambridge.org/

micro4mbas), we have provided “Perspectives” for each chapter that are highly

recommended short discussions of topics related to themes in the chapters.

These perspectives provide a new or different take on a business or policy

issue; they can be easily streamed or downloaded by students taking longer

(ten- and fifteen-week) courses. For example, everyone knows, don’t they,

that the “first mover” in any market has a competitive advantage. In the

Perspective for Chapter 8, we discuss a startling observation made by manage-

ment scholars: there is no first-mover advantage. Indeed, second and third

movers frequently have competitive advantages, not the least of which is that

they don’t have to incur the costs of identifying and proving the profitability of

product markets.

For longer courses, we have provided online more than two dozen “Readings”

assigned to the different chapters that extend the theories and array of applica-

tions covered in the chapters. These readings can also be easily streamed and

downloaded for extended reading assignments. For example, for chapter 1, we

have posted the classic short article on “I, pencil,” in which Leonard Read

cogently observes that no one in the world knows how to make pencils totally

from scratch, yet millions of pencils are produced at low cost every year. In

chapter 7, we take up “opportunistic behavior.” Online we have posted a dis-

cussion of a particular form of opportunistic behavior known as “the last-period
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problem,” which covers why the problem emerges and how it can be mitigated by

firm policies.

Each chapter ends with two sections. The first ending section offers practical

advice that emerges from the discussions of theory and studies covered in the

chapter. The second ending section, which we have dubbed “the bottom line,”

contains listings of “key takeaways” – succinct statements of the most important

lessons to be drawn from the chapter. We understand that MBA students, you

included, face serious time constraints, especially when you are working full time

and have family responsibilities. “The bottom line” section is designed to focus your

attention when reviewing the material covered in the chapter, with the hope that

your study time will be more productive.

The scholarly and policy literature in economics and management relating to

most of the topics considered in this volume is massive. We have tried to give credit

where credit is due, especially when “classic,” path-breaking treatments by distin-

guished scholars are concerned, but we have tried to hold references and footnotes

in check in order that the flow of the argument is not constantly disrupted. Still, our

references section at the end of the book is extensive. To smooth out the flow of the

core material, we have relegated topics that will be only selectively used in classes to

footnotes and to online readings.

Many textbook authors and their publishers play the development of their

course books “safe” by taking up only those topics that have become fixtures in

the profession’s “conventional wisdom.” We see such an approach as sucking the

life out of a discipline and its treatment in textbooks. Topics that have not yet

been fully settled through decades of professional debate can give life to a

discipline, demonstrating to students that disciplines have an organic quality

and are constantly evolving. As a consequence, you can expect many topics in

this book to spark lively, and instructive, debates among student team members

and between class members and professors in class. That is how we want the book

to be received.

We have appended to each chapter a series of review questions that we expect will

activate discussions within your student teams. In addition, we have set up a website

for the book on which we will post additional readings for extended courses, as well

as interesting pointers and puzzles that have occurred to us since the book went to

press. We also expect to post on the website video commentaries on management

issues and related economic policies that are bound to arise while you are reading

this book and taking your course.

You may be interested in knowing that we – the authors of this book – have

between us more than eighty years of university teaching experience, with most of

our teaching careers spent in business schools. For the last twenty or so years, we

both have taught only MBA students. That should tell you that we have a pretty
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good fix on our readers and their interests, not the least of which is to have a

course of study that is intellectually challenging as well as having practical

application.

We fully understand that MBA students don’t want to be loaded down with

current business “facts,” if for no other reasons than “facts” can easily become

dated as modern business never stays still. What students want are some good

economic and business “principles” that will help them cut through the myriad

facts and events business people encounter each day and that change with passing

days and weeks. In no small way, the purpose of this textbook, and our classes (or

any other business course worthy of academic respect), is to explore ways to think

creatively about how business is done and can be done better, not to actually do

business. In this regard, we take to heart an observation made by the late economist

Kenneth Boulding:

It is a very fundamental principle indeed that knowledge is always gained by the orderly loss

of information; that is, by conducing and abstracting and indexing the great buzzing

confusion of information that comes from the world around us into a form we can appreciate

and comprehend. (1970, 2)

The way of thinking we take up in class, and that which Professor Boulding

had in mind, is necessarily abstract – that is, without the clutter of many

business details. We approach thinking with abstractions principally because

no one’s brain is sufficiently powerful to handle all the complex details of

everyday business life. In no small way, productive thought requires that the

complexity of business life be reduced enough to allow us to focus on the few

things that are most important to the problems at hand and find meaningful

relationships between those things. That is why Professor Boulding insists that

knowledge can so often (if not “always”) be gained only “by the orderly loss of

information.”

Without thinking, many business people often spurn theory on the grounds that it

lacks practical value. We insist, “not so at all.” The abstract way of thinking that we

shall develop in this textbook has a very practical, overriding goal, which is to

afford students more understanding of the business world than they could have if

they tried some alternative approach – that is, if they tried to keep the analysis

cluttered up with the “buzzing confusion” of facts MBA students leave behind in

their workplaces when they set out for class.

There is another highly practical goal to be achieved by theory (or rather

thinking with the use of theory). If people can think through business problems

in some organized way, albeit abstractly, they may be able to avoid mistakes

when they actually go out and do business. In economic terms, business mis-

takes imply a regrettable misuse and loss of firm resources – and firm
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profitability! Thinking before doing offers the prospect of reducing waste in

doing business.

If this textbook, and our classes, are about thinking (not doing), then we –

Richard McKenzie and Dwight Lee and students’ other professors – have some

justification for being in front of our classes. Also, if the course is about the

thinking process, there must be some method for thinking through problems,

business-related or otherwise. The development of that method is the focus of

our classes and this textbook. Our goal in this volume is to develop the economic

way of thinking in the context of a host of problems that MBA students, as

current and future managers of real-world firms, will find relevant to their career

goals.

We understand that some readers may worry about our emphasis on theory

because they may have read theory-grounded books that seemed sterile or irrele-

vant, mainly because of the heavy reliance on highly technical mathematics or

complicated charts. That will not be the case in this book. The first principle of

economics that has guided this work is one that many readers will appreciate: Keep

the theory as simple as possible and illustrate it with real problems. We hold to the

firm belief that the first principle in any course in principles of economics should be

economy in the principles that are covered. The value of a textbook or course should

be judged by what can be done with the principles developed, not by how many

principles are developed.

This book carries the subtitle The Economic Way of Thinking for Managers for a

very good reason: In the following pages, we bring together a host of large and small

ideas that economists have developed over the past several decades that have

transformed the way we must think about the way the business world works.

Readers’ reactions to large and small ideas will, we expect, have changed radically

by the time they have read the last words of this volume. Two of those large

questions are:

* How should organizations and incentives be structured to best encourage profit

maximization?
* How does the competition in the market for goods and in the market for corporate

control discipline executives?

The small questions that can be addressed from studying this volume are no less

important and can be just as intriguing:

* Should used cars really be expected to be “better deals” than new ones (as so

many people seem to think)?
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* If competitive markets are expected to “clear” (with quantity demanded equaling

quantity supplied), why are so many queues observed in grocery stores and at

concerts?
* If queues are not mutually beneficial to buyers and sellers, then why aren’t they

eliminated?

Readers who think that these questions have simple, obvious, pat answers need to

read on.

We expect that readers will end this book the way our students end our courses:

changed for life in the way they see the business world around them. But then that is

what MBA students typically want – or should want – from every course in their

MBA programs. Readers have our best wishes for the journey of a lifetime.

This book was developed over the past two decades as we taught our micro-

economics courses for our MBA students at our respective universities. Our students

have made innumerable and invaluable suggestions for improvement in the book,

and we are indebted to them. We are also indebted to Oxford University Press for

allowing us to draw freely from our previously published book with the Press,

Managing Through Incentives. All excerpts from that book have been substantially

revised and updated for inclusion in this textbook.

In redeveloping this textbook for the second edition, we continued to listen to the

advice of our students and to professors who used the first edition of this textbook

around the world. We note the following major changes:

* First and foremost, we have sought to update the book to account for new

research findings and recent world economic events, including the recession

that emerged from the meltdown of the housing mortgage-backed securities

markets. Readers will find far more attention given to the “moral-hazard prob-

lem” (to be explained in the book) that is bound to emerge when business ventures

are highly leveraged. In various chapters of this new edition, we explain how the

moral hazard and leverage have been at the foundation of the financial and

economic turbulence that began to emerge in late 2007 and continued as this new

edition went to press.
* Second, with the added material, we have taken pains to economize on examples.

Again, we understand that MBA students are hard pressed to find time to do the

reading for their courses.
* Third, microeconomics courses in MBA programs vary in length, from five to

fifteen weeks. We have sought to make the book more flexible. We have

included enough material in the twelve chapters to take up more than a quarter-

length course. With the addition of the available online perspectives and read-

ings, we have provided enough material for a full semester-length course. Short
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courses of five and seven weeks can be developed by covering the first four

chapters, plus some combination of chapters 6, 7, 9, and 10 (which will cover

competitive product and labor markets and monopoly product markets with

attention to pricing strategies under markets for “normal” and “network”

goods).
* Fourth, we understand that the microeconomics course is a prerequisite for

second-year courses in global business and foreign residentials. In the first

edition, international economics was literally at the back of the book. In this

edition, we have placed international topics in chapter 5 where we note the

interplay of environmental and international economic forces in an ever more

integrated world economy.
* Fifth, most courses remain organized around a printed textbook. With all

students having ready access to the Internet, we have made the printed textbook

a component – albeit an important one – in a broader course-delivery system

that relies heavily on the delivery of the full sweep of course materials through

the Internet. Accordingly, professors will find a wealth of easily accessible

resource materials on the publisher’s website for the textbook. The materials

include:

* “Perspectives” for each chapters (see the list of perspectives that follows this

preface)
* additional “readings” (see the list of topics covered in the list of further

readings online that follows this preface): the online readings will allow for

continuing updating of the course materials as readings on current economic

and management topics become available after the second edition of the

textbook is released
* fifty-eight video modules that students can stream or download to their

computers (see the list of topics covered on the website)
* student self-tests for each chapter
* a testbank of over 1,500 multiple-choice questions that can be accessed by

adopting instructors
* an electronic version of the textbook that can be downloaded to laptops and

electronic readers (such as the Kindle)
* video and print commentaries on current economic and management topics

that will be written and posted by the authors as the textbook is used through

the years of the second edition
* an electronic “room” in which users of the textbook from different univer-

sities around the world can interact with each other and the authors on a

continuing basis.
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Throughout the revision, we have kept our eye on the key distinguishing feature

of the book: it is designed specifically for MBA students. We have tried to fortify

that feature by making sure that discussions of organizational and incentive issues

in the second half of each chapter draw on the economic principles developed in

the first half.
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How to use this book
............................................................................................................

Chapter structure

Each chapter is split into two parts:

Part A of every chapter covers the microeconomic

theory needed for MBA programs and looks at the

way theory is applied to the government policies

that future managers need to understand.

Part B of every chapter applies the basic theory

developed in Part A to management issues. The dis-

cussion emphasizes organizational economics, which

is the study of the design of firms’ organizational and

financial structures using the analytical tools of

microeconomic analysis.

Understanding organizational economics is crucial for

managers – MBAs – who want to move up their

corporate hierarchy or create successful companies of

their own.
To help you learn
and remember

Practical lessons for MBAs at the end of every

chapter are new to this edition and offer useful

advice to MBA students that emerges from the

discussions of theory and practice covered in

every chapter.

The bottom line is a list of “key takeaways” –

short statements of the most important lessons

to be drawn from the chapter.

Review questions at the end of each chapter

are designed to encourage discussions of the

key concepts.

This book is part of an integrated package of

text and online materials which collectively

deliver the information MBAs need to build a

working knowledge of microeconomics.

.......

                                                                                            
                                              

                                                            



Additional material online

Perspectives provide a new or different take on a busi-

ness policy or issue related to themes in the chapters.

These are listed between Parts A and B of each chapter

and are referred to at relevant points in the text.

Readings offer more on the theory and range of appli-

cations covered in the chapters and are referred to

throughout the book. A list of appropriate readings is

provided at the end of each chapter.

Video modules feature the authors and reinforce your

understanding of:

* basic economic concepts that all MBA students

should understand at some level upon entering their

programs of study
* concepts, principles, and modes of analysis that are

often hard to comprehend the first time they are

presented in text or lectures
* topics that have a high probability of being covered in

examinations.

Review questions are multiple choice questions for each

chapter that students can use to test whether they have

understood the material covered.

Video and print commentaries about current topics in

economics and management and links to useful news-

paper and journal articles provide up-to-date exposure to

how microeconomic theory is relevant in our day-to-day

world. New commentaries will be posted at intervals.

For instructors we
also provide:

Multiple choice questions: a testbank of 1,500 ques-

tions and answers that instructors can set for their

students.

Solutions to selected review questions at the ends of

chapters.

Figures and tables from the book that instructors can

incorporate into lecture slides and presentations.

* This book is now more flexible for courses of different

lengths.

Our suggested use:

For 10+ week courses

Use all twelve chapters

For 7 week courses

Use chapters 1–4/5, as well as

chapters 6, 7, 9, and 10

For 5 week courses

Use chapters 1–5 and chapter 10



Online perspectives by chapters

(Accessible at www.cambridge.org/micro4mbas)

1 The tragedy of the anticommons

2 Evolutionary foundations of cooperation

3 Why queues?

4 Maslow’s Hierarchy of Needs and economists’ supply and demand curves

5 The travels of a T-shirt in a global economy

6 Common concerns relating to the law of demand

7 A reason for corporations: cost savings

8 The myth of the first-mover advantage

9 The Innovator’s Dilemma

10 The QWERTY keyboard – a case of lock in?

11 The value of “mistreating” customers

12 Why professors have tenure and businesspeople don’t



Further readings online

(Accessible at www.cambridge.org/micro4mbas)

1.1 “I, pencil,” by Leonard E. Read

2.1 Disincentives in poverty relief

2.2 Management snooping

2.3 Risk taking, risk aversion, and firm ownership

2.4 “The mathematics of voting and political ignorance,” by Gordon Tullock

3.1 Price competition in the short run and the long run

4.1 Key econometric findings on the effects of the minimum wage

4.2 The role of “hostages” in business

5.1 The law of comparative advantage and trade between China and the United

States

5.2 The cases for and against free trade

5.3 Bastiat’s satirical case for free trade: “A petition”

5.4 Spam as a pollution problem

5.5 The downside and upside of capital mobility

6.1 Indifference curves and budget lines

6.2 Covering relocation costs of new hires

7.1 The last-period problem

7.2 The franchise decision

7.3 Cutting health care costs through medical savings accounts

8.1 Choosing the most efficient resource combination, isoquant and isocost

curves

9.1 Contestable markets

10.1 Marginal revenue curve – a graphical derivation

10.2 The Microsoft monopoly

10.3 The “endowment effect” and pricing

11.1 The special case for regulating banking

11.2 Hostile takeover defenses

11.3 Antitrust laws in the United States

12.1 Incentives in the Irvine Company rental contracts



Video modules by chapters

1.1 Introduction

1.2 Prisoner’s Dilemma

1.3 Comparative advantage

2.1 Rational behavior

2.2 Productivity change and choice

2.3 Monitoring workers

2.4 Battle of the sexes

3.1 Demand

3.2 Supply

3.3 Changes in supply and demand

3.4 Applications of supply and demand

3.5 Competitive market efficiency

3.6 Adding features to products

3.7 Twisting salary

4.1 Excise taxes

4.2 Rent control

4.3 Fringe benefits

4.4 Minimum wage

4.5 Trust

4.6 Leverage, moral hazard, and risk taking

4.7 Maslow’s Hierarchy

5.1 Gains from international trade

5.2 Distribution of gains and losses

5.3 External costs and benefits

5.4 Selling rights to pollute

6.1 Law of demand

6.2 Optimizing behavior

6.3 Elasticity

6.4 Demand for network goods

6.5 Indifference curves

6.6 Indifference curves and subsidies

6.7 Indifference curves and relocating workers

7.1 Marginal cost



7.2 Firm size

7.3 Quasi-rent

7.4 Make-or-buy decisions

7.5 Franchising agreements

8.1 Firm cost structure

8.2 Long-run cost structure

8.3 Long-run production

8.4 CEO compensation

9.1 Production in perfect competition

10.1 Monopoly production

10.2 Inefficiency of monopolies

10.3 Price discrimination part 1

10.4 Price discrimination part 2

10.5 Monopoly profits and taxation

10.6 Public choice – rent seeking

10.7 Durable goods monopoly

11.1 Monopolistic competition

11.2 Price leadership

11.3 Cartels

11.4 Natural monopolies

12.1 Competitive labor markets

12.2 Monopsony labor markets

12.3 Labor economics

12.4 Two-part pay packages

12.5 Ten major lessons
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Book I

The market economy, overview
and application

............................................................................................................

The first five chapters of Microeconomics for MBAs, which constitute Book I,

develop the broad outlines of The Economic Way of Thinking for Managers. We

explore in these chapters what economists mean by “rational behavior” and show

how rationality-based thinking can illuminate public and management policies.

The chapters will focus on how markets can be analyzed through the forces of

supply and demand, developed with graphical analysis. We show how supply and

demand curves can be used to explain how and why competitive markets work

efficiently and under what conditions competitive markets can fail to work

efficiently. In chapters 4 and 5, supply and demand curves are used to explore the

market consequences of an array of governmental and organizational policies.

Throughout the first five chapters, we will consider how management policies can

affect the forces of supply and demand and how market forces can affect

management policies. Our goal in this first book is to provide a broad overview of

the market economy. In Book II, chapters 6 through 8, and Book III, chapters 9

through 12, we will examine many of the theoretical details underpinning supply

and demand. In those chapters, we will develop a theory of firms and how they can

be pressed to minimize their production costs in markets with different levels of

competitiveness and in markets dominated by firms with differing levels of

monopoly power.





1
............................................................................................................

Microeconomics: a way of thinking
about business

In economics in particular, education seems to be largely a matter of unlearning and

“disteaching” rather than constructive action. A once famous American humorist

observed that “it’s not ignorance that does so much damage; it’s knowin’ so darn

much that ain’t so”… It seems that the hardest things to learn and to teach are things

that everyone already knows.

Frank H. Knight

The late Frank Knight was a wise professor at the University of Chicago who

realized that students beginning a study of economics, no matter the level –

even those who are in advanced business programs – face a difficult task. They must

learn many things in a rigorous manner that, on reflection and with experience,

amount to common sense. To do that, however, they must set aside – or “unlearn” –

many preconceived notions of the economy and of the course itself. The problem

of “unlearning” can be especially acute for MBA students who are returning to a

university after years of experience in industry. People in business rightfully focus

their attention on the immediate demands of their jobs and evaluate their firms’

successes and failures with reference to production schedules and accounting

statements, a perspective that stands in stark contrast to the perspective developed

in an economics class.



You are now one of the many students to whom Knight directed his comments. As

all good teachers must do, we intend to challenge you in this course to rethink your

views on the economy and the way firms operate. We shall ask you to develop new

methods of analysis, maintaining all the while that there is, indeed, an “economic

way of thinking” that deserves to be mastered. We shall also ask you to reconsider,

in light of the new methods of thinking, old policy issues – both inside and outside

the firm – about which you may have fixed views. These tasks will not always be

easy for you, but we are convinced that the rewards from the study ahead are

substantial. The greatest reward may be that this course of study will help you to

better understand the way the business world works and how businesses may be

made more efficient and profitable.

[See online Video Module 1.1 Introduction]

Each chapter is divided into two major parts. The first part (Part A) will always

develop microeconomic concepts and theories and apply the concepts and theories

to social and economic policies. Part B will always apply the theory developed in

Part A directly to issues that mid-level and executive-level managers confront all

the time.

On the publisher’s website for this book, we provide a “perspective” that extends

the discussion in the chapter, covers some policy or management topic new to

economics, or provides a novel take on a topic that economists and lay people to

economics have mistakenly accepted as settled. For example, in this chapter we

discuss a topic traditionally considered in microeconomics textbooks, “the tragedy

of the commons” (or the tendency of resources to be overused when property rights

are not defined). Online, in Perspective 1, we present the opposite tragedy, “the

tragedy of the anticommons” (or the tendency for resources to be underutilized

when there are too many decision makers from the assignment of property rights, or

just decision rights).

On the publisher’s website, we also provide one or more additional “readings” on

topics relating to themes in the different chapters. In the chapter, we briefly review a

famous article by the late economic journalist Leonard Read titled “ I, pencil,” which

covers a paradox of sorts: no one in the world knows how to produce a pencil from

scratch, but yet millions of pencils are produced each year. Online, under Reading 1.1

we provide Reed’s short but very insightful and easy to read article.

We understand that time is a scarce commodity for most MBA students, especially

those who have to balance their studies with the demands of a full-time job and a

family. Accordingly, we conclude each chapter with a “box” in which we identify

one or two key “practical lessons for MBAs” that emerge from the analytics of each

chapter. With these “lessons” we seek to show how some aspect of the economic way

of thinking can be used to understand workplace problems and to devise profit-

enhancing solutions to the problems managers face on a daily basis. Then, we close
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with a section we call “the bottom line,” which itemizes and crystallizes the most

important large and small points developed in the chapter. We have deliberately

kept these lists of “key takeaways” short, but at the same time we expect this section

will ease student reviews of the chapters.

Throughout the volume, we have one goal: to change the way you think about

the world in large and small ways. When you complete this book, your view of

how markets work (and fail to work) should be greatly clarified, with an improved

ability to predict market outcomes. You will see more clearly the manager’s role

as one of coping with and responding to the competitive market forces that are

ever-present outside the doors of every business, pressing both owners and

executives to pay as much attention to the way business organizations and

executive and line workers’ incentives are structured as to how products are

created and developed. We submit that by your thinking through problems with

clarity, you will be able to avoid the waste of resources in your personal and work

lives that comes from making errors in judgment that are bound to arise when

people make decisions from “gut feelings” or simply wrongheaded presumptions

about how the world works. After all, Knight was on target when he mused,

quoting Mark Twain, “It’s not ignorance that does so much damage; it’s knowin’

so darn much that ain’t so.”

We began revising this book during the fall of 2008 as the United States and the

world slid into the worst economic recession since the Great Depression of the

1930s, with the current downturn set off by a “financial crisis” that left many major

banks and investment houses and insurance companies struggling to stay alive

because of the bursting of the “housing bubble” and subsequent meltdown of the

market for “mortgage-backed securities” and other exotic financial instruments.

At this writing, the daily economic news was dismal. Foreclosures on homes

and businesses were mounting monthly as the unemployment rate broached

10 percent. With housing and stock prices in freefall, Americans lost in 2008

over $11 trillion, or 18 percent, of their net household wealth (an amount equal

to the annual output of Germany, Japan, and the United Kingdom combined)

(Kalita 2009). When you complete this book, you will better understand the micro-

economic foundations of the crisis (which, when you read these words, will

be widely known as the Great Recession) by understanding how investments

based on borrowed money can inspire risk taking, with one rule elevated to

prominence: the greater the leverage on business ventures, the greater the

incentive to undertake risk – and excessive risks. You will understand what is

meant by “moral hazard” and how that concept was at the foundation of the

housing bubble and the mortgage meltdown. You might also worry about how

subsequent government bailouts of failing banks and a range of other companies

can inspire incentives on risk taking that can give rise to another (perhaps larger)
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moral-hazard problem, which could harbor the potential for an even more severe

economic crisis in the future.

When you complete this book, you will also naturally be able to make observa-

tions that might, without going through this course of study, escape your attention.

For example, most people now understand the entire world, not just the developed

nations, faces a growing obesity problem, which is giving rise to a growth in

obesity-related health problems that, in turn, are driving up firms’ health insurance

costs and depriving workers of increases in money wages (Brody 2005; Girion

2005).

Youmight now be aware of how obesity problems have been caused by long-term

reduction in the price of calories (especially those obtained from fast-food restau-

rants) and the long-term growth in real incomes. Having completed this book, you

will be able to easily extend the cause-and-effect change. You will naturally think

about how people’s weight problems are founded, at least partially, on the growing

openness and competitiveness of the world’s food markets, which are driving down

the cost of food and driving up people’s real incomes, with both effects leading to

more food consumption – and people’s expanded girths and backsides. You will also

naturally wonder how managers will change their pay offers for prospective over-

weight workers, since the health care costs of such workers can be expected to feed

into company health insurance costs. Indeed, might not competitive market forces

be expected to put downward pressures on the money wages of overweight workers

and upward pressures on prospective workers who maintain a healthy weight (and

lifestyle)? You also will be naturally inclined to think of how people’s excess weight

may increase the demand for and market price of gasoline and jet fuel. You also will

wonder why airlines that charge thin passengers extra for their checked bags

weighing over 50 pounds do not add extra charges on obese passengers.

On completing this book, you will no longer be able to assess the terrorists’ attack

on the World Trade Center towers on September 11, 2001 as having only political or

military consequences. After all, the 9/11 attack immediately hiked many people’s

perceived risk of flying, as well as causing a substantial lengthening of security lines

at airports, with both factors – risk and wait time – increasing the total cost of plane

trips. You will naturally understand why economic academic researchers have

looked for, and found, that the greater cost of flying from the terrorists’ actions

should be expected to lead to – and apparently has led to – more people driving to

many destinations, the consequence of which should be more automobile accidents,

injuries, and deaths (Blalock, Kadiyali, and Simon 2005a, 2005b).

Hence, you will understand with greater facility after completing this book how

airport security is truly a management problem with life-and-death consequences:

Tighter airport security can have two opposing effects. First, it can increase the cost

of flying (by increasing the length of the security lines), which can lead to less flying
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and more driving – and more highway accidents, injuries, and deaths. Second, the

greater security can reduce the risk of flying and, thus, can increase the demand for

flying (and reduce the demand for driving). Which effect is stronger? To date, the

evidence suggests that, on balance, raising the alert status at airports from, say,

yellow to orange can lead to more driving and more road deaths (Blalock, Kadiyali,

and Simon 2005a, 2005b). Managers of the nation’s homeland security systemmust

weigh their actions very carefully and, before they raise the alert status, feel

reasonably confident that the higher alert status will avert more deaths in the air

than will arise on the nation’s roads. Hence, we should expect that airport homeland

security managers often will not elevate the alert status when the increase in the

perceived risk of terrorist attacks is small.

In casual conversations, businesspeople talk as if they knowmany things that few

listeners think to challenge:

* “Houses with views sell more quickly than houses without views.”
* “Buying a house is a better deal than renting a comparable size apartment

because houses carry tax advantages (interest on home mortgages is deductible

from taxable incomes).”

On completing this textbook and hearing any such comment, you will be inclined to

ask reflectively and in earnest, “How can that be?”

The kind of economic thinking that will be central to this book, and evident in the

foregoing discussions of the housing bubble and burst, obesity, airport security, and

any assessment of the above statements, springs from an innocuous observation:

people have a basic drive to improve their lot in life because they don’t have every-

thing they want and need. Much of this introductory chapter and the book (and the

course), both in theory and in application, is directed at driving home this easily

overlooked lesson. Oddly enough, many lessons covered in this book are crystallized

in a classic story of what happened in a German prisoner-of-war (POW) camp during

the Second World War, as related by a prisoner who happened to be a trained

economist.

Part A Theory and public policy applications

The emergence of a market

Economic systems spring from people’s drive to improve their welfare. R. A.

Radford, an American soldier who was captured and imprisoned during the
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SecondWorld War, left a vivid account of the prim-

itive market for goods and services that grew up in

the most unlikely of places, his POW camp (Radford

1945). Because the inmates had few opportunities to

produce the things they wanted, they turned to a

system of exchange based on the cigarettes, toilet-

ries, chocolate, and other rations distributed to them periodically by the Red Cross.

The Red Cross distributed the supplies equally among the prisoners, but “very

soon after capture … [the prisoners] realized that it was rather undesirable and

unnecessary, in view of the limited size and the quality of supplies, to give away

or to accept gifts of cigarettes or food. Goodwill developed into trading as a more

equitable means of maximizing individual satisfaction” (Radford 1945, 190).

As the weeks went by, trade expanded, and the prices of goods stabilized. A

soldier who hoped to receive a high price for his soap found he had to compete with

others who also wanted to trade soap. Soon shops emerged, andmiddlemen began to

take advantage of discrepancies in the prices offered in different prisoner

bungalows.

For example, a priest, one of the few prisoners allowed to move freely among

the prisoner bungalows, found that he could exchange a pack of cigarettes for a

pound of cheese in one bungalow, trade the cheese for a pack and a half of

cigarettes in a second bungalow, and return home with more cigarettes than he

had started with. Although he was acting in his own self-interest (not so much out

of religious convictions), he had provided the people in the second bungalow with

something they wanted – more cheese than they would otherwise have had. In

fact, prices for cheese and cigarettes differed partly because prisoners in different

bungalows had different desires and partly because they could not all interact

freely. To exploit the discrepancy in prices, the priest moved the camp’s store of

cheese from the first bungalow, where it was worth less, to the second bungalow,

where it was worth more. Everyone involved in the trade benefited from the

priest’s enterprise.

A few entrepreneurs in the camp hoarded cigarettes and used them to buy up the

troops’ rations shortly after issue, and then sold the rations just before the next issue,

at higher prices. Although these entrepreneurs were

pursuing their own private interest, like the priest,

they were providing a service to the other prisoners.

They bought the rations when people wanted to get

rid of them and sold them when people were run-

ning short. The difference between the low price at which they bought and the high

price at which they sold gave them the incentive they needed to make the trades,

hold on to the rations, and assume the risk that the price might not rise.

An entrepreneur is an enterprising person

who discovers potentially profitable

opportunities and organizes, directs, and

manages productive ventures.

A market is the process by which buyers and

sellers determine what they are willing to buy

and sell and onwhat terms. It is the process by

which buyers and sellers decide the prices and

quantities of goods that are to be bought and

sold.
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Soon the troops began to use cigarettes as money, quoting prices in packs or

fractions of packs. (Only the less desirable brands of cigarettes were used this way;

the better brands were smoked.) Because cigarettes were generally acceptable, the

soldier who wanted soap no longer had to search out those who might want his jam;

he could buy the soap with cigarettes. Even nonsmokers began to accept cigarettes

in trade.

This makeshift monetary system adjusted itself to allow for changes in the money

supply. On the day the Red Cross distributed new supplies of cigarettes, prices rose,

reflecting the influx of new money. After nights spent listening to nearby bombing,

when the nervous prisoners had smoked up their holdings of cigarettes, prices fell.

Radford saw a form of social order emerging in these spontaneous, voluntary, and

completely undirected efforts. Even in this unlikely environment, the human ten-

dency toward mutually advantageous interaction had asserted itself.

Today, markets for numerous new and used products spring up spontaneously in

much the same way. At the end of each semester, college students can be found

trading books among themselves, or standing in line at the bookstore to resell the

books they bought at the beginning of the semester. Garage sales are now common

in practically all communities (with eBay effectively being the largest global

“garage sale”). Indeed, like the priest in the POW camp, many people go to garage

sales to buy what they believe they can resell – at a higher price, of course. “Dollar

Stores” have sprung up all over the country for one purpose, to buy the surplus

merchandise from manufacturers and to unload it at greatly reduced prices to

willing customers. There are even firms that make a market in getting refunds for

other firms on late overnight deliveries. Many firms don’t think it is worth their time

to seek refunds for late deliveries, mainly because they individually don’t have

many late deliveries (because the overnight delivery firms have an economic

incentive to hold the late deliveries in check). However, there are obviously econo-

mies to be had from other firms collecting the delivery notices from several firms

and sorting the late ones out, with the refunds shared by all concerned.

Gift cards have become a big and profitable business for retailers, partially

because many of the cards go unused. Recipients lose them or don’t care to shop

where the card is redeemable. Plastic Jungle has created an exchange for gift cards,

offering recipients $80 (typically) for a $100 gift card from Macy’s. It will then put

the card up for sale on Plastic Jungle’s website for more than $80. Recipients can

also donate the unused balances on their cards to charity through DonorsChoose.org

(Wortham 2009).

Today, we stand witness to an explosion of a totally new economy on the Internet,

which many students reading this book will, like the priest in the POW camp, help to

develop. The development of the new economy has obviously brought gains to

many firms – most notably Microsoft, Apple, and Amazon – and their customers
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who have gained from higher-quality products that have fallen in price through

competition. But then the new economy has wreaked havoc for other firms – most

notably brick-and-mortar bookstores and a host of major city newspapers – that

have lost market share or have closed. The expansion of some industries – regardless

of whether they are seen as a part of the “old” or “new” economy – and the

contraction of others are interrelated for a reason that lies at the heart of economics:

we simply can’t do everything.

The economic problem

Our world is not nearly as restrictive as Radford’s POW camp, but it is no Garden of

Eden either. Most of us are constantly occupied in securing the food, clothing, and

shelter we need to exist, to say nothing of those things wewould only like to have – a

high-definition television, a trip to Tahiti, and a shopping spree. Indeed, if we think

seriously about the world around us, we can make two general observations.

First, the world is more or less fixed in size and

limited in its resources. We can plant more trees, find

more oil, and increase our stock of human talent,

but there are limits on what we can accomplish with

the resources at our disposal.

Economists have traditionally grouped resources

into four broad categories: land (surface of the

world and everything in nature), labor (human and mental efforts devoted to

production), capital (also called investment goods), and technology (knowledge

of how resources can be productively combined). To this list, some economists

would add a fifth category, entrepreneurial talent. The entrepreneur is critical to

the success of any economy, especially if it relies heavily on markets. Because

entrepreneurs discover more effective and profitable ways of organizing resources

to produce the goods and services people want, they are often considered a

resource in themselves. Entrepreneurs not only create “better mousetraps,” they

often do nothing more than what the priest did in the POW camp, find novel ways

of redistributing the available but scarce resources and goods, to the benefit of

everyone.

Second, in contrast to the world’s physical limitations, humanwants abound. You

yourself would probably like to have books, notebooks, pens, and a calculator,

perhaps even a computer with a several gigahertz microprocessor and a 200 giga-

byte hard-disk drive. A stereo system, a car, more clothes, a plane ticket home, a seat

at a big concert or ballgame – you could probably go on for a long time, especially

when you realize how many basics, like three good meals a day, you normally take

for granted.

Resources are things used in the production of

goods and services. There are only so many

acres of land, gallons of water, trees, rivers,

wind currents, oil and mineral deposits,

trained workers, and machines that can be

used in any one period to produce the things

we need and want.
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In fact, most people want far more than they can ever have. One of the unavoid-

able conditions of life is the fundamental condition of scarcity. Put simply, there isn’t

enough of everything to go around. Consequently,

society must face unavoidable questions: (1) What

will be produced? (2) How will those things be pro-

duced? (3) Who will be paid what, which converts to

who will get the goods produced? (4) Perhaps most important, who will determine

how the above questions shall be answered?

These questions have no easy answers. Most of us spend our lives attempting to

come to grips with them on an individual level. In a broader sense, these questions

are fundamental not just to the individual but to all the social sciences, economics

in particular. Indeed, most economists see the fact

of scarcity as the foundation of economics. More to

the point, economics is a way of thinking about

how people, individually and collectively in vari-

ous organizations (including firms), cope with

scarcity.

The problem of allocating resources among competing wants is not as simple as it

may first appear. You may think that economics is an examination of how one

person, or a small group of people, makes fundamental social choices on resource

use. That is not the case. The problem is that we have information about our wants

and the resources at our disposal that may be known to no one else. This is a point

the late Leonard Readmade (Read 1983) in a short article concerning what it takes to

produce a product as simple as a pencil, and it also is a point that F. A. Hayek

stressed in many of his writings that, ultimately, gained him a Nobel Prize in

Economics (Hayek 1945).

In his short article, Read makes the startling observation that no one in the

world knows how to make a product as seemingly simple as a pencil, not from

scratch at least, but tens of billions of pencils are made each year, all through

markets that mysteriously guide the economic decisions of millions of producers

and consumers through multiple layers of production. Hayek stressed that the

mystery of production (of pencils and numerous other more complicated products)

can be understood by viewing the pricing system as a decentralized information

system that is critical to coordinating so many people’s decisions to employ and

redeploy the world’s scarce resources to satisfy people’s wants. These wants may

be known in detail only by the people who have them, which means they can’t be

known by centralized authorities who might imagine that they can do what

markets do, but can’t because they can’t know and can’t absorb the vast informa-

tion that people have access to individually. Hayek argued that market prices are

especially important because they reveal the values of resources and goods and

Scarcity is the fact that we all cannot have

everything we want all the time.

Economics is amethod of thinking founded on

the study of how people cope with the

pressing choice problems associated with

scarcity, with all effort directed toward

satisfying as many wants as possible.
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direct people’s efforts in optimizing the allocation of resources across space and

time.1 (See online Reading 1.1.)

As Read and Hayek might note, you may know you want a calculator because

your statistics class requires you to have one, but even your friends (much less the

people at Hewlett-Packard or Samsung) do not yet know your purchase plans. You

also may be the only person who knows how much labor you have, which is

determined by exactly how long and intensely you are willing to work at various

tasks in your MBA program and at work. At the same time, you may know little

about the wants and resources that other people around the country and world

may have (or even your cohorts in your MBA study groups). Before resources can

be effectively allocated, the information we hold about our individual wants and

resources must somehow be communicated to others. This means that economics

must be concerned with systems of communications, e.g. the priest in the POW

camp who used both words and prices to convey information about how the

troops in the various bungalows assessed the value he had to offer. Indeed, the

field is extensively concerned with how information about wants and resources is

transmitted or shared through, for example, prices in the market process and votes

in the political process. Indeed, the “information problem” is often acute within

firms, given that the CEO often knows little about how to do the jobs at the bottom

of the corporate “pyramid.” The information problem is one important reason that

firms must rely extensively on incentives to get their workers (and managers) to

pursue the firm’s goals.

Markets like the one in the POW camp and even the firms that operate within

markets emerge in direct response to scarcity. Because people want more than is

immediately available, they produce some goods and services for trade. By

exchanging things they like less for things they like more, they reallocate their

resources and enhance their welfare as individuals. As we will see, people organize

firms, which often substitute command-and-control structures for the competitive

negotiations and exchanges of markets, because the firms are more cost-effective

than markets. Firms can be expected to expand only as long as things can be done

more cost-effectively through firms than through competitive market trades. This

means that many firms fail not only because of things they do wrong (allow costs to

get out of control), but because market trades between firms become less costly

(through improved telecommunications), thus causing firms to outsource their

needed services and shed their employees.

1 The full text of Hayek’s article and a number of other articles cited in following chapters can be

accessed through the publisher’s website for Microeconomics for MBAs, under “Resources and

materials,” www.cambridge.org/catalogue/catalogue.asp?isbn=9780521859813.
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The scope of economics

MBA students often associate economics with a rather narrow portion of the human

experience: the pursuit of wealth; money and taxes; commercial and industrial life.

Critics often suggest that economists are oblivious to the aesthetic and ethical

dimensions of human experience. Such criticism is partly justified. Increasingly,

however, economists are expanding their horizons and applying the laws of eco-

nomics to the full spectrum of human activities.

The struggle to improve one’s lot is not limited to the attainment of material goals.

Although most economic principles have to do with the pursuit of material gain,

they can be relevant to aesthetic and humanistic goals as well. The appreciation of a

poem or play can be the subject of economic inquiry. Poems and plays, and the time

in which to appreciate them, are also scarce.

Jacob Viner, a distinguished economist active in the first half of the twentieth

century, once defined economics as “what economists do.” Today, economists study

an increasingly diverse array of topics. As always, they are involved in describing

market processes, methods of trade, and commercial and industrial patterns. They

also pay considerable attention to poverty and wealth; to racial, sexual, and

religious discrimination; to politics and bureaucracy; to crime and criminal law;

and to revolution. There is even an economics of group interaction, in which

economic principles are applied to marital and family problems. And there is an

economics of firm organization and the structure of incentives inside firms.

What is theunifying factor in these diverse inquiries?What ties themall together and

distinguishes theeconomist’swork from that of other social scientists? Economists take

a distinctive approach to the study of human behavior, and they employ a mode of

analysis basedon certain presuppositions. For example,much economic analysis starts

with the general proposition that people prefermore to fewer of those things they value

and that they seek tomaximize their welfare bymaking reasonable, consistent choices

in the things they buy and sell. These propositions enable economists to derive the “law

of demand” (people will buy more of any good at a lower price than at a higher price,

and vice versa) and many other principles of human behavior.

One purpose of this book is to describe the economic approach in considerable

detail – to develop in precise terms the commonly accepted principles of economic

analysis and to demonstrate how they can be used tounderstand a variety of problems,

including pollution, unemployment, crime, and ticket scalping – as well as firms’

organizational andfinancial structures. In every case, economic analysis is useful only

if it is based on a sound theory that can be evaluated in terms of real-world experience.

This mode of analysis – sometimes dubbed the “economic way of thinking” – will

appear time andagain as youmove throughyourMBAprograms,most prominently in

your finance, accounting, marketing, and strategy courses.
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Developing and using economic theories

The real world of economics is staggeringly complex. Each day millions of people

engage in innumerable transactions, only some of them involving money (about 30

percent), andmany of themundertaken for conflicting reasons (McMillan 2002, 168–9).

To make matters worse, people are confronted with terabytes of data coming from the

five senses (hearing, sight, touch, taste, and smell), far more than they can absorb

by the brain, which weighs on average slightly less than three pounds and has only

100 billion neurons with which to work. To make sense of all these activities, people

must first economize on their scarce mental powers before they seek to economize

on resources in the external real world, partially by ignoring or filtering out much

sensory data before it has a chance to throttle thinking altogether with “sensory

overload.” Additionally, economists turn to theory to

further economize on their limited brain power (and

the brain power of their students).

Economic theory is abstract, but not in the sense

that its models lack concreteness. On the contrary,

good models are laid out with great precision.

Economic theories are simplified models abstracted from the complexity of the

real world. Economists deliberately simplify their models to best concentrate atten-

tion on the problems of greatest interest. As explained in the following chapter,

economists assume people are rational, which is to say that they weigh the costs and

benefits of options available to them, consistently choosing in such a way as to

maximize their well-being. We even assume that people are more rational than we

know them to be, but only because such an abstraction promotes (in an economical

way) understanding and offers insights that might not otherwise be achieved.

Just as a map is useful because it ignores most of the details between the various

points along our route of travel, so a model is useful because it ignores the details

not relevant to the questions being investigated. Although a theory is not a complete

and realistic description of the real world, a good theory should incorporate enough

data to simulate real life. That is, it should provide some explanation for past

experiences and permit reasonably accurate predictions of the future. When you

evaluate a new theory, ask yourself:

* Does this theory explain what has been observed?
* Does it provide a better basis for prediction than other theories?

Microeconomics and macroeconomics

The discipline of economics is divided into two main parts that are typically

covered in two different MBA courses – microeconomics and macroeconomics.

A theory is a model of how the world is put

together; it is an attempt to uncover some

order in the seemingly random events of daily

life. Theory is how we make sense of the

world.
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When economists measure, explain, and predict the demand for specific products

such as bicycles and PDAs, they are dealing with microeconomics. This book will

deal almost exclusively with microeconomic theory, policy implications, and appli-

cations inside firms.

Questions of interest to microeconomists include:

* What determines the price and output level of particular goods and services?
* What determines workers’ wages, interest rates, and business profits?
* How do government policies – such as price controls and excise taxes – affect the

price and output levels of individual markets?
* Why do incentives matter inside firms?

These questions are relevant to the performance of the entire economy, but they

also are questions that concern the managers of individual firms. Decisions on what

goods and services to produce, how to produce them, what prices to sell them for,

and how much to pay employees are obviously important to the profitability – and,

indeed, viability – of firms. The competitiveness of a firm is determined by the

decisions its managers make on:

1 how best to compensate employees (commonly considered a concern of person-

nel management)

2 the best mix of debt versus equity financing (commonly considered a concern of

financial management)

3 how best to distribute the product (commonly considered a concern of marketing

management)

4 whether to purchase a productive input from an outside supplier or expand the

firm through vertical integration by producing the input in-house (commonly

considered a concern of purchasing and organizational management).

In many respects, the business firm faces the same problems faced in the overall

economy. In both cases, success depends on somehow motivating a large number

of people to take action that promotes the general interest of all when those

people have:

1 widely different abilities and interests

2 little concern for the interests of others

3 limited knowledge on how to serve the interests of others, even if they were

concerned with doing so.

By keeping this problem in mind when examining the structures, strategies, prac-

tices, and procedures of real business firms, and applying the insights of the
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economic way of thinking, we can and will take a giant step toward a better

understanding of business management.

Economists also study broadmacroeconomic subdivisions of the economy, such

as the total output of all firms that produce goods and services. Instead of concen-

trating on how many bicycles or PDAs are sold, macroeconomists watch overall

production level and overall price level. These and similar issues are of more than

academic interest, as the dramatic downturn in the world economy in 2008 dem-

onstrated once again. But we hasten to repeat that this book and course are devoted

primarily to “microeconomic” theory and applications, although you will find that

our study will not avoid addressing the microeconomic foundations of the macro-

economic debacle of 2008 and beyond.

We make microeconomics our focus because we are firmly convinced that an

understanding of the “macroeconomy” is necessarily dependent on an understand-

ing of the “microeconomy.” Many of the microeconomic concepts developed in this

book – supply and demand, adverse selection and moral hazard, risk aversion, and

incentives – will speak to the world’s economic problems of the early 2000s, which

originated with a credit binge in the 1990s, if not 1980s, that quickly morphed into a

stock-market bubble (and bust) in the late 1990s and a housing-market bubble (and

bust) in the early 2000s.

Private property rights, game theory, and the Prisoner’s Dilemma

Microeconomics is replete with graphical and mathematical devices for illuminat-

ing people’s interactions inside firms and markets with various intensities of market

competition. Supply and demand curves, which we introduce in chapter 3, are

devices for discussing price and output determination under intense competition.

As we will see, much microeconomic analysis is about achieving cooperation

among people to produce goods and services cost-effectively when all want the

goods and services. Cooperation may not always be “natural,” but only in the sense

that people may have personal incentives to take noncooperative strategies, as in

our discussion of two people – Fred and Harry – seeking to develop a social contract

to follow.

To illuminate people’s problems of achieving

cooperative solutions, we employ another micro-

economic device, game theory, which comes from

applied mathematics and is often portrayed as a

decision matrix, as in table 1.1. Such a matrix per-

mits us to reveal in a variety of social settings – most notably business – the

problems people face in achieving cooperation when their decisions must be made

strategically, that is, with the understanding that their most preferred choices

Game theory is a matrix device used to discuss

people’s decisions when their most preferred

course of action depends on the choices of

others.
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depend upon the choices of others. We start with a discussion of the emergence of

property rights in a game-theoretic setting in part because property rights are

necessary for trade to flourish and in part to ease students into familiarity with

game theory to which we will return throughout the textbook.

Private property rights and the games economists play

In microeconomics, we start with the proposition that all actions are constrained by

the fact of scarcity. Private “property rights” are among the institutional mecha-

nisms people have devised to help alleviate the

pressing constraints of scarcity, which is why we

take them up at this early stage in the course.

Property rights are a social phenomenon; they arise

out of the necessity for individuals to “get along”

within a social space in which all wish to move and

interact.

Where individuals are isolated from one another by natural barriers or are located

where goods and resources are extremely abundant, property rights have no mean-

ing. In the world of Robinson Crusoe, shipwrecked alone on an island, property

rights were inconsequential. His behavior was restricted by the resources found on

the island, the tools he was able to take from the ship, and his own ingenuity. He had

a problem of efficiently allocating his time within these constraints – procuring

food, building shelter, and plotting his escape; however, the notion of “property” did

not restrict his behavior – it was not a barrier to what he could do. He was able to

take from the shipwreck, with impunity, stores that he thought would be most useful

to his purposes.

After the arrival of Friday, the native whom Robinson Crusoe saved from canni-

bals, a problem of restricting and ordering interpersonal behavior immediately

emerged. The problem was particularly acute for Crusoe because Friday, prior to

coming to Tibago, was himself a cannibal. (Each had to clearly establish property

rights to his body.) The system that they worked out was a simple one, not markedly

different from that between Crusoe and “Dog” (the name Crusoe gave his dog).

Crusoe essentially owned everything. Their relationship was that of master and

servant, Crusoe dictating to Friday how the property was to be used.

In common speech, we frequently speak of someone “owning” this land, that

house, or these bonds. This conventional style is undoubtedly economical from the

viewpoint of quick communications, but it masks the variety and complexity of the

ownership relationship. What are owned are rights to use resources, including one’s

body and mind, and these rights are always circumscribed, often by prohibition of

certain actions. To “own land” usually means to have the right to till (or not to till)

Property rights pertain to the permissible use

of resources, goods, and services; they define

the limits of social behavior – what can and

cannot be done by individuals in society. They

also specify whether resources, goods, and

services are to be used privately or collectively

by the state or some smaller group.
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the soil, to mine the soil, to offer those rights for sale, etc., but not to have the right to

throw soil at a passerby, to use it to change the course of a stream, or to force

someone to buy it. What are owned are socially recognized rights of action (Alchian

and Demsetz 1973).

Property rights are not necessarily distributed equally, meaning that people do

not always have the same rights to use the same resources. Students may have the

right to use their voices (i.e. a resource) to speak with friends in casual conversation

in the hallways of classroom buildings, but they do not, generally speaking, have the

right to disrupt an organizational behavior class with a harangue on their political

views. In other words, property rights can be recast in terms of the behavioral rules,

which effectively limit and restrict our behavior. Behavioral rules determine what

rights we have with regard to the use of resources, goods, and services. The rights we

have may be the product of the legislative process and may be enforced by a third

party, usually the government – or, more properly, the agents of government. In this

case, property rights emerge from legislation.

Private property rights and the market
In the private market economy people are permitted to initiate trades with one

another. Indeed, when people trade, they are actually trading “rights” to goods and

services or to do certain things. For example, when a person buys a house in the

market, she is actually buying the right to live in the house under certain condi-

tions – as long as she does not disturb others, for example. This market economy is

predicated upon establishing patterns of private property rights; those patterns have

legitimacy because of government enforcement – and, perhaps just as important,

because of certain social norms regarding the limits of individual behavior that are

commonly accepted, observed, and self-enforced (with locks and alarm systems, for

example). Without recognized property rights there would be nothing to trade – no

market.

How dependent are markets on government enforcement for the protection and

legitimacy of private property rights? Our answer must of necessity be somewhat

speculative. We know that markets existed in the “Old West” when formally insti-

tuted governments were nonexistent. Further, it is highly improbable that any

government can be so pervasive in the affairs of people that it can be the arbiter

of all private rights. Cases in which disputes over property rights within a neighbor-

hood are settled by association councils are relatively rare, and the disputes that end

up at police headquarters are rarer still. Most conflicts over property rights are

resolved at a local level, between two people, and many potential disputes do not

even arise because of generally accepted behavioral limits.

Finally, the concept of property rights helps clarify the relationship between the

public and private sectors of the economy – that is, between that section of the
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economy organized by collective action through government and that section

organized through the actions of independent individuals. When government reg-

ulates aspects of the market, it redefines behavioral limits (in the sense that people

can no longer do what they once could) and can be thought of as realigning the

property rights between the private and public spheres. When the government

imposes price ceilings on goods and services (as it does with rent controls), or

price floors (as it does withminimumwage legislation and agricultural price support

programs), it is redefining the rights that sellers have regarding the property they

sell. One of the purposes of economics is to analyze the effect that such realignment

of property rights has on the efficiency of production.

The emergence of private property rights
In an idealized world in which people are fully considerate of each other’s feelings

and adjust and readjust their behavior to that of others without recourse to anything

resembling a dividing line between “mine” and “thine,” property rights are likely no

more necessary than they were for Robinson Crusoe alone on Tibago. But in the

world as it now exists, there is the potential for conflict. The development of

property rights, held communally by the state or held privately by individuals,

can alleviate such conflict, or the potential for conflict. These rights can be estab-

lished in ways that are similar but which can be conceptually distinguished: (1)

voluntary acceptance of behavioral norms with no third-party enforcer, such as the

police and courts, and (2) the specification of rights in a legally binding social

contract, meaning that a third-party enforcer is established. Most of what we say for

the remainder of this chapter applies to both modes of establishing rights. However,

for reasons developed later in the book, the establishment of rights through volun-

tary acceptance of behavioral norms, although important in itself, has distinct

limitations, especially in relation to size of the group (with growth in the group’s

size undermining the behavioral norms).

To develop the analysis in the simplest terms possible, consider a model of two

people, Fred and Harry, who live alone on an island. They have, at the start, no

behavioral rules or anything else that “naturally” divides their spheres of interest –

that is, they have nothing that resembles property rights. Further, being rational,

they are assumed to want more than they have or can produce by themselves. Their

social order is essentially anarchic. Each has two fundamental options for increasing

his welfare: he can use his labor and other resources to produce goods and services

or he can steal from his fellow man. With no social or ethical barriers restricting

their behavior, Fred and Harry should be expected to seek the allocation of their

resources between these options in the most productive way. This may mean that

each should steal from the other as long as more is gained that way than through the

production of goods and services.
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If Fred and Harry find stealing a reasonable course to take, each will have to divert

resources into protecting that which he has produced (or stolen). Presumably, their

attacks and counterattacks will lead them toward a social equilibrium in which each

is applying resources to predation and defense and neither finds any further move-

ment of resources into those lines of activity profitable (Bush 1972, 5–8). This is not

an equilibrium in the sense that the state of affairs is a desirable or stable one; in

fact, it may be characterized as a “Hobbesean jungle” in which “every man is Enemy

to every man” (Hobbes 1968, first published in 1651).

In an economic sense, resources diverted into predatory and defensive behavior

are wasted; they are taken away from productive processes. If these resources are

applied to production, total production can rise, and both Fred and Harry can be

better off – both can have more than if they try to steal from each other. Only

through winding up in a state of anarchy, or seeing the potential for ending up

there, do they question the rationality of continued plundering and unrestricted

behavior; and it is because of the prospects of individual improvement that there

exists a potential for a “social contract” that spells out legally defined property

rights. Through a social contract they may agree to restrict their own behavior,

but they will do away with the relatively more costly restraints that, through

predation and required defense, each imposes on the other. The fear of being

attacked on the streets at night can be far more confining than laws that restrict

people from attacking one another. This is what John Locke meant when he wrote,

“The end of law is not to abolish or restrain but to preserve and enlarge freedom”

(Locke 1690, 23).

Once the benefits from the social contract are recognized, theremay still be, as in

the case of voluntary behavioral norms, an incentive for Fred or Harry to chisel

(cheat) on the contract. Fred may find that although he is “better off” materially by

agreeing to property rights than he is by remaining in a state of anarchy, he may be

even “better off” by violating the agreed-upon rights of the other. Through stealing,

or violating Harry’s rights in other ways, Fred can redistribute the total wealth of the

community toward himself.

Consider table 1.1, which illustrates the kind of “games” – involving actions and

reactions of individual players – we and other economists use to draw out strategies

people will (or should) use to deal with given situations. Table 1.1 contains a chart or

matrix of Fred and Harry’s utility (or satisfaction) levels if either respects or fails to

respect the rights established for each as a part of the contract. (The actual utility

levels are hypothetical, but serve the purpose of illustrating a basic point.) There are

four cells in the matrix, representing the four combinations of actions that Fred and

Harry can take. They can both respect the agreed-upon rights of the other (cell 1), or

they can both violate each other’s rights (cell 4). Alternatively, Harry can respect

Fred’s rights while Fred violates Harry’s rights (cell 3), or vice versa (cell 2).
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Clearly, by the utility levels indicated in cells 1 and 4, Fred and Harry are both

better off by respecting each other’s rights than by violating them. However, if Harry

respects Fred’s rights and Fred fails to reciprocate, Fred has a utility level of 18 utils,

which is greater than he will receive in cell 1 – that is, by going along with Harry and

respecting his rights. Harry is similarly better off if he violates Fred’s rights while

Fred respects Harry’s rights: Harry has a utility level of 16, whereas he will have a

utility level of 10 utils if he and Fred respect each other’s rights. The lesson to be

learned is that inherent in an agreement over property rights is the possibility for

each person to gain by violating the rights of the other. If both follow this course,

they both will end up in cell 4 – that is, back in the state of anarchy.

There are two reasons why this may happen. First, as we stated above, both Fred

and Harry may violate each other’s rights in order to improve their own positions;

the action may be strictly offensive. By the same token, each must consider what the

other will do. Neither would want to be caught upholding the agreement while the

other one violates it. If Fred thinks that Harry may violate his rights, Fred may

follow suit and violate Harry’s rights: he will be better off in cell 4, i.e. anarchy, than

in cell 2. Thus, Fred and Harry can wind up in anarchy for purely defensive reasons.

Many wars and battles, at both the street and international levels, have been

fought because one party was afraid that the other would attack first in order to get

the upper hand. The same problem is basically involved in our analysis of the fragile

nature of Fred and Harry’s social contract. The problem of contract violation can

grow as the community grows in number because individual persons’ violations are

more difficult (and more costly) to detect.

Table 1.1 The games Fred and Harry can play with property rights

Harry respects Fred’s rights Harry violates Fred’s rights

Cell 1 Cell 2

Fred respects Harry’s rights Fred Harry Fred Harry

15 utils 10 utils 8 utils 16 utils

Cell 3 Cell 4

Fred violates Harry’s rights Fred Harry Fred Harry

18 utils 5 utils 10 utils 7 utils

The payoffs (measured in “util” terms) from Fred and/or Harry either respecting or violating the other’s

rights are indicated in the four cells of the matrix. Each has an incentive to violate the other’s rights. If

they do violate each other’s rights, they will end up in cell 4, the worst of all possible states for both of

them. The productivity of the “social contract” can be measured by the increase in Fred and Harry’s

utility resulting from their moving from cell 4, the “state of nature,” to cell 1, a state in which a social

contract is agreed upon.
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Game theory: Prisoner’s Dilemmas
One of the most frequently used game-theoretic settings is called the Prisoner’s

Dilemma game in which both parties in two-person games have built-in incentives

to take noncooperative solutions. Prisoner’s Dilemmas are especially problematic

when the parties are unable to communicate. Fred and Harry’s situation is a classic

example of what social scientists call a Prisoner’s Dilemma. This dilemma represents

a common problem in achieving cooperation in any number of social settings, not

the least of which is business, and a topic that will come up repeatedly in this book.

[See online Video Module 1.2 Prisoner’s Dilemma]

The name Prisoner’s Dilemma comes from a standard technique of interrogation

employed by police to obtain confessions from two or more suspected partners to a

crime. If the method is used, the suspects are taken to different rooms for question-

ing, and each is offered a lighter sentence if he confesses. But each also will be

warned that if the other suspect confesses and he does not, his sentence will be more

stringent. The suspect has to try to figure out, without the benefit of communication,

how the other will stand up to that kind of pressure. Worried that the other may

confess, each may confess because he cannot trust his partner not to take the easy

way out. The problem for the individual suspect becomes more complicated as the

number of captured partners to the crime increases. There are more people on whom

he must count to hold up under the pressure that he knows is being brought to bear.

He must also consider the fact that the others may confess because they cannot

count on all their partners to hold under the pressure.

Prisoner’s Dilemma solutions: enforcement and trade
To prevent violations of both an offensive and a defensive nature, a communitymay

agree to the establishment of a police, court, and penal system to protect the rights

specified in the social contract. The system may be costly, but the drain on the

community’s total wealth may be smaller than if it reverts back to anarchy, in which

case resources will be diverted into predatory and defensive behavior. The costs

associated with making the contract and enforcing it will determine just how

extensive the contract will be, a matter considered later in the book.

The social contract, which defines property rights, establishes only the limits of

permissible behavior; it does not mean that Fred and Harry will be satisfied with the

exact combination of property rights they have been given through the contract. To

the degree that some other combination or distribution of the existing property held

by Fred and Harry will give them both more satisfaction, trades are not only

possible, but likely. Mutually beneficial exchanges can be expected to emerge.

For example, suppose that the only goods on Fred and Harry’s island are coconuts

and papayas. The social contract specifies the division of the fruits between them.
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We need not concern ourselves

with the total number of the

fruit each has; we need only

indicate the relative satisfaction

that Fred and Harry receive

from the marginal units.

Suppose the marginal utilities

in table 1.2 represent the satis-

faction they received from the

last coconut and papaya in their

possession.

In table 1.2, Fred receives

more utility from the last

papaya (15 utils) than from the

last coconut (10 utils). He would

be on a higher level of utility if

he could trade a coconut for a

papaya. He would lose 10 utils from the coconut but would more than regain that

with the additional papaya. On the other hand, Harry receives more utility from the

last coconut than from the last papaya. He would gladly give up a papaya for a

coconut; he would be 60 utils of satisfaction better off (90 minus 30) than if he did

not make the exchange. The two should continue to exchange rights to the coconuts

and papayas until one or both of them can no longer gain via trade.

In this example, we are not concerned with production of coconuts and papayas;

we are concerned merely with the benefits from trade resulting from the initial

allotments of the fruits. The trades are comparable to those that took place in the

POW camps as described by R. A. Radford at the start of the chapter. If the social

contract allocates to Fred and Harry rights to produce the fruit, we can also

demonstrate that both can be better off through specializing in their production

and trading with each other. Consider the information in table 1.3, which indicates

how many coconuts or papayas Fred and Harry can produce with, say, one hour of

labor.

In one hour of labor Fred can produce either 4 coconuts or 8 papayas; Harry can

produce either 6 coconuts or 24 papayas. Even though Harry is more productive in

both lines of work – and thus has an absolute advantage in both goods –we can show

that they both can gain by specializing and trading with each other. This is because

each has a comparative advantage in one good. That is, each can produce one good

at a relatively lower cost than the other person can.

If Fred produces 4 coconuts, he cannot use that hour of time to produce the 8

papayas. In other words, the cost of the 4 coconuts is 8 papayas, or, which amounts

Table 1.2 Relative satisfaction from marginal

units consumed

Coconut (utils) Papaya (utils)

Fred 10 15

Harry 90 30

Table 1.3 Specializing in production and trade

Coconut production Papaya production

Fred 4 8

Harry 6 24
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to the same thing, the cost of 1 coconut is 2 papayas. Fred would be better off if he

could trade 1 coconut for more than 2 papayas, because that is what he has to give

up in order to produce the coconut. To determine whether there is a basis for trade,

we must explore the cost of coconuts and papayas to Harry. We note that the cost of

1 coconut to Harry is 4 papayas; this is because he has to give up 24 papayas to

produce 6 coconuts. If Harry could give up fewer than 4 papayas for a coconut, he

would be better off. He could produce the 4 papayas, and if he has to give up fewer

than that for a coconut, he will have papayas left over to eat, which he would not

have had without the opportunity to trade.

To summarize: Fred would be better off if he could get more than 2 papayas for a

coconut; Harry would be better off if he could give up fewer than 4 papayas for a

coconut. If, for example, they agree to trade at the exchange rate of 1 coconut for 3

papayas, both would be better off. Fred will produce 1 coconut, giving up 2 papayas,

but he can get 3 papayas for the coconut. Hence, he is better off. Harry can produce 4

papayas, giving up 1 coconut, and trade 3 of the papayas for a coconut. He has the

same number of coconuts, but has an additional papaya. Harry is better off.

Although relatively simple, the above example of exchange is one of economists’

most important contributions to discussions of social interaction. So many people

seem to think that when people trade, one person must gain at the expense of

another. If people in the United States trade with people in Japan, someone must be

made worse off in the process, or so the argument goes. We will deal with such

arguments in more detail in chapter 5 in which we take up international trade. For

now, we wish to emphasize that we have demonstrated that, through trade, both

Harry and Fred can be better off. This was demonstrated even though we postulated

that Harry was more efficient than Fred in the production of both fruits!

[See online Video Module 1.3 Comparative advantage]

Trades that emerge from exploitation of comparative advantages among traders

can have even more profound effects than those already indicated. This is because

of the efficiency benefits of specialization of labor (or any other resource). By

specializing in the production of papayas, Harry can become more skilled in their

production, producing more papayas in a given time period because of the greater

skills and because less time will be wasted moving back and forth between the

production of coconuts and papayas. The same can be said for Fred because of his

specialization in coconuts. The result is that their joint production can increase for

two reasons:

* First, both Harry and Fred can produce the good in which they are relatively more

efficient in production and, thus, have a relatively lower cost of production.
* Second, both can achieve an even greater production because of the economies of

specialization of resource use.
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Restrictions on market trades (tariffs and quotas, for example) can have two adverse

effects: They can reduce the ability of traders to exploit their comparative advan-

tages in production. Second, they can narrow the scope ofmarkets, thereby reducing

the potential specialization in resource use and economies that could flow from the

missed specialization (points economists as far back as the venerable Adam Smith,

author of The Wealth of Nations [1776], have had in mind when they have opposed

trade restrictions).

While this argument has been couched in terms of two independent persons’ trade

of coconuts and papayas, we stress that the gains to be had from exploitation of

people’s comparative advantages and specialized talents are fully evident within

business firms. CEOs might be more talented and productive in accounting, law, and

advertising than the assistants they hire. However, they hire assistants to exploit

their relatively greater comparative advantage in running entire firms. Accountants

hire bookkeepers not because their bookkeepers are more talented and productive in

recording transactions but because they have comparative advantages in under-

standing what summary accounting statistics convey about the overall operation of

their firms. Firms are full of people with specialized talents who are exploiting those

talents at a higher level than would be possible if all sought to be “jacks of all

trades.” Indeed, firms’ very survival depends upon their understanding the gains

from trades and resource specialization.

Communal property rights and the “tragedy of the commons”

To many, the ideal state of affairs may appear to be one in which everyone has the

right to use all resources, goods, and services and in which no one (not even the

state) has the right to exclude anyone else from their use. We may designate such

rights as “communal rights.” Many rights to scarce property have been and still are

allocated in this way. Rights to the use of a university’s facilities are held commu-

nally by the students. No one admitted to the university has the right to keep you off

campus paths or lawns or from using the library according to certain rules and

regulations. (Such rules and regulations form the boundaries, much as if they were

natural, within which the rights are truly communal.) The rights to city parks,

sidewalks, and streets are held communally. Before the United States was settled,

many Native American tribes held communal rights to hunting grounds; that is, at

least within the tribe’s territory, no one had the right to exclude anyone else from

hunting on the land. During most of the first half of the nineteenth century, the

rights to graze cattle on the prairies of the western United States were held com-

munally; anyone who wanted to let his cattle loose on the plains could do so.

Granted, the US government held by law the right to exclude cattlemen from the

plains; but as long as it did not exercise that right, the land rights were communal.
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The same can be said for all other resources whose “owner” does not exercise the

right to exclude cattlemen.

Communal property rights can be employed with tolerably efficient results so

long as one of two conditions holds:

1 there is more of the resource than can be effectively used for all intended purposes

(in other words, there is no cost to its use), or

2 people within the community fully account for the effects that their own use of

the resources has on others.

Without the presence of one of these conditions, the resources will tend to be

“overused.”

The biologist Garrett Hardin (1968) characterized the problem of overused (and

abused) communal resources as “the tragedy of the commons” and considered why a

pasturemight be overgrazed if cattle ranchers’ access to the pasture were unimpeded

by property rights. In deciding on howmany cattle to add, each cattleman likely will

be compelled to reason that the addition of his cattle – and his cattle alone – to the

pasture will make no difference to the amount of feed available to the cattle of other

herdsmen. One person’s cattle just don’t eat that much, given the size of the pasture,

but the grass eaten by one rancher’s cattle is grass that can’t be eaten by the cattle of

other ranchers. This means that he can impose a portion of the costs of his cattle

grazing on the pasture on other ranchers, which is justification enough for all

ranchers to put more cattle on the pasture than they would if they individually

incurred the full grazing costs of their cattle. The result is that the cattlemen can

collectively face an outcome – a “tragedy” in the form of overly thin cattle – that

none of them would want:

Therein is the tragedy. Eachman is locked into a system that compels him to increase his herd

without limit – in a world that is limited. Ruin is the destination toward which all men rush,

each pursuing his own best interest in a society that believes in the freedom of the commons.

Freedom of the commons brings ruin to all. (Hardin 1968)

The prospect of the emergence of a “tragedy” under communal ownership has been a

very powerful argument for conversion of communal rights to private property

rights, which is an institutional setting under which the owners simultaneously have

both usage and exclusion rights.

Under communal ownership, if the resource is not presently being used by

someone else, no one can be excluded from the use of it. Consequently, once in

use, the resource becomes, for that period of time, the private property of the user.

The people who drive their cars onto the freeway take up space on the road that is

not in use; no one else (they hope!) can then use that space at the same time. Unless
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the drivers violate the rules of the road, they cannot be excluded from that

space; and if they are rational, they will continue to use the resource until their

cost of a little additional use equals their benefits from that additional use. They

may consider most of the costs involved in their use of the road, but one that

they may overlook, especially as it applies to themselves personally, is that their

space may have had some alternative use, that is, by others. Their presence also

increases highway congestion and the discomfort of the other drivers (poten-

tially nontrivial costs). As a result, they may overextend the use of their

resource, meaning that they may continue to drive as long as the additional

benefits they, themselves, get from driving additional miles is greater than the

additional cost.

The state can make the driver consider the social costs of driving in an

indirect way by imposing a tax on the driver’s use of the road (through either

a tax on gasoline or a tax on the miles driven, as determined by GSP-based

monitoring devices that several states were considering deploying at the time of

this revision), causing less driving, and fewer costs that drivers impose on

others. This is called “internalizing the social cost.” Once the state does this –

and it is commonly done through gasoline taxes and/or tolls – the rights to the

freeway are no longer “communal”; the rights have been effectively attenuated

by the state.

There are two additional ways that social costs can be internalized.

* First, people can be considerate of others and account for the social cost in their

behavior.
* Second, the right to the road can be turned into private property, meaning that

individuals are given the right to exclude others from the use of the resource (i.e.

the road). This may seem to be a totally undesirable turn of events unless we

recognize that private owners can then charge for the use of the road: they can

sell “use rights,” in which case the marginal cost of driving will rise, resulting in

an increase in the cost that individual drivers incur from traffic congestion (a

form of the tragedy of the commons all too familiar to MBA students commuting

to work or class).

The prime difference between this private ownership and government taxation is

that, with private ownership, the revenues collected go into the coffers of individ-

uals rather than those of the state; this is either “good” or “bad,” depending upon

your attitude toward government versus private uses of the funds. Furthermore,

under private ownership and without viable competitors (and we have an example

in which competition may not be practical), the owners may attempt to charge an

amount that is greater than the social costs in table 1.1; they may attempt, in the
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jargon of economists, to acquiremonopoly profits, and in so doing cause an underuse

of the road.

For that matter, the state-imposed taxes may be

greater than the social costs. The state may also act

like a monopolist. State agencies may not be per-

mitted tomake a “profit” as it is normally conceived,

but this does not exclude the use of their revenues

for improving salaries and the working conditions of state employees. Monopoly

profits may be easy to see on the accounting statements of a firm but may be lost in

bureaucratic waste or overexpenditures under state ownership. State ownership

does not necessarily lead to waste, but it is a prospect, and one that only the naı̈ve

will ignore. More is said on this subject at various points in the book.

We have now considered the distinction between private and communal property.

Several examples will enable us to amplify that distinction and to understand more

clearly the limitations of communal property rights and the pervasive use of private

property.

Pollution
Pollution of streams, rivers, air, etc. can be described as a logical consequence of

communal property rights. The state and federal governments, by right of eminent

domain, have always held rights to these resources; but until very recently they have

inadequately asserted their right to exclude people and firms from their use. As a

result, the resources have been subject to communal use and to overuse, in the same

sense as that discussed above.

By dumping waste into the rivers, people, firms, and local governments have been

able to acquire ownership to portions of the communal resource – they use it and

pollute it. Furthermore, because of the absence of exclusion, those people doing the

polluting do not have to pay to draw the resource away from its alternative uses

(such as beautiful scenery) or to reimburse the people harmed by the pollution for

the damage done. Under communal ownership, in which government does not

exercise its control, the firm with smoke billowing from its stacks does not have

to compensate the people who live around the plant for the eye irritation they

experience or the extra number of times they have to paint their homes.

Pollution is often thought to be the product of antisocial behavior, as indeed it

often is. Many who pollute simply do not care about what they do to others.

However, much pollution results from the behavior of people who do not have

devious motives. People may view their behavior as having an inconsequential

effect on the environment. The person who throws a cigarette butt on the ground

may reason that if this cigarette butt is the only one on the ground, it will not

materially affect anyone’s sensibilities, and in fact it may not. However, if everyone

Amonopoly (see chapter 10) is a single seller of

a goodor service that can charge higher prices

and reap greater profits by restricting the

quantity of the good it sells.
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follows the same line of reasoning, the cigarette butts will accumulate and an

eyesore will develop. Even then, there may be little incentive for people to stop

throwing their butts on the ground. Again, a person may reason on the basis of the

effects of his own individual action: “If I do not throw my butt on the ground here

with all the others, will my behavior materially affect the environmental quality,

given the fact that other butts are already there?” This type of reasoning can lead to a

very powerful argument for conversion of communal rights to private or state

rights, with the implied power for someone to exclude some or all of this kind of

use. (More will be said on the economics of pollution in chapter 5.)

Theft
The prevalence of theft can affect people’s willingness to create, invest in, and

enhance property. This is because theft reduces the rewards from property. Theft can

come in forms that quickly come to mind, muggings and break-ins, but it can also

come in other more widespread forms, such as customer shoplifting and employee

pilferage. The greater the prevalence of theft of property, the less people can be

expected to willingly invest in and build up their property. That rule is transparent

in the bicycles people ride in Amsterdam, the Netherlands. While bikes are every-

where present, few bikes are less than thirty years old. Bikes without gears (or with

no more than three gears) are common, and most show signs of wear. The reason is

that bike theft is common. As residents of Amsterdam will freely admit, it simply

doesn’t pay to buy a modern bike. Indeed, parking a new bike on the side streets and

alleys of Amsterdam is an invitation to thieves. The working rule among bike

owners in Amsterdam is that the amount spent on bike locks should be greater

than the amount spent on a bike.

It also very likely follows that the higher the cost of theft detection, the greater the

theft problems business will have. If the cost of monitoring customer shoplifting and

employee pilferage goes down, then more monitoring and less shoplifting and

pilferage can be expected. Both honest customers and honest employees can have

good reason to want at least some monitoring of the thieves among them. The

penalties can abate a tragedy of the commons in business – added costs of doing

business. The meted out penalties imposed on thieves can contain the prices of

products customers buy and increase the potential pay and job security of

employees.

However, in closing this section, we add a note of caution. While the assignment

of property rights is important to the efficient use of resources and the smooth

functioning of a market economy, there is a case to be made for the development of

some balance in the assignment of property rights. If there are too many rights

claimants, resources can be underutilized, giving rise to the “tragedy of the anti-

commons,” or so legal scholar Lawrence Lessig (2001) has argued, especially with
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regard to copyrights, which are a form of property right for intellectual property.

You can read more about this “tragedy” in Perspective 1 on the publisher’s website

for this book.

Voluntary organizations and firms as solutions for “tragedies
of the commons”

“Tragedies of the commons” are clearly potential problems, but they are also

problems that can cause people to search earnestly for solutions that stand apart

from always assigning private property rights or having the government step in with

imposed regulations. Indiana University political science professor Elinor Ostrom

shared the 2009 Nobel Prize in Economics for pointing out to economists steeped in

Hardin’s dismal view of the tragedy of the commons that people all the time form

voluntary associations to restrict and direct the use of communally owned

property – because communal ownership can be more cost-effective than private

ownership or government control. She found voluntary associations working well

all over the world when forests, fisheries, oil fields, and even grazing lands are held

communally (Ostrom 1990). What the voluntary associations need, according to

Ostrom, are clear, pre-established rules on how the gains from use of the communal

property are to be divided and how conflicts are to be resolved. Even ranchers in the

so-called “Wild West” of the nineteenth century formed cattlemen’s associations

that solved Hardin’s potential tragedy of the commons. The associations effectively

laid claim to the communal property, restricting entry of “outsiders” both in putting

cattle on the common pasture and in participating in the annual roundups

(Anderson and Hill 2004). The tragedy of the commons, played out in the willful

poaching of elephants in Namibia, Africa, was partially solved by giving local tribes

communal ownership rights to the elephant herds in their areas, insuring that they

received some of the gains from tourists coming to see wild elephant herds. The

tribes had incentives to control poaching (as reported by Henderson 2009).

University of California, Berkeley economics professor Oliver Williamson shared the

2009Nobel Prize for stressing that “firms” arenothingmore thanvoluntary associations

of varying numbers of people who organize themselves to achieve economic gains that

are shared. Because firms’ resources are used “communally,” there are ever-present

prospects for tragedies of firms’ commons with people misusing and abusing firm

resources for their own private ends (Williamson 1967, 1990, 1998). The Part Bs of the

chapters of this textbook reflect the thinking of scores of economistswho have followed

Williamson’s lead and have explained how firms seek to abate their potential tragedies

of the commons through hierarchial and financial structures and incentive systems.

Most microeconomics textbooks treat “firms” as theoretical “black boxes” that

magically transform inputs into outputs all very cost-effectively, so long as their
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markets are competitive. Such an approach misses a major reason MBA students are

in their microeconomic classes, to gain insights on how the transformations are

orchestrated, which includes avoiding firm-based tragedies of the commons. This is

to say, in the following chapters, we will pay due attention to howmarkets work, but

we will also peel back the sides of the black boxes called firms to gain insights on

how they can produce cost-effectively.

For a different view of the “tragedy of the commons,” see online Perspective 1,

The tragedy of the anticommons.

Online Perspective 1
The tragedy of the

anticommons

Part B Organizational economics and management

Managing through incentives

We noted above that much of this book and course is concerned with the problem of

overcoming a basic condition of life: scarcity. Firms are an integral means by which

the pressures of scarcity are partially relieved for all those people who either own or

work for firms. How is it that tragedies of the commons developed in Part A can reveal

themselves inside firms, especially large ones? Very straightforwardly. Owners and

their top managers want to get as much work and production from their workers as

they can for the wages paid. Many workers, on the other hand, may not want to work

as hard as their bosses want. Each worker can figure that if she sloughs off, her lack of

work intensity will not be noticed in terms of the firm’s total production. The problem

is that if all workers follow suit, then the firm’s profitability, if not survivability, and

workers’ jobs can be jeopardized, a tragedy of the work commons that no worker may

want. In order to get employees to work diligently for their firms (and to prevent a

tragedy of the work commons) managers and line workers must have some reason or

purpose – some incentive – to do that which they are supposed to do.2

2 Those MBA students who wish to go beyond the basics of the “organizational economics”

discussed in this textbook are advised to consider reading (and digesting) three important books:

Rubin 1990, Milgrom and Roberts 1992, and Roberts 2004.
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Incentives have been found to be important for more mundane, everyday busi-

ness reasons. Tying compensation to some objective measure of firm performance

can cause the affected workers’ productivity to rise substantially. This is because

tying pay to performance is a way of giving workers rights – a form of property

rights – to a portion of the output they produce.

In addition, tying pay to performance can change the type of workers who are

attracted to the pay-for-performance jobs. As might be expected, appropriately

structured incentive pay can increase a firm’s rate of return and stock price, as

well as the income of the affected workers.

Productivity increases
When Safelite Auto Glass switched from paying its glass installers by the hour to

paying them “piece rates,” worker productivity went up by 44 percent, only half of

which could be attributable to the motivational effect of the piece-rate pay system.

The other half was attributable to the fact that Safelite started attracting people who

were willing to work hard and began holding onto its more motivated and produc-

tive workers, even as its less motivated and productive workers were leaving the

company (Lazear 2000).

One study of thousands of managers of large corporations found that adding a 10

percent bonus for good performance could be expected to add 0.3 to 0.9 percent to

the companies’ after-tax rate of return on stockholder investment. If managerial

bonuses are tied to the market prices of the companies’ stock, share prices can be

expected to rise by 4 to 12 percent. The study, which covered 16,000 managers in

250 firms, also found that the greater the sensitivity of management pay to com-

pany performance, the better the performance (Abowd 1990). Another study found

that firms don’t have to wait around for the incentives to have an impact on the

firms’ bottom line to get a jump in their stock prices; all they have to do is to

announce that executives’ compensation over the long haul is going to be more

closely tied (through stock options or bonuses) to performance measures and the

stock will, within days, go up several percentage points, increasing shareholder

wealth by tens, if not hundreds, of millions of dollars, depending on firm size

(Brickley, Bhagat, and Lease 1985).

Naturally, if managers are paid just a straight salary, they have less reason to take

on risky investments (Roberts 2004, chapter 4). Managers’ potential gain from the

higher rates of return associated with risky investments is uncertain and problematic

(given that the rise in their future salaries from performance may not be clear and

direct), which is why they may shy away from risky investments (more so than they

would if their pay were clearly tied, in part or in whole, to some measure of firm

performance). Accordingly, it should surprise no one to learn that whenmanagers are

given bonuses based on performance, they tend to undertake riskier, higher-paying
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investments (Holmstrom1979; Shavell 1979; Amihud and Lev 1981; Smith andWatts

1982). But, then, if the bonuses are based on some short-term goal – say, this year’s

earnings instead of some longer-term goal, say, some level for the stock price – you

can bet that managers will tend to sacrifice investments with higher longer-term

payoffs for the smaller payoffs that are received within the performance period. The

managers’ time horizons can be lengthened by tying their compensation to the firm’s

stock value and then requiring that they hold the firm’s stock until some later date –

for example, retirement (Jensen and Meckling 1979).

Although incentives have always mattered, they probably have never been more

important to businesses interested in competing aggressively on a global scale.

Greater global competition means that producers everywhere must meet the best

production standards anywhere on the globe, which requires them to have the best

incentive systems anywhere. Incentives will continue to grow in importance in

business as the economy becomes more complex, more global, and more compet-

itive. Although incentives are both positive and negative, when structured properly

they can ensure that managers, workers, and consumers prosper.

The growing importance of incentives
Like it or not, businesspeople will have to learn to think about incentives with the

same rigor that they now contemplate their balance sheets and marketing plans.

They will need to justify the incentive structures they devise, which means they will

have to understand why they do what they do. High pay and so-called “golden

parachutes” (or generous firing packages) for executives and stock options for

workers will need to be used judiciously. They can’t be employed just because

they seem like a nice idea, or because everyone else is using them. Investors who

find it easier and easier to move their investment funds anywhere in the world will

be less inclined to allow their capital to be used for “nice ideas.” Unless “nice ideas”

are well designed, they can spell wasted investments. The multitude of ways that

incentives can matter in business makes a study of them mandatory – if managers

want to get them right.

The Lincoln Electric case
Unless policies are carefully considered, perverse incentives can be an inadvertent

consequence, mainly because people can be very creative in responding to policies.

Lincoln Electric is known for achieving high productivity levels among its produc-

tion workers by tying their pay to measures of how much they produce. But the

company went too far. When it tied the pay of secretaries to “production,” with

counters installed on typewriters to measure how much was typed, the secretaries

responded by spending their lunch hours typing useless pages of manuscript to

increase their pay, which resulted in that incentive being quickly abandoned (Fast

Microeconomics: a way of thinking about business 33 B



and Berg 1971; Roberts 2004, 42). In seeking to reduce the number of “bugs” in its

programs, a software company began paying programmers to find and fix bugs. The

goal was noble but the response wasn’t: Programmers began creating bugs so that

they could find and fix them, with one programmer increasing his pay $1,700

through essentially fraudulent means. The company eliminated the incentive pay

scheme within a week of its introduction (Adam 1995).

Lincoln Electric’s experience brings us to a general rule that managers of all

companies must keep inmind: incentives almost always work, but they don’t always

work well or in the way that is expected (a fact that has led to harsh criticisms of

even the attempt to use incentives, punishments, or rewards3). Economic researchers

in Israel sought to help ten day care centers in Haifa reduce the number of times

parents picked up their children late (Gneezy and Rustichini 2000). For the first four

weeks of their twenty-week research experiment, the researchers did not impose a

fine for late pickups and observed that the day care centers had an average of seven

late pickups per week. After the fifth week, they imposed a fee of $3 per late pickup.

Contrary to their presumption, late pickups jumped to an average of twenty per

week per center. The late pickups could have increased for two reasons that the

researchers did not consider, according to Stephen Levitt and Stephen Dubner who

report on the experiment in their best-selling economics book, Freakonomics. First,

the parents considered the $3 fee to be an approved and cheap form of added

babysitting. (Thus, a $20 late fee might have had the expected response, a curb in

tardiness, because the fee would then be greater than the cost of babysitting found

elsewhere.) Second, the day care centers had probably lowered, on balance, the true

cost for tardiness: the monetary late fee took the place of the “psychic cost”

associated with doing something considered “wrong,” such as not picking up

children on time (Levitt and Dubner 2005, 19–20, 23).

Mitsubishi Motors sought to increase the sales of its cars in 2003 through a

promotional campaign dubbed “zero-zero-zero” – for zero down payment, zero

interest, and zero payments for the first twelve months after sale. According to one

automobile industry journalist, “a hefty number [of car buyers] used this promotion

to drive a new car without paying anything for a year, after which they let the car get

repossessed,” resulting in losses of hundreds of millions of dollars for the company

(Ingrassia 2005).

One source of the worldwide mortgage market meltdown is that mortgage lend-

ers, with the encouragement of the federal government, began making mortgage

loans in the 1990s to prospective homeowners with little to no down payments and

at “teaser” (below-market) interest rates for two or three years, after which the

interest rates, along withmortgage payments of homeowners, would increase. Many

3 For criticisms of incentives, see Kohn 1993b and Pearce 1987.
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prospective homebuyers (and speculators) snapped up the so-called “subprime”

mortgages, figuring that they could reap an increase in their home equity if the

housing price bubble continued while the teaser rates were in effect. If the housing

bubble burst, then the homebuyers had little or nothing to lose. The mortgage

lenders bundled their subprime mortgages and sold them off to investors around

the world who assumed that the mortgages were a safe investment because of the

housing bubble. Little did many securities investors recognize that the value of their

securities would crash with the subsequent crash in housing prices, aggravated by

many homeowners who walked away from their homes and mortgage payments

when their payments escalated and the resell prices of their homes fell below their

mortgage balances.

Incentives and managed earnings
Of course, incentive systems can cause managers to manage their earnings. For

example, when managers are paid on the basis of annual performance targets,

research shows that they have been induced to advance the reporting of sales

when they expect to be short of the targets. When they expect to more than make

their targets, managers have moved sales to the first quarter of the next year on the

grounds that there is no reason for them to “waste” sales (Oyer 1998; Horngren

1999, 937–8). The fact that so many executives at the now defunct Enron and

Worldcom held so much of their companies’ stock can go a long way toward

explaining the extensive accounting fraud at those companies. By “cooking the

books,” the managers were able to inflate the value of their stock holdings (Roberts

2004, 156–7), which carries a valuable lesson: beware of tying managers’ pay to

performance measures that are easily manipulated (Baker 2000).

In the twenty-first-century world economy, business incentives will become even

more commonplace, and getting them right will be an even greater concern for

managers.

Why incentives are important

But such conceptual and factual points beg two critical questions:

* Why are incentives important?
* Why do they work?

Admittedly, the answers are many. One of the more important reasons that incen-

tives matter within firms is that firms are collections of workers whose interests are

not always aligned with the interests of the people who employ them – that is, the

owners. The major problem facing the owners is how to get the workers to do what
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the owners want them to do. The owners could just issue directives, but without

some incentive to obey them, nothing may happen. Directives may have some value

in themselves: people do feel a sense of obligation to do what they were hired to do,

and one of the things they may have been hired to do is to obey orders (within

limits). However, directives can be costly. Firms may use incentives simply as a

cheaper substitute for giving out orders that can go unheeded unless the workers

have some reason to heed them.

Firms may also use incentives to clarify firm goals, to spell out in concrete terms

to workers what the owners want to accomplish. As every manager knows all too

well, it is difficult to establish and write out the firm’s strategy that will be used to

achieve its stated goals, and it is an even more difficult task to get workers to

appreciate, understand, and remember firm goals – and then work toward them. The

communication problem typically escalates with the size of the organization.

Goals are always imperfectly communicated, especially by memoranda or

through employment manuals that may be read once and tossed away. Workers

do not always know how serious the owners and upper managers are: they can

remember any number of times when widely circulated memos were nothing but

“window dressing.” Incentives are a means by which owners and upper managers

can validate overall company goals and strategies. They can in effect say through

incentives (reinforced regularly in paychecks and end-of-year bonuses): “This is

what we think is important. This is what we will be working toward. This is what

we will be trying to get everyone else to do. And this is where we will put our

money.” Even if workers were not sensitive to the pecuniary benefits of work, but

were interested only in doing what their companies wanted them to do, incen-

tives, because of the messages they convey, can have a valuable and direct impact

on what workers do and how long and hard they work (White 1991; Robins

1996).

But there is a far more fundamental reason that incentives matter:managers don’t

always know what orders or directives to give. No matter how intelligent, hard

working, and well informed managers are, they seldom know as much about

particular jobs as those who are actually doing them. Knowing about the peculiar-

ities of a machine, the difficulties a fellow worker on the production line is expe-

riencing at home, or the personality quirks of a customer are just a few examples of

the innumerable particular bits of localized knowledge that are crucial to the success

of a firm. And this knowledge is spread over everyone in the firm without the

possibility of its being fully communicated to, and effectively utilized by, those who

are primarily responsible for managerial oversight. The only way a firm can fully

benefit from such localized knowledge is to allow those who possess the knowl-

edge – the firm’s employees – the freedom to use what they know. This is what it

means to empower workers.
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But the benefits from participatory management, or employee empowerment, can

be realized only if employees have not only the freedom but also the motivation to

use their special knowledge in productive cooperation with each other. The crucial

ingredient for bringing about the requisite coordination is incentives that align the

otherwise conflicting interests of individual employees with the collective interests

of all members of the firm. Without such incentives, there can be no real employee

empowerment because there is no hope that the knowledge dispersed throughout

the firm will be used in a coordinated and constructive way. The only practical

alternative to a functioning system of incentives is, again, a top-down, command-

and-control approach that, unfortunately, never can allow the full potential of a

firm’s employees to be realized.

Frederick Hayek’s ageless insight about the dispersion of economically relevant

information applies within the firm (Hayek 1960). With the growing complexity and

sophistication of production, knowledge becomes ever more widely dispersed

among a growing number of workers. Hence, the importance of incentives has

grown with modern-day leaps in the technological sophistication of products and

production processes. Incentives will continue to grow in importance as production

and distribution processes become ever more complex.

Seen in this light, the problem of the firm is the same as the problem of the general

economy. As did Hayek, economists have argued for years that no group of govern-

ment planners, nomatter how intelligent and dedicated, can acquire all the localized

knowledge necessary to allocate resources intelligently. The long and painful

experiments with socialism and its extreme variant, communism, have confirmed

that this is one argument that economists got right. But the freedom for people to use

the knowledge that only they individually have has to be coupled with incentives

that motivate people to use that knowledge in socially cooperative ways – meaning

that the best way for individuals to pursue their own objectives is by making

decisions that improve the opportunities for others to pursue their objectives. In a

market economy, these incentives are found primarily in the form of prices that

emerge from the rules of private property and voluntary exchange. Market prices

provide the incentive people need to productively coordinate their decisions with

each other, thus making it not only possible, but desirable, for people to have a large

measure of freedom to utilize the localized information and know-how they have.

A perfect incentive system would assure that everyone could be given complete

freedom because it would be in the interest of each to advance the interests of all. No

such perfect incentive system exists, not within any firm or within any economy. In

every economy there is always some appropriate “mix” of both market incentives

and government controls that achieve the best overall results. The argument over

just what the right mix is will no doubt continue indefinitely, but few deny that both

incentives and controls are needed. Similarly, for any firm made up of more than
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one person, there is some mix of incentives and direct managerial control that best

promotes the objectives of the firm, i.e. the general interests of its members.

Of course, if a given firm doesn’t pay attention to its incentives, it may lose more

than its lunch; it may be forced out of business by those firms that do recognize the

importance of incentives. Seen from this perspective, incentives can be a critical

component of firm survival – perhaps just as critical as product development or

technological sophistication.

The problem is in getting the incentives right and using the full range of potential

incentives. Unfortunately, we can’t say exactly what incentives your firm should

employ. The precise incentives chosen depend on local conditions that can vary

greatly across firms.

Practical lessons for MBAs: see management as a problem in solving
Prisoner’s Dilemmas

Management self-help books that line bookstore shelves make management out to be an

extremely complex undertaking. That it can be, but the economic way of thinking about

management seeks to cut through the complexity with practical pointers. Consider manage-

ment problems as Prisoner’s Dilemmas, which suggests that the central task of managers is to

provide employees with a set of incentives so that they take the cooperative solution. Too

often managers rely on directives to bring about cooperation among workers. Directives can

work well, but only when managers knowmore about what the workers do than the workers

know. In complex working environments, such is often not the case. Managers hire workers

because they, managers, can’t know or do all the things that workers are supposed to do. In

such cases, managers should consider replacing directives with incentives that encourage

workers to use their specialized and localized knowledge to use firm resources in the most

cost-effective manner.

Profits can be made from product development. Profits can also be made from getting

incentives right, which involves making sure that workers share in firm gains whenworkers do

things right and in firm losses when workers do things wrong. In effect, getting incentives

right canmeanmakingworkers inmany (not all) job categories residual claimants. At the time

of this writing, one of the authors’ university was in the midst of a budget “crunch,” desper-

ately searching for ways to reduce its expenditures on “large ticket items” such as electricity

use. The university figured that it was spending $120 a year on electricity per computer to keep

each university computer running at night. Almost all of the university’s 1,500 professors were

leaving their computers on when they left the office for the day (or week or month!) on the

chance that they might want to tap into their office computers from home through the

“Desktop Remote” feature of Windows. At the time, a software program was available that
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would “wake up” turned-off computers, but the cost of the program was gauged at $68 per

computer. Substantial cost savings even over one year were obvious, but faculty were not

rushing to buy the program.Why? The university paid the electricity bill, but professors would

have to pay for the wake-up program out of their discretionary budgets. One potential

organizational fix should have been apparent: give each professor (or his department) an

electricity budget that would more than cover the cost of the wake-up software and allow

each professor to keep any residual for research purposes.

Further reading online

Reading 1.1 “I, pencil,” by Leonard E. Read

The key takeaways from chapter 1 are the following:

1 Economics is a discipline best described as the study of human interaction in the context of

scarcity. It is the study of how, individually and collectively, people use their scarce

resources to satisfy as many of their wants as possible. The economic method is founded

in a set of presuppositions about human behavior on which economists construct

theoretical models.

2 Economics is a way of thinking about virtually everything, including the issues that man-

agers confront daily.

3 Communally owned property is a common cause of resource misuse and overuse.

4 Private property rights matter because they affect people’s incentives to use scarce resour-

ces. This is because they affect people’s rewards from effectively utilizing scarce resources.

They also affect the costs they incur from misusing and abusing scarce resources.

5 Not all potential tragedies of the commons need to be resolved through private

property rights and government regulation. Voluntary associations and firms aremeans by

which the overuse of communally owned resources has been abated.

6 For trade to recur and be systematic, it must bemutually beneficial to the trading partners,

and trade can bemutually beneficial evenwhen one party to the trades is more efficient in

both goods subject to trade.
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7 In general, incentives of all kinds matter in how effectively (or ineffectively) scarce resour-

ces are utilized. There is obviously profit to be made from developing better, improved

goods and services. Less widely recognized is the fact that there is also profit to be made

from developing better, more cost-effective incentive systems.

8 Overcoming Prisoner’s Dilemmas is a pervasive problem in the development of social and

management policies.

Review questions >>
............................................................................................................

1 In the prison camp described early in this chapter, rations were distributed equally. Why

did trade within and among bungalows result?

2 Recall the priest who traded the cigarettes for cheese, and cheese for cigarettes, so that

he ended up with more cigarettes than he had initially. Did someone else in the camp lose

by the priest’s activities? Howwas the priest able to end up better off thanwhen he began?

What did his activities do to the price of cheese in the different bungalows?

3 Theories may be defective, but economists continue to use them. Why?

4 A microeconomics book designed for MBA students could include theories more complex

than those in this book. What might be the trade-offs in dealing with more complex

theories?

5 Most MBA students study in “teams.” Is there a potential tragedy of the commons within

MBA study teams? Asked differently, what incentive problems do these teams have to

overcome?Howhas your team sought to overcome the incentive problems?Why are teams

generally small? What would be the consequence of doubling or trebling the size of study

teams?

6 Some restaurants have their bartenders “tip pool” (or divide up their total tips at the end of

their shifts). Servers in the rest of the restaurant often do not tip pool. What are the

problems of tip pooling? Why do bartenders often tip pool while other servers in the

same restaurant do not? How do restaurants overcome the potential problems with tip

pooling?
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Principles of rational behavior in society
and business

We are not ready to suspect any person of being defective in selfishness.

Adam Smith

The combined assumptions of maximizing behavior, market equilibrium, and stable

preferences, used relentlessly and unflinchingly, form the heart of the economic

approach.

Gary S. Becker

Microeconomics rests on certain assumptions about individual behavior.

One is that people are capable of envisioning various ways of improving

their position in life. This chapter reviews and extends the discussion begun in

chapter 1 of how people – businesspeople included – cope with scarcity, which

means choosing among the alternatives for improvement people can envision.

According to microeconomic theory, consumers and producers make choices

rationally, so as to maximize their own welfare. This seemingly innocuous basic

premise about human behavior will allow us to deduce an amazing variety of

implications for business and many other areas of human endeavor. The premise

undergirds our study of mutually beneficial trades considered in chapter 1 and the

forces of supply and demand to be covered in chapter 3. The assumption of

rationality is at the core of the economic way of thinking about everything,

including managing and thinking itself.



Part A Theory and public policy applications

Rationality: a basis for exploring human behavior

People’s wants are expansive and ever expanding. We can never satisfy all our

wants because we will always conceive of new ones. The best we can do is to

maximize our satisfaction, or utility, in the face of

scarcity. Economists attempt to capture in one

word – utility – the many varied contributions

made to ourwell-beingwhenwe buy and sell, achieve

a success (small or large), earn a living, drink, eat,

have sex, read a good book, have children, play – or

make an A on a microeconomics exam!

The ultimate assumption behind this theory is that people act with a purpose. In

the words of Ludwig vonMises, they act because they are “dissatisfied with the state

of affairs as it prevails” (Mises 1962, 2–3).

The acting individual

If people act in order to satisfy their consciously perceived wants, their behavior

must be self-directed rather than externally controlled – at least to some extent.

However, there is no way to prove this assertion. Economists simply presume that

individuals, as opposed to groups, perform actions. It is the individual who has

wants and desires, and looks for the means to fulfill them. It is the individual who

attempts to render his or her state less unsatisfactory.

Group action, when it occurs, results from the actions of the individuals in the

group (as we will see in Part B of this chapter). Social values, for instance, draw their

meaning from the values that individuals share, while still holding the values

individually. Economists would even say that group action cannot be separated

from individual action, although economists do not deny that individual actions can

lead to outcomes that no member of the group wants. But economists can explain

such outcomes as the result of rational individuals responding to incentives that

need to be improved.

Of course, individuals in a group affect one another’s behavior. In fact, the size

and structure of a group can have a dramatic effect on individual behavior (again,

as we shall see in Part B of this chapter). When economists speak of a competitive

market, they are actually talking about the influence that other competitors have

on the individual consumer or firm, and the choice dynamics of the individuals

involved.

Utility is the satisfaction a person receives

from the consumption of a good or service

or fromparticipation in an activity. Happiness,

joy, contentment, or pleasure might all be

substituted for satisfaction in the definition

of utility.
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Rational behavior

When individuals act to satisfy their wants, they

exhibit rational behavior. The notion of rational

behavior rests on three assumptions:

* first, that the individual has a preference and can

identify, within limits, what he or she wants
* second, that the individual is capable of ordering his or her wants consistently,

from most preferred to least preferred
* third, that the individual will choose consistently from these ordered preferences

to maximize his or her satisfaction.

Even though the individual cannot fully satisfy all her wants, when possible she will

always choose more of what she wants rather than less. In short, the rational

individual always stands ready to further her own interests.

Some readers will find these assertions obvious and acceptable. To others,

they may seem narrow and uninspiring. Economists often talk and write as if

people are perfectly rational; that is, they always make decisions with great

care and precision and without errors in judgment (other than those that

involve calculated risks and mistakes). This is not because economists truly

believe that people’s decisions are never prone to error – or “decision-making

biases” or “irrationalities” – as critics sometimes argue people are. Rather, econ-

omists press their founding premise of rationality to the point of perfection for

two reasons:

* First, an assumption of perfect rationality can ease the difficulty (cost) of

thinking through the implications of decision making. If we were to assume

that people are imperfectly rational, or “quasi-rational,” we could find it

unnecessarily difficult to model human thinking and decision making and to

gain insight through the development of logical deductions and testable

hypotheses, with the development of testable hypotheses a goal of all science,

including the science of economics (and many economists do think of their

discipline as a “science,” if only a “social science”). A first and foremost require-

ment of economics is that it allows us (economists and people in the larger

world) to economize on the scarcest of all resources, the human brain (the

average weight of which is three pounds). The frailties and limitations of the

brain, as documented by neuroscientists and psychologists, is all the more

reason we need to simplify as much as possible our models of human decision

making.

Rational behavior is consistent behavior that

maximizes an individual’s satisfaction

through comparisons of the costs andbenefits

of alternative courses of action.
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* Second, by developing theory based on a premise of perfect rationality in

personal and business decision making, we can deduce a variety of principles

that can lead to improved decision making for people who are not innately

perfectly rational (or who are beset with decision-making biases), resulting in

enhanced personal welfare and greater firm profits.

In short, our goal throughout this book is to convey the economic way of

thinking. We do this on the expectation that you will gain insights about per-

sonal, business, and government behaviors with the development of supply and

demand curves in the following chapter that might not otherwise have occurred

to you. Leaf ahead to figure 3.5 to see the supply and demand curves. Notice that

those two curves are hardly complete and fully accurate descriptions of markets.

They could not be. After all, they are only two lines on a graph. Nevertheless, in

chapter 3, we develop insights about how prices are determined in markets (and

we do that with the assumption that markets are far more competitive than we

know them to be). The economic principles that have been developed, and will be

developed in this chapter and the rest of the book, can be seen as suggestions for

improvements in decision making in virtually all aspects of life. Later in the

chapter we examine some common objections to the concept of rational behavior,

but first we must examine a few logical consequences of the rationality premise.

Be prepared for a change in the way you see and think about the world of business

around you.

[See online Video Module 2.1 Rational behavior]

Rational decisions in a constrained environment

Several important conclusions flow from the economist’s presumption of rational

behavior. First, the individual makes choices from an array of alternatives. Second,

in making each choice, a person must forgo one or more things for something else.

All rational behavior involves a cost, which is the value of the most preferred

alternative forgone. Third, in striving to maximize his or her welfare, the individual

will take those actions whose benefits exceed their costs and will continue to

consume any given good until the additional value of the last unit consumed equals

the additional cost incurred to obtain the last unit.

Choice
We assume that the individual can evaluate the available alternatives and select the

one that maximizes her utility. Nothing in the economic definition of rational

behavior suggests that the individual is completely free to do as she wishes.

Whenever we talk about individual choices, we are actually talking about
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constrained choices – choices that are limited by outside forces. For example, you as

a student or manager find yourself in a certain social and physical environment and

have certain physical and mental abilities. These environmental and personal

factors influence the options open to you. You may not have the money, the time,

or the stomach to become a surgeon, and you certainly don’t have the time to take all

the courses listed in the schedule for your MBA program.

Although your range of choices may not be wide, choices do exist. At this

moment you could be doing any number of things instead of reading this book.

You could be studying some other subject, going out on a date, playing with your

son or daughter, or completing a pressing company project. Or you could have

chosen to go shopping, to engage in intramural sports, or to jog around the block. In

fact, you not only can make choices, you must make them.

Suppose that you have an exam tomorrow in economics and that there

are exactly two things you can do within the next twelve hours. You can

study economics or play rounds of golf. These two options are represented in

figure 2.1. Suppose you spend the entire twelve hours studying economics. In

our example, the most you could study is four chapters, or E1. At the other

extreme, you could do nothing but golf – but again, there is a limit: eight

rounds or G1.

Neither extreme is likely to be acceptable. Assuming that you aim both to pass

your exam and to have fun, what combination of rounds of golf and study should

you choose? The available options are represented by the straight line E1G1, the

production possibilities curve (PPC) for study and play, and the area underneath it. If
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Figure 2.1 Constrained choice

With a given amount of time and other

resources, you can produce any

combination of study and golf along the

curve E1G1. The particular combination

you choose will depend on your personal

preferences for those two goods. You

will not choose point x, because it

represents less than you are capable of

achieving – and, as a rational person, you

will strive to maximize your utility.

Because of constraints on your time and

resources, you cannot achieve a point

above E1G1.
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you want to maximize your production, you will choose some point on E1G1, such

as a: two chapters of economics and four golf rounds. You might yearn for five

rounds and the same amount of study, but that point is above the curve and beyond

your capabilities. If you settle for less – say one chapter and three golf rounds, or

point x – you will be doing less than you are capable of doing and will not be

maximizing your utility. The combination you actually choose will depend on your

preference.

Changes in your environment or your physical capabilities can affect your

opportunities and consequently the choices you make. For example, if you improve

your study skills, your production rate for chapters studied will rise. You might then

be able to study eight units of economics in twelve hours – in which case your

production possibilities curve would expand outward. Even if your ability to play

golf remained the same, your greater proficiency in studying would enable you to

increase the number of rounds of golf played. Your new set of production possi-

bilities would be E2G1 in figure 2.2.

Again, you can choose any point along this curve or in the area below it. Youmay

decide against further golf rounds and opt instead for four chapters of economics

(point c). Or you could move to point b, in which case you would still be learning

more economics – three chapters instead of two – but also would be playing more

golf. The important point is that you are able to choose from a range of opportu-

nities. The option you take is not predetermined.

[See online Video Module 2.2 Productivity change and choice]
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Figure 2.2 Change in constraints

If your study skills improve and your

ability at golf remains constant, your

production possibilities curve will

shift from E1G1 to E2G1. Both the number

of chapters you can study and the

number of rounds of golf you can

play will increase. On your old curve,

E1G1, you could study two chapters and

play four rounds of golf (point a). On

your new curve E2G1, you can study three

chapters and play five rounds of golf

(point b).
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Cost
The fact that choices exist implies that some alternative must be forgone when

another is taken. For example, suppose that you have decided to spend an hour

watching television programs. The two programs youmost want to watch are Oprah

(a show whose guest list is dominated by celebrities)

and Jerry Springer (a show whose guest list is domi-

nated by weirdos). If you choose Oprah, the cost is

the pleasure you sacrifice by not watching a (staged)

brawl among the guests on Jerry Springer.

Notice that cost does not require spending money. The cost of watching one

TV show instead of another has nothing to do with money. Money can be a

useful measure of costs, however, because it reduces to one common denomi-

nator. But money is not a cost itself. The shoes

you are wearing may have cost you $50 (a money

cost), but the real cost (the opportunity cost) is the

value of what you could have purchased instead

with the $50. The real cost is the actual benefits given up from the most

preferred alternative not taken when a choice is made. When economists use

the term “cost,” they mean the real or opportunity cost – the value of the option

not taken.

As long as you have alternative uses for your time and other resources, “there is

no such thing as a free lunch,” a pat phrase economists repeat often. Nothing can

be free if other opportunities are available. One goal of economics courses is to

help you recognize this very simple principle and to train you to search for hidden

costs. There is a cost to writing a poem, to watching a sunset, to extending a

common courtesy of opening a door for someone. Although money is not always

involved in choices, the opportunity to do other things is. A cost is incurred in

every choice.

Maximizing satisfaction: cost–benefit analysis
An individual who behaves rationally will choose an option only when its benefits

are greater than or equal to its costs. This is equivalent to choosing the most

favorable option available. That is, people will produce or consume those goods

and services whose benefits exceed the benefits of the most favored opportunity not

taken.

This restatement of themaximizing principle, as it is called, explains individual

choice in terms of cost. In figure 2.1, the choices along curve E1G1 represent

various cost–benefit trade-offs. If you choose point a, we must assume that you

prefer a to any other combination because it yields the most favorable ratio of

benefits to costs.

Cost (or more precisely, opportunity cost) is

the value of the most highly preferred

alternative not taken at the time the choice is

made.

Money cost is a monetary measure of the

benefits forgone when a choice is made.
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A change in cost will produce a change in behavior. Suppose you and a friend

set a date to play checkers, but at the last moment he receives a lucrative job offer

for the day of the match. Most likely the contest will be rescheduled. The job offer

will change your friend’s opportunities in such a way that what otherwise would

have been a rational act (playing checkers) is no longer rational. The cost of

playing checkers has risen significantly enough to exceed the benefits of the

checkers game.

Economists see cost–benefit analysis as the basis of much (but certainly not all) of

our behavior. Why do you attend classes, for example? The obvious answer is

that at the time you decide to attend class, you

expect the benefits of attending to exceed the

costs. The principle applies even to classes you

dislike. A particular course may have no intrinsic

value, but you may fear that by cutting class you will miss information that would

be useful for the examination. Thus the benefits of attending are a higher grade

than you would otherwise expect. Besides, other options open to you at 7 o’clock

Tuesday evening may have so little appeal that the cost of going to class is very

slight.

Take another example. Americans are known for the amount of waste they

accumulate. Our gross national garbage (what Americans collectively discard annu-

ally) is estimated to be more valuable than the gross national output of many other

nations. We throw away many things that people in other parts of the world would

be glad to have. However morally reprehensible some people may find such “waste,”

it can be seen as the result of economically rational behavior. The food wrappings

people throw away, for example, add convenience and freshness to the food, the

value of which can exceed the costs.

So does it make sense to say that using and disposing of food wrapping is

wasteful? Perhaps sometimes, but only if the person throwing away the trash is

able to impose some of the waste disposal costs on others, therebymaking a decision

in which the personal value of the disposal is greater than the personal cost

incurred – but the personal value of the disposal is less than the total cost incurred

by all people (including the person who does the disposal plus others who incur a

portion of the disposal cost). Indeed, much waste disposal – litter – can be an

economic waste of a sort (an inefficiency) because taxpayers cover the cost of litter

collection, which encourages excessive littering by all.

The behavior of businesspeople is not materially different from that of consum-

ers or students. People in business are constantly concerned with cost–benefit

calculations, except that the comparisons are often (but not always) made in dollar

terms. For example, will the cost of a small improvement in the quality of a

product be more than matched by the additional (marginal) revenues generated

Cost–benefit analysis is the careful calculation

and comparison of all costs and benefits

associated with a given course of action.
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from the improvement? In other words, will consumers value the added benefits

enough to pay for them? In assessing the safety of their products, for example,

businesspeople must consider how much consumers are willing to pay for the

additional safety and how much it costs. It doesn’t pay to make products as safe as

possible if providing the additional safety costs more than it is worth. Automobile

manufacturers could build cars like Sherman tanks that would be safe under most

driving conditions, but could not sell them at a price necessary to cover the cost of

making them.

The effects of time and risk on costs and benefits

When an individual acts, all the costs and benefits are not necessarily incurred

immediately. The decision to have a child is a good example. A college-educated

couple’s first child can easily cost more than $500,000, from birth through college,

when the cost of parental time involved is considered (Craig 2003). Fortunately this

high cost is incurred over a relatively long period of time (or many people would not

become parents).

Benefits received in the future must also be compared with present benefits. If you

had a choice between receiving $10,000 now and $10,000 one year from now, you

would take $10,000 today. You could put the money in a bank, if nothing else,

where it would earn interest, or you could avoid the effects of future inflation by

spending the money now. In other words, future benefits must be greater than

present benefits to be more attractive than present benefits.

To compare future costs and benefits on an equal

footing with costs and benefits realized today, we

must adjust them to their present value (PV). The

usual procedure for calculating present value – a

process called discounting – involves an adjustment for the interest that could be

earned (or would have to be paid) if the money were received (or due) today rather

than in the future. A dollar received a year from now is worth less than a dollar

received today. If the rate of interest is 6 percent, then a dollar received a year from

now is the same as $0.943. A dollar earned two years from now would be worth

today – or has a present value – of just under $0.90 because the amount received

today will rise to the value of $1 over the next two years when the interest is

6 percent. Accordingly, a dollar to be received fifty years from now will be worth a

matter of a few cents.1

Present value is the value of future costs and

benefits in terms of current dollars.

1 The mathematical formula for computing the present value of future costs or benefits received

one year from now is PV = [1(1 + r)] f, where PV stands for present value, r for the rate of

interest, and f for future costs or benefits.
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Discounting a dollar for time may seem like a trivial exercise, and many people

might not want to waste their time (incur the cost) of doing the discounting math,

but the principle at stake is certainly worth contemplating when millions of dollars

of a firm’s costs and profits are at stake. The principle of discounting suggests a

business strategy:

1 Postpone costs as long as possible and collect revenues as soon as possible.

2 The higher the interest rate, work all the more diligently to follow the first rule in

the strategy.

If there is any uncertainty about whether future benefits or costs will

actually be received or paid, further adjustments must be made. Without such

adjustments, perfectly rational acts may appear to be quite irrational. For

example, not all business ventures can be expected to succeed. Some will be

less profitable than expected or may collapse altogether. The average fast-food

franchise may earn a yearly profit of $1 million but only nine out of ten

franchises may survive their first year (because the average profits are distorted

by the considerable earnings of one franchise). Thus the estimated profits for

such a franchise must be discounted, or multiplied by 0.90. If 10 percent of

such ventures can be expected to fail, on average each will earn $900,000

($1 million × 0.90).

Entrepreneurial risk taking
The entrepreneur who starts a single business venture runs the risk that it may be the

one out of ten that fails. In that case, profit will be zero. To avoid putting all their

eggs in one basket, many entrepreneurs prefer to initiate several new ventures,

thereby spreading the risk of doing business. In the same way, investors spread their

risk by investing in a wide variety of companies, and firms spread their risk by

producing a number of products. The principle at stake is a simple and straightfor-

ward one: when risks and uncertainties are present, diversify! Diversify your

portfolio of stocks and bond holdings, but also diversify your business ventures

and product lines. By diversifying, you can play the odds and lower risk of wipeouts,

which means you can take on more risks. Net gains can rise from diversifying

portfolios because risky projects come with “risk premiums,” as many people are

risk averse.

Risk taking by banks and homeowners
Discounting for time and risk can be applied to a multitude of economic choice

situations. Consider the case of prospective homeowners who seek mortgages from

banks. Prospective homeowners vary in their riskiness to banks because people have
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different income levels, income stabilities, and credit histories. Some prospective

homeowners have well-paid government jobs (professors, for example) with a

very low probability of ever being laid off; other prospective homeowners have

moderate-paying and unstable jobs (construction workers). When granting mort-

gages, banks have to consider that the loan balances will be paid off over time and

that the payments will be more or less secure, which will depend on such factors as

overall economic activity and the prices of houses. Banks can be expected to charge

an interest rate based on four factors:

1 The mortgage payments will flow in over time. The total payments for

interests and principal in nominal dollars must far exceed the dollars loaned

out today. The longer the mortgage term, the greater the interest rate to

accommodate the discounting of payments further into the future on longer-

term mortgages.

2 Inflation can erode the real value of the mortgage payments. Thus, the higher the

expected inflation rate, the higher the interest rate (indeed, the nominal interest

rate should reflect some base interest rate, assuming zero inflation, plus the

expected inflation rate).

3 The creditworthiness of the borrower can affect the interest rate charged.

Prospective homeowners who have poor credit records will be considered higher

risks because they are (as a group) more likely to walk away from their homes and

mortgages, leaving the bank with a foreclosed home that may have to be sold at a

fire-sale price. The higher the riskiness of borrowers, the greater the banks will

discount the value of future payments – which is why such borrowers must suffer

a greater interest rate on mortgages. The higher interest rates charged high-risk

borrowers do not necessarily make such mortgages more profitable than lower

interest rates charged low-risk borrowers.

4 The interest rate a bank will charge on mortgages can be expected to vary

with the down payment. The lower the down payment, the smaller the loss

borrowers will incur if housing prices fall and borrowers walk away from their

houses. The lower the down payment, the greater the chances borrowers will

take that they will not be able to make their payments and will walk away

from their mortgages. The greater the down payment, on the other hand, the

more assured banks can be that borrowers will be conservative in their risk

taking and that borrowers will not walk from their homes when housing

prices retreat.

Banks will gladly compete for creditworthy borrowers, thus lowering the interest

rates of the creditworthy (and improving other terms of the mortgages). As the

creditworthiness of borrowers goes down, interests can be expected to go up, which
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implies a “risk premium” is tacked onto some base (prime) interest rate for the most

creditworthy borrowers. As the down payment goes up, the interest rate can be

expected to fall because higher down payments indicate a greater means of payment

and a greater commitment to making the payments.

Risk taking by banks and the mortgage crisis
Banks can deal with the risks of mortgages because they make a lot of them; that is,

they diversify their mortgage portfolios across many borrowers. With risks mod-

erated by volume and diversification, banks can then take on more risks. In fact,

banks have a strong incentive to take on risks because of the risk premiums on risky

loans. Banks also borrow for short terms from their checking and saving depositors

to make long-termmortgage loans. They canmake loans equal to, say, 90 percent of

their checking and saving deposits, which means they are highly leveraged. It also

means that if banks take risks on loans and the loans are paid off, the bank owners

get all the gains from the risk premium. If many of the loans go bad, causing banks

to go bankrupt, then the government will absorb the downside losses because

checking and saving deposits are insured by the FDIC (which suggests that deposit

insurance can encourage risk taking by banks).

If banks can bundle their mortgages into “mortgaged-backed securities” and sell

them off to investors worldwide (who might consider such securities safe because of

the past safe-loan records of banks and because the securities themselves represent a

diversified portfolio), banks can use the proceeds from the security sales to originate

even more mortgage loans. They can go up the risk ladder, making loans (including

subprime mortgages) to less and less creditworthy prospective homeowners whose

down payments can dwindle.

Banks andmortgage-backed security buyersmight feel safe in their dealingswhen

housing prices are going up, fueled by easy-money policy, the growth in the volume

of investment funds going into housing, government subsidies on home purchases,

and the belief that housing prices will continue upward. Higher housing prices can

mean growing equity for homebuyers, suggesting to banks and mortgage-backed

security buyers that mortgages have lower risks, which might be the case so long as

the housing price bubble lasts, as it did until sometime in 2005 (Coleman, Lacour-

Little, and Vandell 2008). Then, housing prices began to level off and turn south,

causing a rise in delinquent mortgages and foreclosures. The increased supply of

foreclosed housing caused housing prices to tumble farther. In turn, the safety of

mortgage-backed securities was jeopardized and these securities’ market prices

began to fall. With the growth in home foreclosures, many (not all) banks quickly

became insolvent, pushing many banks to the brink of bankruptcy, and beyond.

In brief, we have described the key risk elements of the housing and credit crisis

that engulfed much of the advanced world economies in 2008 and beyond, all
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grounded in the rationality of risk taking when loanable funds are at stake. We will

return to the tie between the leverage and risk taking at several junctures in this book.

What rational behavior does not mean

The concept of rational behavior often proves bothersome to some noneconomists.

Most of the difficulties surrounding this concept arise from a misunderstanding of

what rationality means. Common objections include the following:

1 People do many things that do not work out to their benefit. Many examples can be

cited: A driver speeds and ends up in the hospital; a student cheats, gets caught,

and is expelled from school. But saying people behave “rationally” does not mean

that they never make mistakes. We can calculate our options with some proba-

bility, but we do not have perfect knowledge, nor can we fully control the future.

We will make mistakes, but we base our choices on what we expect to happen, not

on what does happen. We speed because we expect not to crash, and we cheat

because we expect not to be caught. Both can be rational behaviors from a narrow

cost–benefit perspective.

2 Rational behavior implies that a person is totally self-centered, doing only

things that are of direct personal benefit. Wrong. Rational behavior need not be

selfish or narrowly defined. Most of us get pleasure from seeing others happy,

particularlywhen their happiness is the result of our actions. Butwhether a person’s

goal is to improve her own well-being or to help others, she has a motivation to act

rationally – make decisions that do the most to accomplish her objectives.

3 People’s behavior is subject to psychological quirks, hang-ups, habits, and

impulses. True enough! Can such behavior be considered “rational”? Why not?

Human actions are governed by the constraints of our physical and mental

makeup. As is true of our intelligence, our inclination toward aberrant or impul-

sive behavior is one of those constraints. Such constraints make our decision

making less precise and contribute to our mistakes, but they do not prevent our

seeking to act as rationally as possible. Moreover, what looks to be impulsive or

habitual behavior may actually be the product of some prior rational choice.

The humanmind can handle only so much information and make only so many

decisions in one day. Consequently, we may attempt to economize on decision

making by reducing some behaviors to habit. For example, we might make slightly

better decisions if we examined all the information available on the cereal selection

at the grocery store every time we bought a box. But such scrutiny could cost more

than the benefit of the improved choice. Instead, having found a brand of cereal that

we enjoy, we tend to stick with it for a long period of time – to buy it out of habit –

and use our limited time on making better decisions that yield bigger payoffs.
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Moreover, if people couldn’t reduce some behaviors to routines and habits

and adopt heuristic techniques, their rationality would likely be impaired as

their brains struggled to cope with the overload of sensory data coming from

the world about them. Everyone knows the human brain is a fantastic evolu-

tionarily devised organ, but it still has its limits and can easily be choked with too

much information and too many decisions made consciously (McKenzie 2009,

chapter 8). Indeed, all of economics – and the (perfect) rationality premise itself –

is an attempt to enable economists and their students to work within the limits of

their mental faculties. Economics as a methodology can be flawed (as behavioral

psychologists and economists have stressed), but it can still be a means by which

thinking can be improved. (See the Perspective 2 for this chapter on the publish-

er’s website for this book for a longer discussion of the evolutionary origins of

cooperative behavior.)

4 People do not necessarily maximize their satisfaction. For instance, many people

do not perform to the limit of their abilities. But satisfaction is a question of

personal taste. To some individuals, lounging around is an economic good. By

consuming leisure, people can increase their welfare. Criticizing the decisions

others make is often based on the assumption that others have the same pref-

erences and face the same constraints, including costs, that you do. Anyone who

equates rational behavior with what she would do will have no trouble conclu-

ding that others are irrational.

5 People do not always pursue their narrow self-interest. They often have the

interests of others at stake. No economist would limit rational decisions that

involved only the utility of decision makers. People often get pleasure from

helping others. A person might buy a basketball to practice by himself, but

he also could buy the basketball to give to disadvantaged children in an

adjoining neighborhood or some far-removed village in a third world country.

Andrew Carnegie, the steel tycoon of the nineteenth century, worked hard

(some would say ruthlessly) at maximizing profits from his investments, but

one of his motivations was to build thousands of community libraries. Microsoft

founder Bill Gates made tens of billions through intense efforts to dominate

computer software markets, but he is now spending his days trying to find

remedies for diseases that are ravaging populations in Africa and elsewhere in

the world. Indeed, people today may be hardwired to share what they have,

partially because the brain evolved in an age (10,000 or more years ago)

when sharing made a great deal of sense, if for no other reason than kills

could not be refrigerated. Sharing also can be seen as a form of diversification

of risks, since individuals’ livelihoods are then dependent on the work of a

number of people, not just their own limited efforts (Rubin 2002; McKenzie

2009, chapter 8).
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For a different view on the foundations of cooperations, see online Perspective 2,

Evolutionary foundations of cooperation.

Online Perspective 2
Evolutionary foundations

of cooperation

Part B Organizational economics and management

The logic of group behavior in business and elsewhere

In following chapters, we introduce the usefulness of markets as means of genera-

ting a form of cooperation, through trades, or buying and selling. However, as is

evident inside firms, not all human cooperation is through “markets.” People often

act cooperatively in groups or, as the case may be, in “firms.” In this section, we

make use of the rationality principles developed in Part A, applying them to the

organization of groups and firms. The focus of our attention is on the viability of

groups – such as families, cliques, communes, clubs, unions, and professional

associations and societies, as well as firms, in which individual participation is

voluntary – to cohere and pursue the common interests of the members.

We consider two dominant and conflicting theories of group behavior, both of

which take a partial view of complex life and yield insight about groups. They are

“the common-interest theory” and “the economic theory” of group behavior, with

the economic theory the focus of the rest of the chapter because it is founded on the

premise of rational behavior developed in Part A. This economic theory of groups

helps us understand why firms are organized the way they are and why owners and

workers alike can share a common interest in firms employing “tough bosses.”

Common-interest logic of group behavior

All theories of group behavior begin by recognizing the multiplicity of forces

which affect group members and, therefore, groups. This is especially true of what

we term the common-interest theory. Many present-day sociologists, political scien-

tists, and psychologists generally share this point of view, which has been prominent

at least since the time of Aristotle in the fourth century BC. The determinants of group
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behavior most often singled out are the “leadership quality” of specific group mem-

bers and the need among group members for “affiliation,” “security,” “recognition,”

“social status,” or money. Groups such as clubs or unions form so that members can

achieve or satisfy a want that they could not satisfy as efficiently through individual

action. All these considerations are instrumental in affecting “group cohesion,”

which, in turn, affects the “strength” of the group and its ability to compete with

other groups for the same objectives. From the perspective of this theory, when people

join firms, they accept the firm’s objective and pursue it because everyone else wants

the same thing, leading to self-enforcing group cohesion.

The common-interest theory views the “group” as an organic whole, much like an

individual, as opposed to a collection of individuals whose separate actions appear

to be “group action.” According to the theory, the group has a life of its own that is

to a degree independent of the individuals who comprise it. Herbert Spencer, a

nineteenth-century sociologist, often described the group as a “social organism” or

as a “superorganic” entity (Spencer 1896). It was probably the social-organism view

of groups that Karl Marx had in mind when he wrote of the “class struggle” and

predicted that the proletariat class would bring down “bourgeois capitalism” and, in

its place, erect a communist society. Aristotle probably had the same view of groups

in mind when he wrote, “Man is by nature a political animal.”

Twomajor reasons are given for viewing groups as social organisms. First, a group

consists of a mass of interdependencies, which connect the individuals in the group.

Without the interdependencies, there would be only isolated individuals, and the term

“group” would have nomeaning. Individuals in groups are like the nodes of a spider’s

web. The spider’s web is constructed on these nodes, and themovements in one part of

the web can be transmitted to all other parts. Similar to the process of synergism in

biology, the actions of individuals within a group combine to form a force that is

greater than the sumof the forces generated by individuals isolated from one another.

The groupmust, so the argument goes, be thought of as more than the sum total of its

individuals. This argument is often used to arouse support for labor unions, for

example. Union leaders argue that unions can get higher wage increases for all

workers than individual workers can obtain by acting independently. The reason is

that union leaders efficiently coordinate the efforts of all. Environmental groups

make essentially the same argument: with well-placed lobbyists, the environmental

group can have a greater political impact than all the individuals they represent could

have by writing independent letters to their representatives at different times.

Second, groups tend to emerge because they satisfy some interest shared by all the

group’s members. Because all share this “common interest,” individuals have an

intrinsic incentive to work with others to pursue that interest, sharing the costs as

they work together. Aristotle wrote, “Men journey together with a view to particular

advantage” (Ethics, 1160a) and Arthur Bentley (1870–1957), recognized as an
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intellectual father of contemporary political sciences and group theorist, mused,

“There is no group without its interest … The group and the interest are not

separate … If we try to take the group without the interest, we simply have nothing

at all” (Bentley 1967, 211–13).

Having observed that a common interest can be shared by all of a group’s

members, the adherents of this theory of group behavior argue that a group can,

with slight modification, be treated as an individual, meaning that the group can

maximize its well-being. The implicit assumption is made that this will be true of

large as well as small groups. This latter deduction prompts many economists to take

issue with this approach to analysis of group behavior.

The economic logic of group behavior

Mancur Olson (1932–98), on whose (1971) work this section largely rests, agrees

that the “common interest” can be influential and is very important in motivating

behavior – butmainly the behavior of members of small groups. However, he, like so

many other economists, insists that a group must be looked upon as a composite of

rational individuals as opposed to an anthropomorphic whole, and that the common

interest, which can be so effective in motivating members of small groups, can be

impotent in motivating members of large groups: “Unless there is coercion in large

groups … rational self-interested individuals will not act to achieve their common or

group interest” (Olson 1971, 2, emphasis in the original). Furthermore, he contends,

“These points hold true when there is unanimous agreement in a group about the

common goal and the methods of achieving it” (1971, 2). To understand this theory,

we first examine the propositions upon which it is founded, and then consider some

qualifications.

Basic propositions
Using economic analysis, people are assumed to be as rational in their decision to

join a group (a firm or club) as they are toward doing anything else; they will join a

group if the benefits of doing so are greater than the costs they must bear. These

costs and benefits, like all others relevant to any other act, must be discounted by the

going interest on borrowed funds to account for any time delay in the incurrence of

the costs and receipt of any benefits and by the probability that the costs and

benefits will be realized.

There are several direct, private benefits to belonging to groups, such as com-

panionship, security, recognition, and social status. A person also may belong to a

group for no other reason than to receive mail from it and, in that small way, to feel

important. A group may serve as an outlet for our altruistic or charitable feelings. If

by “common interest” we mean a collection of these types of private benefits, it is
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easy to see how they can motivate group behavior.

Entrepreneurs can emerge to “sell” these types of

private benefits, as they do in the case of private

golf clubs or WeightWatchers. The group action is

then, basically, a market phenomenon – that is, based in straightforward exchange

of private goods.

However, the central concern of this theory is a “common interest” that is separate

and detached from the diverse private interests of members of the group. The

problem arises because the public, or common, benefits that transcend the entire

group cannot be provided by the market, and can be obtained only by some form of

collective action. That is, a group of people must band together to change things

from what they would otherwise be. Examples include the common interest of

an environmental group in getting antipollution

legislation passed; the interest of labor unions to

secure higher wages and better fringe benefits than

could be obtained by the independent actions of

laborers; the interest of students to resist tuition

increases, etc. These are examples of the common interest being a public (or collective)

good, as distinguished from a private good.

Small groups
Small groups are not without their problems in pursuing the “common interest” of

their members. They have a problem of becoming organized, holding together, and

ensuring that everyone contributes her part to the group’s common interest. This

point is relevant to Fred and Harry’s (or Crusoe and Friday’s) problems of setting up

a social contract considered in chapter 1, and it can be understood in terms of all

those little things that we can do with friends and neighbors but that will go undone

because of the problems associated with having two or three people come together

for the “common good.” For example, it may be in the common interest of three

neighbors – Fred, Harry, and now Judy – for all to rid their yards of dandelions. If one

person does it, and the other two do not, the personwho removes the dandelionsmay

find his yard full of them the next year because of seeds from the other two yards.

Even though Fred, Harry, and Judy may not ever agree to work out their common

problem (or interest) cooperatively, there are several things that make it more likely

that a small group will cooperate than a large group. In a small group everyone can

know everyone else. What benefits or costs may arise from an individual’s action are

spread over just a few people and, therefore, the effect felt by any one person can be

significant. (Fred knows that there is a reasonably high probability that what he does

to eliminate dandelions from the border of his property affects Harry’s and Judy’s

welfare.) If the individual providing the public good is concerned about the welfare

A public good is a good – or service – the

benefits of which are shared by all members

of the relevant group if the good is provided

or consumed by anyone.

A private good is any good – or service – the

benefits of which are received exclusively by

the purchaser.
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of those within his group and receives personal satisfaction from knowing that he

has in some way helped them, he has an incentive to contribute to the common

good; and we emphasize that before the common good can be realized, individuals

must have somemotivation for contributing to it. Furthermore, so-called “free riders”

are easily detected in a small group. (Harry can tell with relative ease when Fred is

not working on, or has not worked on, the dandelions in his yard.) If one person tries

to let the others shoulder his share, the absence of his contribution will be detected

with a reasonably high probability. Others can then bring social pressure (accom-

panied by the sting of a cost) to bear to encourage (if not force) him to live up to his

end of the bargain. The enforcement costs are low because the group is small. There

are many ways to let a neighbor know you are displeased with some aspect of his

behavior.

Finally, in small groups, an individual shirking her responsibilities can some-

times be excluded from the group if she does not contribute to the common good

(although this would be difficult in the dandelion example) and joins the group

merely to free ride on the efforts of others. In larger groups, such as nations,

exclusion is usually more difficult (more costly) and, therefore, less likely.

The problem of organizing “group behavior” to serve the common interest has

been a problem for almost all groups, even the utopian communities that sprang up

during the nineteenth century and in the 1960s. Rosebeth Kanter, in her study of

successful nineteenth-century utopian communities, concluded:

The primary issue with which a utopian community must cope in order to have the

strength and solidarity to endure is its human organization: how people arrange to do the

work that the community needs to survive as a group, and how the group in turn manages to

satisfy and involve its members over a long period of time. The idealized version of

communal life must be meshed with the reality of the work to be done in the community,

involving difficult problems of social organization. In utopia, for instance, who takes out the

garbage? (Kanter 1973, 64)

Kanter found that the most successful communities minimized the free-rider prob-

lems by restricting entry into the community. They restricted entry by requiring

potential members to make commitments to the group. Six “commitment mecha-

nisms” distinguished the successful from the unsuccessful utopias:

1 sacrifice of habits common to the outside world, such as the use of alcohol and

tobacco or, in some cases, sex

2 assignment of all worldly goods to the community

3 adoption of rules that would minimize the disruptive effects of relationships

between members and nonmembers and that would (through, for example, the

wearing of uniforms) distinguish members from nonmembers
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4 collective sharing of all property and all communal work

5 submission to public confession and criticism

6 expressed commitment to an identifiable power structure and tradition.

Needless to say, the cost implied in these “commitment mechanisms” would tend to

discourage most potential free riders from joining the society. By identifying the

boundaries to societies, these mechanisms made exclusion possible. As Kanter

points out, the importance of these commitment mechanisms is illustrated by the

fact that their breakdown foreshadowed the end of the community.

The cattlemen’s associations formed during the nineteenth century suggest other

means of bringing about collective behavior on the part of group members. At that

time, cattle were allowed to run free over the ranges of the West. The cattlemen had a

common interest in preventing a tragedy of the commons – i.e. ensuring that the

ranges were not overstocked and overgrazed (remember the discussion of the tragedy

of the commons in chapter 1) – and in securing cooperation in rounding up the cattle.

To provide for these common interests, cattlemen formed associations that sent out

patrols to keep out intruders and that were responsible for the roundups. Any cattle-

man who failed to contribute his share toward these ends could be excluded from the

association, which generally meant that his cattle were excluded from the roundup or

were confiscated by the association if they were rounded up (Dennen 1975).

The family is a small group, which by its very nature is designed to promote the

common interest of its members. That common interest may be something called

“a happy family life,” which is, admittedly, difficult to define. The family obviously

does not escape difficulties, given the prevalence of divorces and evenmore common

family feuds. At present its validity as a viable institution is being challenged by

many sources; however, it does have several redeeming features that we think will

cause it to endure as a basic component of the social fabric. Because of the smallness

of the group, contributions made toward the common interest of the family can be

shared and appreciated directly. Family members are able, at least in most cases, to

know personally what others in the group like and dislike; they can set up an

interpersonal cost–benefit structure among themselves that can guide all members

toward the common interest. Most collective decisions are also made with relative

ease. However, even with all the advantages of close personal contact, the family as a

small group often fails to achieve the common interest. Given the frequent failure of

the family, realized in divorces or just persistent hostilities, the failure of much larger

groups to achieve their expressed common objectives is not difficult to understand.

Large groups
In a large-group setting, the problems of having individual members contribute

toward the development of the common interest are potentially much greater. The
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direct, personal interface that is present in small groups is usually lacking in larger

groups; and because of the size of large groups, the public good they produce is

spread over such a large number of people that no one sees his actions as having a

significant effect on anyone, even themselves. As a result, no one perceives either

personal benefits from his contribution, or benefits for others.

Even when an individual can detect benefits from his actions, he must weigh

those benefits against the costs he has to incur to achieve them. For a large group,

the costs of providing detectable benefits can be substantial. This can occur not only

because there are more people to be served by the good but also because large

groups are normally organized to provide public goods that are rather expensive to

begin with. Police protection, national defense, and schools are examples of very

costly public goods provided by large groups. If all people contribute to the public

good, the cost to any one person can be slight; but the question confronting the

individual is how much he will have to contribute to make his actions detectable,

given what all the others do.

In the context of a nation (a very large group indeed) suppose there are certain

common objectives to which we can all subscribe, such as a specific charitable

program. It is, in other words, in our “common interest” to promote this program (by

assumption, for purposes of argument). Will people be willing to voluntarily con-

tribute to the federal treasury for the purpose of achieving this goal? Certainly some

people will, but many may not. A person may reason that although he agrees with

the national objective, or common interest, his contribution will have no detectable

effect in achieving it. This explains why compulsory taxes are necessary, and why

philanthropic contributions are an almost nonexistent source of revenues for all

governments worldwide (Olson 1971, 13).

The general tenor of the argument also applies to contributions that go to

organizations such as World Vision, a voluntary charitable organization interested

mainly in improving the diets of impoverished people around the world. Many

readers of these pages will have been disturbed by scenes of undernourished and

malnourished children shown in TV commercials for World Vision. But how many

people ever actually contribute so much as a dollar? Needless to say, many do give.

They are like Harry, who is willing to dig, voluntarily, some of the weeds from his

yard. On the other hand, a very large number of people who have been concerned

never make a contribution. There are many reasons for people not giving, and we do

not mean to understate the importance of these reasons; we mean only to emphasize

that the large-group problem is one significant reason.

True, if all members of a large group make a small contribution toward the

common interest, whatever it is, there may be sizable benefits to all within the

group. But, again, the problem that must be overcome is the potential lack of

individual incentives from which the collective behavior must emerge. In large
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groups, the Prisoner’s Dilemma problems we highlighted in talking about a two-

member group, Fred and Harry, are ever present and magnified, again because the

larger the group, the less detectible are the consequences of individual behavior and

the less monitoring of behavior can be done.

Through appropriate organization of group members, the common interest may

be achieved, even if the membership is large. The organization of a large group can

be construed as a public good, and making the organization workable is likely to

incur costs for two reasons.

First, there are a large number of people to organize, which means that even if

group members are not resistant to being organized, there will be costs associated

with getting them together or having them work at the same time for the same

objectives.

Second, some individuals may try to free-ride on the efforts of others, which

means it will cost more to get people to become members of the group. Further, each

free-rider implies a greater burden on the active members of the group. If everyone

waits for “the other guy to take the initiative,” the group may never be organized.

Organizational costs often prevent students who complain about the instructional

quality of the faculty or some other aspect of university life from doing anything

about it. The same costs block people who are disgruntled with the two major

political parties from forming a party among those who share their views. The

probability of getting sufficient support is frequently very low, which is another

way of saying the expected costs are high.

The free-rider problem may emerge in the workplace as worker absenteeism for a

variety of reasons, including sickness, real or feigned (Barham and Begum 2005,

157). The Confederation of British Industry found that, in 2006, the British economy

lost 175million days of work from absenteeism, which continued to escalate beyond

what could be attributable to understandable reasons, such as illness.2 Not surpri-

singly, the rate of absence for sickness was higher in the public sector than in the

private sector (perhaps attributable in part to the pressure of private firms to avoid

losses and make a profit). Consistent with the “logic of collective action” as deve-

loped in this chapter, another study found that the rate of absences for illness during

the survey week was 29 percent higher in private firms with 500 workers than in

firms with fewer than twenty-five workers (Barham and Begum 2005, 154).

Economist Stephen Levitt and journalist Stephen Dubner (2005) report on their

findings from the sales data collected by Paul Feldman, who sold bagels on the

“honor plan” for many years in Washington, DC. Feldman would leave bagels early

in the morning at gathering places for office workers. The workers were initially

2 As reported by the consulting firm of Smith & Williamson in 2008, with the report accessed

on January 7, 2009 from www.mondaq.com/article.asp?articleid=52770.
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asked to leave their payments in open baskets. Because the money often was

taken from the baskets, Feldman made wooden boxes with slits in the top for

depositing payments. Initially, in the early 1980s, when he started his bagel busi-

ness, Feldman suffered a 10 percent loss of bagels (that is, he received no payment

for 10 percent of the bagels he left). After 1992, his losses of bagels began a slight

but steady rise. By 2001, he reached 13 percent over all companies, only to go back

down to 11 percent during the two years following 9/11. (Levitt and Dubner

speculate that the 15 percent decline in the nonpayment rate possibly could be

attributed to the fact that many of his DC customers were connected to national

security with a heightened sense for doing what was right.) Relevant to the “logic of

collective action,” Feldman found that honesty measured by payments received for

bagels was marginally affected by firm size: “An office with a few dozen employees

generally outpays by 3 to 5 percent an office with a few hundred employees” (Levitt

and Dubner 2005 and 2006, 49). We have to suspect that the difference in the

payment rate between small and large offices might be greater were the required

payment higher than the price of a bagel.

The relevance of market prices in large-group settings
Of course, because of scarcity, people everywhere share the common interest of

ensuring that the available resources are used efficiently, which means for those

things people desire most and in the most cost-effective manner. If resources are

used efficiently, most wants can be satisfied than otherwise. How do you get

large groups of consumers to contribute to the common good of efficiently using

resources through their buy decisions? One means of encouraging conservation

and smart purchases in large-group settings is the pricing system. As to be

discussed in chapter 3, when electricity or gasoline becomes scarce and the

market supply contracts, the prices of those products rise, and consumers are

induced to curb their consumption of those goods by reducing their purchases for

those uses that are valued more highly than the higher prices. Restrict prices from

rising when products become more scarce, and consumers will fall into the large-

group trap: they will continue to buy as if nothing had happened to the scarcity of

the products. Consumers can reason that their continued consumption at old

levels will have no impact on the overall availability of the product, which

means they will not conserve when the greater scarcity of the good indicates

that they should.

In December 2003, for a variety of reasons, California suffered through a

serious reduction in the supply of electricity, with threatened “brownouts.”

People’s common interest was to conserve on electricity consumption, but govern-

ment authorities held the price of electricity at its old level. The result was to be

expected: very little in the way of conservation. People lit up their Christmas trees
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and other decorations as if nothing had happened. However, when oil supplies

dropped sharply in the first half of 2008, the average price of gasoline in the country

soared in the state to nearly $5 a gallon, and guess what happened? People did what

was really in their common interest; they curbed their consumption of gasoline in a

multitude of large ways (driving less and parking their large SUVs and RVs) and

small ways (reducing the frequency with which they accelerated rapidly when

stoplights turned green).

Qualifications to the economic theory
Obviously, there are many cases in which people in rather large groups appear to be

trying to accomplish things that are in the common interest of the membership.

Early in the civil rights struggle, the League of Women Voters pushed hard for

passage of the Equal Rights Amendment to the Constitution; labor unions work for

minimum wage increases; the American Medical Association lobbies for legislation

that is in the common interest of a large number of doctors; and many charitable

groups work fairly effectively for the “public interest.” Several of the possible

explanations for this observed behavior force us to step outside the standard

economic arguments about public goods.

First, as Immanuel Kant, an eighteenth-century philosopher said, people can

place value on the act itself as distinguished from the results or consequences of

the act (1781). The act of making a charitable contribution, which can be broadly

defined to include picking up trash in public areas or holding the door for

someone with an armful of packages, may have a value in and of itself. This is

true whether the effects of the act are detectable to the individual making the

charitable contribution or not. To the extent that people behave in this way, the

public good theory loses force. Notice, however, that Olson, in formulating

his argument, focused on rational, economic man (or woman) as opposed to the

moral man (or woman) envisioned by Kant. We expect that as the group becomes

larger, a greater effort will be made to instill people with the belief that the act

itself is important.

Second, when the Homo sapiens brain was forming eons ago, people lived in

small to moderate-size groups, with maybe 25 to 150 members, for purposes of

protection, survival, and sharing shelter and food supplies. The human brain can be

hardwired to cooperate with other “tribe” members, perhaps inclined to think of the

relevant group as small, no matter its actual size, which can lead to viable voluntary

cooperative behavior in groups larger than the economic theory of groups would

suggest.

Third, the contribution that a person has to make in group settings is often so

slight that, even though the private benefits are small, the contribution to the

common interest is also small and can be a rational policy course. This may explain,
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for example, student membership in groups such as a local Chamber of Commerce.

All one has to do in many situations is to show up at an occasional meeting and

make a small dues payment. Further, the private benefits of being with others at the

meetings and finding out what the plans are for the association can be sufficient

incentive to motivate limited action in the common interest.

Fourth, all group members may not share equally the benefits received from

promotion of the common interest. One or more persons may receive a sizable

portion of the total benefits and, accordingly, be willing to provide the public good,

at least up to some limit. Many businessmen are willing to participate in local

politics or to support advertising campaigns to promote their community as a

recreational area. Although a restaurant owner may believe that the entire com-

munity will benefit economically from an influx of tourists, he is surely aware that a

share of these benefits will accrue to him. Businessmen may also support such

community efforts because of implied threats of being socially ostracized.

Fifth, large organizations can be broken down into smaller groups. Because of the

personal contact with the smaller units, the common interest of the unit can be

realized. In promoting the interest of the small unit to which they belong, people can

promote the common interest of the large group. The League of Women Voters is

broken down into small community clubs that promote interests common to other

League clubs around the country. The national Chamber of Commerce has local

chapters. The Lions Club collectively promotes programs to prevent blindness and to

help the blind; members do this through a highly decentralized organizational

structure.

Quite often, a multiplicity of small groups is actually responsible for what may

appear to be the activity of a large group. Large firms almost always divide their

operations into divisions and then smaller departments. The decentralization that is

prevalent among voluntary and business groups tends to support the economic view

of groups.

Sixth, large groups may be viable because the group organizers sell their mem-

bers a service and use the profits from sales to promote projects that are in the

common interest of the group. The Sierra Club, which is in the forefront of the

environmental movement, is a rather large group that has members in every part

of North America. The group receives voluntary contributions from members

and nonmembers alike to research and lobby for environmental issues. However,

it also sells a number of publications and offers a variety of environmentally

related tours for its members. From these activities, it secures substantial resources

to promote the common interest of its membership. The American Economic

Association (AEA) has several thousand members. However, most economists do

not belong to the AEA for what they can do for it; they join primarily to receive its

journal and to be able to tell others that they belong – both of which are private
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benefits. The AEA also provides economists with information on employment

opportunities.

Seventh, the basic argument for any group is that people can accomplish more

through groups than they can through independent action. This means that there are

potential benefits to be reaped (or, some may say, “skimmed off”) by anyone who is

willing to bear some of the cost of developing and maintaining the organization.

A business firm is fundamentally a group of workers and stockholders interested in

producing a good (a public good, to them). They have a common interest in seeing a

good produced that will sell at a profit. The entrepreneur is essentially a person who

organizes a group of people into a production unit; she overcomes all the problems

associated with trying to get a large number of people to work in their common

interest by providing workers with private benefits – that is, she pays them for their

contribution to the production of the good. The entrepreneur-manager can be

viewed as a person who is responsible for reducing any tendency of workers to

avoid their responsibilities to the large-group firm.

The general point that emerges from our discussion of incentives within “small”

and “large” groups is that, as a group grows in size, shared values can become

progressively inconsequential in motivating people to act cooperatively. This means

that as a group grows, alternative mechanisms – incentives and organizational and

financial structures – must be developed to supplant the power of shared values in

achieving the shared goals (with the shared goals including such matters as firm

profitability, worker job security, social and environmental ends). Effective man-

agement can be construed as finding ways to overcome the large-group problems,

which often reduce to Prisoner’s Dilemmas.

Of course, disincentives that discourage people from doing anything – working or

contributing to a group’s welfare – can be as important for management and public

policies as incentives. Online, we provide several additional readings that comple-

ment the analyses developed in this chapter:

* In online Reading 2.1 for this chapter, we show how disincentives can affect, and

even limit, public benefits going to disadvantaged groups.
* In online Reading 2.2, we show how rational-behavior precepts can be used to

conceptualize optimum management snooping on workers who may be using

work time to play games and shop online.
* In online Reading 2.3, we explain how the varying “risk aversion” across people

helps explain why firms tend to be owned by capital investors, not workers.
* Finally, in Reading 2.4, you will find an explanation from economists and

political scientists, specializing in “public choice economics” (or the application

of economic theory to politics), for why so few eligible voters vote and why many

voters are ill-informed about prominent policy issues.
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Overcoming Prisoner’s Dilemmas through tough bosses

What does the economic theory of group behavior – including the underlying

precepts of rationality – have to do with the direct interest of MBA students

who seek to run businesses and direct the work of others? In a word, “plenty.”

Throughout the rest of this book, we demonstrate how the “logic” is central to how

competitive markets (and cartels) work (or don’t work), and we discuss a multitude

of ways to apply the “logic” directly to management problems.

For now, we can stress a maxim that emerges from the economic view of group

behavior: people often rationally spurn tough jobs, unless compensated for the

personal cost and displeasure involved in them. Being a tough boss is one such job

that is difficult, but a boss who isn’t tough might not be worth much. And because

tough bosses are valuable and lenient bosses are not, existing organizational

arrangements are likely to discipline pain-avoiding bosses to ensure that they

impose strict discipline on the workforce. Competition will press firms to hire

tough bosses, and, as we shall show in this chapter, the owners of the firm, or

their manager-agents, not workers, will tend to be the bosses. That is to say, owners

or their agents will tend to boss workers, not the other way around, for the simple

reason that worker-bosses are not likely to survive in competitive markets. Workers

may not like tough-bossed firms but, as we explain, workers can be better off with

tough bosses – and will rationally seek to work in firms that employ tough bosses.

Take this job and …
Though probably overstated, common wisdom has it that workers do not like their

bosses, much less tough bosses. The sentiment expressed in Johnny Paycheck’s

well-known country song “Take This Job and Shove It” could be directed only at a

boss. Bosses are also the butts of much humor. There is the old quip that boss spelled

backward is “Double SOB.”

If it were not for an element of truth contained in them, such comments would be

hopelessly unfunny. Bosses are often unpopular with those they boss. But tough

bosses have much in common with foul-tasting medicines for the sick: you don’t

like them, but you want them anyway because they are good for you. Workers may

not like tough bosses, but they willingly put up with them because tough bosses

mean higher productivity, more job security, and better wages.

The productivity of workers is an important factor in determining their wages.

More productive workers receive higher wages than less productive workers. Firms

would soon go bankrupt in competitive markets if they paid workers more than their

productivity is worth, but firms would soon lose workers if they paid them less.

Many things, of course, determine how productive workers are. The amount of

physical capital they work with, and the amount of experience and education
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(human capital) they bring to their jobs are two extremely important, and com-

monly discussed, factors in worker productivity.

But how well the workers in a firm function together as a team is also important.

An individual worker can have all the training, capital, and diligence needed to be

highly productive, but productivity will suffer unless other workers pull their weight

by properly performing their duties. The productivity of each worker is crucially

dependent upon the efforts of all workers in the vast majority of firms.

Although each worker wants other workers to work hard to maintain the general

productivity of the firm, each worker recognizes that (at least in very large firms) her

contribution to the general productivity is small. By shirking some responsibilities,

she receives all the benefits from the extra leisure, but suffers only a very small

portion of the productivity loss, which is spread over everyone in the firm. She

suffers, of course, from some of the productivity loss when other workers choose to

loaf on the job, but she knows that the decisions others make are independent of

whether she shirks or not. And if everyone else shirks, little good will result for her,

or for the firm, from diligent effort on her part. So no matter what she believes that

other workers will do, the rational thing for her to do is to capture the private

benefits from shirking at practically every opportunity. With all other workers

facing the same incentives, the strong tendency is for shirking on the job to reduce

the productivity and the wages of all workers in the firm, and quite possibly to

threaten their jobs by threatening the firm’s viability. The situation just described is

another example of the general problem of the logic of group behavior – or, more

precisely, a form of the Prisoner’s Dilemma that we considered earlier.

Game theory: Prisoner’s Dilemma games in the workplace
Consider a slightly different form of the Prisoner’s Dilemma that is described in the

matrix in table 2.1, which shows the payoff to Jane for different combinations of

shirking on her part and that of her fellow workers. No matter what Jane believes

others will do, the biggest payoff to her (in terms of the value of her expected

financial compensation and leisure time) comes from shirking. Clearly, she hopes

that everyone else works responsibly so that general labor productivity and the

Table 2.1 The inclination to shirk on the job

Other workers

None shirk Some shirk All shirk

Jane Don’t shirk 100 75 25

Shirk 125 100 30
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firm’s profits will be high despite her lack of effort, in which case she receives the

highest possible payoff that any one individual can receive, 125. Unfortunately for

Jane, all workers face payoff possibilities similar to the ones she faces (and to

simplify the discussion, we assume that everyone faces the same payoffs). So,

everyone will shirk, which means that everyone will end up with a payoff of 30,

which is the lowest possible collective payoff for workers.

Workers are faced with self-destructive incentives when their work environment

is described by the shirking version of the Prisoner’s Dilemma. It is clearly desirable

for workers to extricate themselves from this Prisoner’s Dilemma. But how?

In an abstract sense, the only way to escape this Prisoner’s Dilemma is somehow

to alter the payoffs for shirking. More concretely, this requires workers to agree to

subject themselves collectively to tough penalties that no one individual would

unilaterally be willing to accept. Although no one likes being subjected to tough

penalties, everyone can benefit from having those penalties imposed on everyone,

including themselves.

The situation here is analogous to many other situations we find ourselves in. For

example, consider the problem of controlling pollution that was briefly mentioned

in chapter 1. Although each person would find it convenient to freely pollute the

environment, when everyone is free to do so, we each lose more from the pollution

of others than we gain from our own freedom to pollute. So, we accept restrictions

on our own polluting behavior in return for having restrictions imposed on that of

others. Polluting and shirking may not often be thought of as analogous, but they

are. One harms the natural environment and the other harms the work environment.

Workers may not like bosses who carefully monitor their behavior, spot the

shirkers, and ruthlessly penalize them, but they want such bosses. The penalties

on shirkers must be sufficiently harsh to change the payoffs in table 2.1 and

eliminate the Prisoner’s Dilemma. If Jane had a boss tough enough to impose

30 units of cost on her (and everyone else) for shirking, her relevant payoff

matrix would be transformed into that shown in table 2.2. Jane may not like her

new boss, but she would cease to find advantages in shirking. And with a tough

boss monitoring all workers, and unmercifully penalizing those who dare shirk,

Table 2.2 Shirking in large worker groups

Other workers

None shirk Some shirk All shirk

Jane Don’t shirk 100 75 25

Shirk 95 70 0
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Jane will find that she is more than compensated because her fellow workers also

have quit shirking. Instead of being in an unproductive firm, surrounded by a

bunch of other unproductive workers, each receiving a payoff of 30, she will find

herself as part of a hard-working, cooperative team of workers, each receiving a

payoff of 100.

The common perception is that bosses hire workers, and in most situations this is

what appears to happen. Bosses see benefits that can be realized only by having

workers, and so they hire them. But because it is also true that workers see benefits

that can be realized only from having a boss, it is not unreasonable to think of

workers hiring a boss, and preferably a tough one.

[See online Video Module 2.3 Monitoring workers]

Actual tough bosses
Even highly skilled and disciplined workers can benefit from having a “boss” who

helps them overcome the shirking that can be motivated by the Prisoner’s Dilemma.

Consider the experience related by Gordon E. Moore, a highly regarded scientist and

one of the founders of Intel, Inc. Before Intel, Moore and seven other scientists

entered a business venture that failed because of what Moore described as “chaos.”

Because of the inability of the group of scientists to act as an effective team in this

initial venture, Moore said that “The first thing we had to do was to hire our own

boss – essentially hire someone to run the company” (Moore 1994).

Pointing to stories and actual cases where the workers hire their boss is instructive

in emphasizing the importance of tough bosses to workers. But the typical situation

finds the boss hiring the workers, not the other way around. We will explain later

why this is the case, but we can lay the groundwork for such an explanation by

recognizing that our discussion of the advantages of having tough bosses has left

an important question unanswered. An important job of bosses is to monitor work-

ers and impose penalties on those who shirk, but how do we make sure that the

bosses don’t shirk themselves? How can you organize a firm tomake sure that bosses

are tough?

A boss’s work is not easy or pleasant. It requires serious effort to keep close tabs

on a group of workers. It is not always easy to knowwhen a worker is really shirking

or just taking a justifiable break. A certain amount of what appears to be shirking at

the moment has to be allowed for workers to be fully productive over the long run.

There is always some tension between reasonable flexibility and credible predict-

ability in enforcing the rules, and it is difficult to strike the best balance. Too much

flexibility can lead to an undisciplined workforce, and toomuch rigidity can destroy

worker morale. Also, quite apart from the difficulty of knowing when to impose

tough penalties on a worker is the unpleasantness of doing so. Few people enjoy

disciplining those they work with by giving them unsatisfactory progress reports,
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reducing their pay, or dismissing them. The easiest thing for a boss to do is not to be

tough on shirkers. But the boss who is not tough on shirkers is also a shirker.

A boss can also be tempted to form an alliance with a group of workers who

provide favors in return for letting them shirk more than other workers. Such a

group improves its well-being at the expense of the firm’s productivity, but most of

this cost can be shifted to those outside the alliance.

Of course, a firm could always hire someone whose job it is to monitor the boss,

but two problems with this solution immediately come to mind. One, the second

boss will be evenmore removed fromworkers than the first boss, and so will have an

even more difficult time knowing whether the workers are being properly disci-

plined. Second, and even more important, who is going to monitor the second boss

and penalize him or her for shirking? Who is going to monitor the monitor? This

approach leads to an infinite regress, which means it leads nowhere. A solution to

the problem lies in the observation that workers should want their bosses to be

rewarded for remaining tough in spite of all the temptations to concede in particular

circumstances for particular workers.

JackWelch, the former chief executive officer (CEO) of General Electric (GE), is an

example of the central point of this “organizational economics and management”

section because he surely qualifies as a tough boss. Indeed, Fortune once named

Welch “America’s Toughest Boss” (Tichy and Sherman 1993). Welch earned his

reputation by cutting payrolls, closing plants, and demanding more from those that

remained open. Needless to say, these decisions were not always popular with

workers at GE. But today, GE is one of America’s most profitable companies,

creating far more wealth for the economy and opportunities for its workers than

it would have if the tough and unpopular decisions had not been made. In

Welch’s words: “Now people come to work with a different agenda: They want to

win against the competition, because they know that … customers are their only

source of job security. They don’t like weak managers, because they know that the

weakmanagers of the 1970s and 1980s cost millions of people their jobs” (Tichy and

Sherman 1993, 92).

Game theory: the battle of the sexes
In the previous section we pointed out how workers could benefit from tough bosses

who help them overcome the Prisoner’s Dilemma that workers face. The Prisoner’s

Dilemma is an example of the type of situation that is analyzed by game theory – the

study of how people make decisions when the benefit each person realizes from the

decision she makes depends on the decisions others make in response. But there are

“games” besides the Prisoner’s Dilemma that also explain how managers can be

useful as tough bosses or tough leaders. An interesting game that falls into this

category is commonly called the “battle of the sexes.” The name of this game comes
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from conflict between the sexes, but it illustrates a more general conflict that is best

resolved by managers who can make tough decisions.

Let’s consider first the conflict between the sexes. Tom and Marsha have just

started dating and enjoy each other’s company. Both also like going to the movies,

preferably together. But they have different tastes in films – Marsha prefers roman-

tic films while Tom prefers war films. They are planning to go out on Saturday night,

but Marsha wants to see Shakespeare in Love and Tom wants to see Saving Private

Ryan. The value each receives from going out on Saturday night depends on what

movie he/she sees and whether he/she sees it with Marsha/Tom, or alone. The

payoffs for Tom and Marsha are given in table 2.3, which shows the different

possible outcomes for Saturday, with the first number in each box representing

Marsha’s payoff and the second number representing Tom’s payoff. As shown, if

both go to Shakespeare in Love, Marsha will receive a payoff of 100 and Tom gets a

payoff of 75. If both go to Saving Private Ryan, Marsha receives a payoff of 75 and

Tom gets the 100 payoff. If each goes to their choice of movies, but goes alone, then

both receive a payoff of 60. And in the highly unlikely event that they each go alone

to the other’s favorite movie (but in the throes of romance, men and women do

strange things) each will receive a payoff of 40.

As opposed to the Prisoner’s Dilemma game, in which the best choice for each

(the noncooperative choice) is the same no matter what the other is expected to do,

in the battle-of-the-sexes game, the best choice for each varies, depending on what

the other person is expected to do. For example, if Marsha can convince Tom that

she is definitely going to see Shakespeare in Love, then the best choice for Tom is to

see the same movie and get a payoff of 75 instead of 60. But it may be difficult for

Marsha to convince Tom that she is going to her preferred movie, come what may.

Tom knows that if he can convince Marsha that he is definitely going to see Saving

Private Ryan, then that will be Marsha’s best choice. So making a credible commit-

ment may be difficult for both Marsha and Tom.

Further aggravating the problem is that bothmay decide that it is worth going to a

movie alone (reducing their payoff by 15 this time) rather than acquiescing to the

Table 2.3 The battle of the sexes

Tom

Shakespeare in Love Saving Private Ryan

Marsha Shakespeare in Love 100 \ 75 60 \ 60

Saving Private Ryan 40 \ 40 75 \ 100
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stubbornness of the other. By doing so, each can hope to establish a reputation for

making credible threats that will improve the chances of getting his/her way in the

future. The result can be a lot of time and emotion expended negotiating over which

movie to attend when the most important thing is for both to attend the same

movie – something that may not happen despite costly negotiation.

Workers routinely confront their own battle-of-the-sexes problems on the job,

although these problems have nothing to do with gender-based preferences or the

movies. Workplace decisions often have to be made about issues for which workers

have different preferences, but that will yield the greatest payoff to all workers if

they all accept the same decision. For example, some workers will prefer to start

working at 6:30 a.m., have a one-hour lunch, and leave at 3:30 p.m. Others will

prefer to start at 7:00 a.m., take no lunch, and leave at 3:00 p.m. Others will prefer to

start at 10:00 a.m., take a two-hour lunch, and leave at 8:00 p.m. Indeed, there will

probably be as many different preferences as there are workers, with these prefer-

ences changing from day to day. But typically, it is best for everyone in a firm to be

in at the same time every workday.

Some may prefer to resolve such individual differences “democratically” in these

situations, with everyone being able to make their case until an agreement on a

decision emerges, with this consensus decision most likely to be the best one. But

agreement may never emerge and even if it did, the cost would probably far exceed

the benefit from a better decision. At some point fairly early in the discussion, the

best approach is for a manager to assume leadership and make a decision on the

starting time for work that everyone has to accept. There are a lot of characteristics

that go intomaking a good leader, and certainly one of the first is the ability to make

good decisions. And obviously it’s better to have a leader who makes good decisions

than onewho doesn’t. But keep inmind that often themost important thing inmaking

a good decision is not the decision that is made, but getting everyone to accept it. It is

hard to argue that the decision to have everyone drive on the right-hand side of the

road is better than having everyone drive on the left-hand side. Either decision is a

good one as long as everyone abides by it. And getting everyone to accept a decision

can require a tough-minded leader who imposes his/her will on others. Ideally,

leaders will get the job done through gentle persuasion rather than bull-headed

arrogance. But if the former doesn’t work, it’s nice to have the latter in reserve.

[See online Video Module 2.4 Battle of the sexes]

The role of the residual claimant in abating Prisoner’s
Dilemmas in large groups

Every good boss understands that he or she has to be more than just “tough.” A boss

needs to be a good “leader,” a good “coach,” and a good “nursemaid,” as well as
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many other things. The good boss inspires allegiance to the firm and the commonly

shared corporate goals. Every good boss wants workers to seek the cooperative

solutions in the various Prisoner’s Dilemmas that invariably arise in the workplace.

Having said that, however, a good boss will invariably be called upon to make some

pretty tough decisions, mainly because the boss usually stands astride the interests

of the owners above and the workers below. The lesson of this section should not be

forgotten: “Woe to the boss who simply seeks to be a nice guy.” But firms must

structure themselves so that bosses will want to be tough, but appropriately tough.

How can that be done?

In many firms, the boss is also the owner. The owner/boss is someone who owns

the physical capital (such as the building, the land, the machinery, and the office

furniture), provides the raw materials and other supplies used in the business, and

hires and supervises the workers necessary to convert those factors of production

into goods and services. In return for assuming the responsibility of paying for all of

the productive inputs, including labor, the owner earns the right to all of the revenue

generated by those inputs.

Economists refer to the owners as residual claimants.

As the boss, the owner is responsible for monitoring

the workers to see whether each one of them is prop-

erly performing her job, and for applying the appro-

priate penalties (or encouragement) if they aren’t. By

combining the roles of ownership and boss in the same individual, a boss is createdwho,

as a residual claimant, has a powerful incentive to work hard at being a tough boss.

The employees who have the toughest bosses are likely to be those who work

for residual claimants. But the residual claimants probably have the toughest boss

of all – themselves. There is a lot of truth to the old saying that when you run your

own business, you are the toughest boss you will ever have. Small business owners

commonly work long and hard because there is a very direct and immediate con-

nection between their efforts and their income. When they are able to obtain more

output from their workers, they increase the residual they are able to claim for

themselves. A residual claimant boss may be uncomfortable disciplining those who

work for her, or dismissing someonewho is not doing the job, and indeedmay choose

to ignore some shirking. But in this case the cost of the shirking is concentrated on

the boss who allows it, rather than diffused over a large number of people who

individually have little control over the shirking and little motivation to do anything

about it even if they did. So with a boss who is also a residual claimant, there is little

danger that shirking on the part of workers will be allowed to get out of hand.

When a residual claimant organizes productive activity, all resources – not just

labor – tend to be employed more productively than when the decision makers

are not residual claimants. The contrast between government agencies and private

Residual claimants are people who have legal

claim to any residual (commonly referred to as

profits) that remains from the sales revenue

after all the expenses have been paid.
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firms managed by owner/bosses, or proprietors, is instructive. Examples abound of

the panic that seizes the managers of public agencies at the end of the budget year if

their agencies have not spent all of the year’s appropriations. The managers of

public agencies are not claimants to the difference between the value their agency

creates and the cost of creating the value. This does not mean that public agencies

have no incentive to economize on resources, only that their incentives to do so are

impaired by the absence of direct, close-at-hand residual claimants. The problem is

that taxpayers gain little to nothing by incurring the personal costs associated with

closely monitoring the public agencies (Tullock 1972, chapter 7).

To make the point differently, assume that as a result of your management

training you become an expert on maximizing the efficiency of trash collection

services. In one nearby town the trash is picked up by the municipal sanitation

department, financed out of tax revenue and headed by a government official on a

fixed salary. In another nearby town the trash is picked up by a private firm,

financed by direct consumer charges and owned by a local businessperson who is

proud of her loyal workers and impressive fleet of trash trucks. By applying linear

programming techniques to the routing pattern, you discover that each trash service

can continue to provide the same pickup with half the number of trucks and

personnel currently being used.

Who is going to be most receptive to your consulting proposal to streamline their

trash collection – the bureaucratic manager who never misses an opportunity to tell

of his devotion to the taxpaying public, or the proprietor who is devoted to her

workers and treasures her trash trucks?

On the other hand, the proprietor will hire you as a consultant as soon as she

becomes convinced that your ideas will allow her to lay off half of her workers and sell

half of her trucks. The manager who is also a residual claimant can be depended on to

economize on resources despite her other concerns. Themanager who is not a residual

claimant can be depended on to waste resources despite her statements to the contrary.

No matter how cheaply a service is produced, resources have to be employed that

could have otherwise been used to produce other things of value. The value of the

sacrificed alternative has to be known and taken into account to make sure that the

right amount of the service is produced. As a residual claimant, a proprietor not only

has a strong motivation to produce a service as cheaply as possible but also has

the information andmotivation to increase the output of the service only as long as the

additional value generated is greater than the value forgone elsewhere in the economy.

Having the residual claimant direct resources is, understandably, an organiza-

tional arrangement that workers should applaud. The residual claimant can be

expected to press all workers to work diligently so that wages, fringes, and job

security can be enhanced. Indeed, the workers would be willing to pay the residual

claimants to force all workers to apply themselves diligently (which is what workers
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effectively do); both workers and residual claimants can share in the added pro-

ductivity from added diligence.

But we have sidestepped in this discussion the issue of why workers aren’t typically

residual claimants, or owners, of their firms. Why do owners tend to be the capitalists

(or providers of investment funds to be used to buy firms’ capital, or plant, equipment,

and other assets)? Because of space limitations, as noted earlier, we have decided to

provide answers to those questions online in Reading 2.3 for this chapter.

Practical lessons for MBAs: profits from optimal shirking

One of themore important lessons from the analysis in this chapter is that sizematters in business:

as firms expand, shirking can be a growing problem. Firms will have to incur growing monitoring

costs with growing firm size, which means that bosses will have to become progressively tougher

or incentives will have to overcome workers’ inclinations to shirk, which means not doing what

they know they are supposed to do. To keep the analysis clear in this chapter, we have discussed

shirking as if it were all “bad,” always and everywhere a net drain on corporate profits. Hence, the

task ofmanagers is, in such aworld, relatively simple: eliminate any and all shirking bymonitoring

and “cracking the corporate whip.”

While our approach has been useful to highlight key points, we need to stress before closing

the chapter that shirking on the job, at least up to a point, can be viewed as a worker fringe

benefit, something that has intrinsic value to workers. To the extent that this is the case, some

shirking can actually increase company profits because it leads to a greater supply of good

workers willing to work for the firm that allows some shirking and that permits a reduction in

the firm’s wage rates. The company’s lower productivity can (up to a point) bemore than offset

by its lower totalwage bill. Indeed, theworkers can also be “better off”with some shirking. This

is because the intrinsic value of some shirking on the job can afford them more utility than the

additional money wages they could receive if some shirking were not allowed. Shirking up to a

point, that is, can be a win–win for bothworkers and firm owners. The win–win nature of some

shirking is obvious inmost offices andplants asworkers – evenhighly respectedworkers – can be

seen relaxing around vendingmachines, gossiping in hallways, and taking unscheduled breaks.

Of course, so long as on-the-job shirking has value to workers, firms would not want to

eliminate all shirking even if doing so required them to incur zero monitoring costs. The

elimination of shirking could raise the company’s wage bill by more than it raises the

workers’ productivity. In short, as in all things, managers face a complicated problem, one of

seeking an optimum amount of shirking. That is, they should allow shirking to mount so long

as the reduction in the wage bill exceeds the lost productivity. But then, shirking that is

mutually beneficial to workers and owners alike is not really “shirking.” Accordingly, for the
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rest of the book, we will relegate “shirking” to those things workers don’t do that are not

mutually beneficial and, hence, not mutually agreed upon by workers and owners.

Further readings online

Reading 2.1 Disincentives in poverty relief (along with the accompanying online

video module)

Reading 2.2 Management snooping

Reading 2.3 Risk taking, risk aversion, and firm ownership

Reading 2.4 “The mathematics of voting and political ignorance,” by Gordon Tullock

The key takeaways from chapter 2 are the following:

1 The concept of rational behavior means that the individual has alternatives, can order

those alternatives on the basis of preference, and can act consistently on that basis. The

rational individual will also choose those alternatives whose expected benefits exceed

their expected costs.

2 Traditionally, economics has focused on the activities of business firms, and much of this

book is devoted to exploring human behavior in a market setting. However, the concept of

rational behavior can be applied to other activities, from politics and government to family

life and leisure pursuits. Any differences in our behavior can be ascribed to differences in

our preferences and in the institutional settings, or constraints, within which we operate.

3 Rational behavior implies that people have choices, and choices imply that there is a cost to

anything.

4 All choices involve cost–benefit calculations.

5 The timing and riskiness of optionswill affect their present value. Themore distant into the

future benefits will be received or costs incurred, the lower their present values. The more

risky options are, the greater their cost (or the lower their net value).

6 The importance of the “cause” or the groups’ “common interest” can significantly affect

the willingness of group members to cohere and pursue the common interest of the

membership. However, a “cause” or “common interest” can more effectively motivate

a “small” group than a “large” group. This suggests that, given other considerations, an

increase in group size beyond some point can have an adverse effect on the motivation

that group members have to pursue their group’s common interest.
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7 The logic of collective action can explain the growth in employee shirking and the misuse

of resources as firms grow. The logic can also explain why firms divide their operations

into small groups, including departments and teams.

8 The basic problem of managers can be construed as one of overcoming the large-group

problem that, at its heart, is one of overcoming Prisoner’s Dilemmas.

9 A boss who is tough on employees can have supporters among employees as well as

owners. There is, however, both an optimal amount of toughness on the part of bosses

and an optimal amount of shirking on the part of workers.

10 A boss who is not tough on shirkers is also a shirker.

11 Leadership in the form of setting a course for all to follow can be productive since it can

reduce the haggling over what course of action all should take.

12 Residual claimants have powerful incentives to encourage firms to minimize costs and

maximize profits since such claimants have claims to any firm resources after all other

claims have been fulfilled.

13 Companies are typically controlled by the owners of capital because theywould otherwise

have to fear that their capital, once deployed in companies, would be subject to

appropriation by workers.

Review questions >>
............................................................................................................

1 What are the costs and benefits of taking this course in microeconomics? Develop a theory

of how much a student can be expected to study for this course. How might the student’s

current employment status affect her studying time?

2 Some psychologists see people’s behavior as determined largely by family history and

external environmental conditions. How would “cost” fit into their explanations?

3 Okay, so no one is totally rational. Does that undermine the use of “rational behavior” as a

means of thinking about markets and management problems?

4 How could drug use and suicide be considered “rational”?

5 If your firm were consistently dealing with “irrational behavior” among the owners and

workers, what would happen to correct the problem? More to the point, what might you

do to correct the problem?

6 Develop an economic explanation for why professors give examinations at the end of their

courses. Would you expect final examinations to be more necessary in undergraduate courses

orMBA courses? In which classes – undergraduate orMBA –would you expect more cheating?
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7 Explainwhy the “free-rider” problem is likely to be greater in a large group than in a small

group.

8 The common interest of people who are in a burning theater is to walk out in an orderly

fashion and avoid a panic. If that is the case, why do people so frequently panic in such

situations? Use rational behavior and the logic of collective action in your answer.

9 Discuss the costs of making collective decisions in large and small groups. What do these

costs have to do with the viability of large and small groups?

10 In what ways do firms overcome the free-rider problems discussed in this chapter relating

to large groups? How do market pressures affect firm incentives to overcome these

problems?

11 You may have a class in which the professor grades according to a curve, whereby the

professor adjusts the grading scale to fit the test results. Assume the class is one in which

all the studentswould prefer not to learn asmuch as they can. If you are in such a situation

(or can imagine one like it), the “common interest” of the class members can be for

everyone to study less. The same grading distribution can be obtained, and everyone can

receive the same relative grade for less effort. Why do class members not collude and

restrict the amount of studying they do? Would you expect collusion against studying to

be more likely in undergraduate general education courses, core classes in your MBA

program, or elective classes in your MBA program?

12 AllMBA programs have courses that are considered “bad” (in terms of lack of content and

rigor and in terms of delivery) by students and/or faculty and administrators. ShouldMBA

programs offer a “money-back guarantee” on “bad” courses? A “money-back

guarantee”wouldmean that business schools would offer to repay students some pre-set

dollar amount (all or a portion) of the tuition students have paid for the identified “bad”

courses (with “bad” also carefully predefined and determined by the dean or some panel

of faculty members and/or students). What would be the economic consequences of

instituting such a money-back guarantee? Would students be expected to be better or

worse off with such a guarantee? Or when would they be better off and worse off? If a

money-back guarantee is deemed mutually beneficial for the students and school, how

generous should it be?

13 Many bars have begun to serve glasses of wine to customers by first pouring the wine

into a small carafe and then pouring the wine from the carafe into a larger wine glass?

Given the extra dishwashing involved and added time in pouring, why do bars use

carafes? Why do some bars use the carafes while others don’t?
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Competitive product markets and firm
decisions

Competition, if not prevented, tends to bring about a state of affairs in which: first,

everything will be produced which somebody knows how to produce and which he

can sell profitably at a price at which buyers will prefer it to the available alternatives;

second, everything that is produced is produced by persons who can do so at least as

cheaply as anybody else who in fact is not producing it; and third, that everything will

be sold at prices lower than, or at least as low as, those at which it could be sold by

anybody who in fact does not do so.

Friedrich A. Hayek

In the heart of New York City, Fred Lieberman’s small grocery is dwarfed by the

tall buildings that surround it. Yet it is remarkable for what it accomplishes.

Lieberman’s carries thousands of items, most of which are not produced locally, and

some of which come from other parts of this country or the world, thousands of

miles away. A man of modest means, with little knowledge of production processes,

Fred Lieberman has nevertheless been able to stock his store with many if not most

of the foods and toiletries his customers need and want. Occasionally Lieberman’s

runs out of certain items, but most of the time the stock is ample. Its supply is so

dependable that customers tend to take it for granted, forgetting that Lieberman’s is

one small strand in an extremely complex economic network.



How does Fred Lieberman get the goods he sells, and how does he know which ones

to sell and at what price? The simplest answer is that the goods he offers and the

prices at which they sell are determined through themarket process – the interaction

of many buyers and sellers trading what they have (their labor or other resources)

for what they want. Lieberman stocks his store by appealing to the private interests

of suppliers – by paying them competitive prices. His customers pay him extra for

the convenience of purchasing goods in their neighborhood grocery – appealing to

his private interests in the process. To determine what he should buy, Fred

Lieberman considers his suppliers’ prices. To determine what and how much they

should buy, his customers consider the prices he charges. The economist Friedrich

Hayek (1945) has suggested that the market process is manageable for people such

as Fred Lieberman, his suppliers, and his customers, precisely because prices con-

dense a great deal of information into a useful form, signaling quickly what people

want, what goods cost, and what resources are readily available. Prices guide and

coordinate the sellers’ production decisions and consumers’ purchases.

How are prices determined? That is an important question for people in business,

simply because an understanding of how prices are determined can help business-

people understand the forces that will cause prices to change in the future and,

therefore, the forces that affect their businesses’ bottom lines. There’s money to be

made in being able to understand the dynamics of prices. Our most general answer

to the question of how prices are determined is deceptively simple: in competitive

markets, the forces of supply and demand establish prices. However, there is much to

be learned through the concepts of supply and demand. Indeed, we suspect that most

MBA students will find supply and demand the most useful business concepts and

tools of analysis developed in this book (and perhaps their entire MBA program). To

understand supply and demand, youmust first understand that the market process is

inherently competitive.

Part A Theory and public policy applications

The competitive market process

So far, our discussion of markets and their consequences has been rather casual. In

this section, we shall define precisely such terms as “market” and “competition.” In

later sections, we shall examine the way competitive markets work and learn why,

in a limited sense, markets can be considered efficient systems for determining what

and howmuch to produce. Markets, along with the prices that emerge in them, make

the problem of scarcity less pressing than it otherwise would be.
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The market setting
Most people tend to think of a market as a geographical location – a shopping

center, an auction hall, a business district. From an economic perspective, however,

it is more useful to think of a market as a process. Youmay recall from chapter 1 that

a market is defined as the process by which buyers and sellers determine what they

are willing to buy and sell and on what terms. That is, a market is the process by

which buyers and sellers decide the prices and quantities of goods to be bought and

sold. The market process can work within the confines of a building, but also

through the Internet that extends to all points on the globe.

In this process, individual market participants search for information relevant to

their own interests. Buyers ask about the models, sizes, colors, and quantities

available and the prices they must pay for them. Sellers inquire about the types of

goods and services buyers want and the prices they are willing to pay.

This market process is self-correcting. Buyers and sellers routinely revise their

plans on the basis of experience. As economist Israel Kirzner has written:

The overly ambitious plans of one period will be replaced by more realistic ones; market

opportunities overlooked in one period will be exploited in the next. In other words, even

without changes in the basic data of the market, the decision made in one period one time

generates systematic alterations in corresponding decisions for the succeeding period. (Kirzner

1973, 10)

But then overly ambitious plans do affect the “basic data” people receive through

resulting changes in prices, which affect the quantities and qualities of goods

produced.

The market consists of people – consumers and entrepreneurs – attempting

to buy and sell on the best terms possible. Through the groping process of give

and take, they move from relative ignorance about others’ wants and needs to

a reasonably accurate understanding of how much can be bought and sold and

at what price. The market functions as an ongoing information and exchange

system.

Competition among buyers and among sellers
Part and parcel of the market process is the concept

of competition. Competition does not occur between

buyer and seller, but among buyers or among sellers.

Buyers compete with other buyers for the limited

number of goods on the market. To compete, they

must discover what other buyers are bidding and

offer the seller better terms – a higher price or the

Competition is the process by which market

participants, in pursuing their own interests,

attempt to outdo, outprice, outproduce, and

outmaneuver each other. By extension,

competition is also the process by which

market participants attempt to avoid being

outdone, outpriced, outproduced, or

outmaneuvered by others.
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same price for a lower-quality product. Sellers compete with other sellers

for the consumer’s dollar. They must learn what their rivals are doing and

attempt to do it better or differently – to lower the price or enhance the product’s

appeal.

This kind of competition stimulates the exchange of information, forcing com-

petitors to reveal their plans to prospective buyers or sellers. The exchange of

information can be seen clearly at auctions. Before the bidding begins, buyers

look over the merchandise and the other buyers, attempting to determine how

high others might be willing to bid for a particular piece. During the auction, this

specific information is revealed as buyers call out their bids and others try to top

them. Information exchange is less apparent in department stores, where competi-

tion is not as transparent. Even there, however, comparison-shopping by buyers

across stores will often reveal some sellers who are offering lower prices in an

attempt to attract consumers.

In competing with each other, sellers reveal information that is ultimately of use to buyers.

Buyers likewise inform sellers. From the consumer’s point of view, the function of competi-

tion is precisely to teach us who will serve us well: which grocer or travel agent, which

department store or hotel, which doctor or solicitor, we can expect to provide the most

satisfactory solution for whatever particular personal problem we may have to face. (Hayek

1948, 97)

From the seller’s point of view – say, the auctioneer’s – competition among buyers

brings the highest prices possible.

Competition among sellers takesmany forms, including the price, quality, weight,

volume, color, texture, durability, and smell of products, as well as the credit terms

offered to buyers. Sellers also compete for consumers’ attention by appealing to

their hunger and sex drives or their fear of death,

pain, and loud noises. All these forms of competi-

tion can be divided into two basic categories – price

and nonprice competition. Price competition is of

particular interest to economists, who see it as an

important source of information for market partic-

ipants and a coordinating force that brings the

quantity produced into line with the quantity con-

sumers are willing and able to buy. In the following

sections, we shall construct a model of the compet-

itive market and use it to explore the process of price

competition under intense competitive market con-

ditions called perfect competition. Nonprice compe-

tition will be covered in a later section.

Perfect competition (in extreme form) is a

market composed of numerous independent

sellers and buyers of an identical product,

such that no one individual seller or buyer has

the ability to affect the market price by

changing the production level. Entry into and

exit from a perfectly competitive market is

unrestricted. Producers can start up or shut

down production at will. Anyone can enter

the market, duplicate the good, and compete

for consumers’ dollars. Since each competitor

produces only a small share of the total

output, the individual competitor cannot

significantly influence the degree of

competition or the market price by entering

or leaving the market.
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Supply and demand: a market model

A fully competitive market is made up of many buyers and sellers searching for

opportunities or ready to enter the market when opportunities arise. To be described

as “competitive,” therefore, a market must include a significant number of actual or

potential competitors. A fully competitive market offers freedom of entry: there are

no legal or artificial barriers to producing and selling goods in the market.

Our market model assumes perfect competition – an idealized situation that is

seldom, if ever, achieved in real life but that will simplify our calculations. This kind

of market is well suited to graphic analysis and helps us clarify the pricing forces

afoot in all competitive markets. Our discussion concentrates on how buyers and

sellers interact to determine the price of tomatoes, a product Fred Lieberman almost

always carries. It will employ two curves. The first represents buyers’ behavior,

which is called their demand for the product.

The elements of demand
To the general public, demand is simply what people

want, but to economists, demand has much more

technical meaning. The concept of demand is impor-

tant because it is so widely applicable to human

behavior, not just in business, but in everyday life.

Demand as a relationship
The relationship between price and quantity is normally assumed to be inverse. That

is, when the price of a good rises, the quantity sold, ceteris paribus (Latin for

“everything else held constant”), will go down. Conversely, when the price of a

good falls, the quantity sold goes up. Demand is not a quantity but a relationship. A

given quantity sold at a particular price is properly called the quantity demanded.

Both tables and graphs can be used to describe the assumed inverse relationship

between price and quantity.

Demand as a table or a graph
Demand may be thought of as a schedule of the various quantities of a particular

good consumers will buy at various prices. As the price goes down, the quantity

purchased goes up and vice versa. Table 3.1 contains a hypothetical schedule of the

demand for tomatoes in the New York area during a typical week. Column (2) shows

prices that might be charged. Column (3) shows the number of bushels consumers

will buy at those prices. Note that as the price rises from zero to $11 a bushel, the

number of bushels purchased drops from 110,000 to zero.

Demand is the assumed inverse relationship

between the price of a good or service and

the quantity consumers are willing and able

to buy during a given period, all other things

held constant.
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Demand may also be thought of as a curve. If price is scaled on a graph’s vertical

axis and quantity on the horizontal axis, the demand curve has a negative slope

(downward and to the right), reflecting the assumed inverse relationship between

price and quantity. The shape of the market demand curve is shown in figure 3.1,

which is based on the data from table 3.1. Points a through l on the graph correspond

to the price–quantity combinations A through L in the table. Note that as the price

Table 3.1 Market demand for tomatoes

Price–quantity

combinations (1) Price per bushel ($) (2) No. (000) of bushels (3)

A 0 110

B 1 100

C 2 90

D 3 80

E 4 70

F 5 60

G 6 50

H 7 40

I 8 30

J 9 20

K 10 10

L 11 0
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Demand, the assumed inverse

relationship between price and

quantity purchased, can be

represented by a curve that

slopes down toward the right.

Here, as the price falls from $11

to zero, the number of bushels of

tomatoes purchased per week

rises from zero to 110,000.
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falls from P2 ($8) to P1 ($5), consumers move down their demand curve from a

quantity of Q1 (30,000) to the larger quantity Q2 (60,000).

[See online Video Module 3.1 Demand]

The slope and determinants of demand
Price and quantity are assumed to be inversely related, for two elemental reasons.

(See chapter 6 for more detailed explanations of the downward sloping demand

curve.) First, as the price of a good decreases (and the prices of all other goods

remain the same), the good becomes relatively cheaper, and consumers will sub-

stitute that good for others. This response is called the “substitution effect.” The

substitution can come from within product categories, say, “fruit.” If the price of

oranges falls (the price of apples remains constant), people can be expected to buy

more oranges and fewer apples. But then a price reduction for oranges can cause

some people to move from “nonconsumption” of fruit to the consumption of

oranges. That is, consumers can move from consuming cookies to oranges to satisfy

their desire for something with sugar content.

In addition, as the price of a good decreases (and the prices of all other goods stay

the same – remember ceteris paribus), the purchasing power of consumer incomes

rises. That is, their real incomes increase. More consumers are able to buy the good,

and many will buy more of most (but not all) goods. This response is called the

“income effect.”

In sum, when the price of tomatoes (or razor blades, or any other good) falls, more

tomatoes will be purchased because more people will be buying them for more

purposes. Moreover, embedded in the downward sloping demand curves for many

goods can be large and small behavioral changes among consumers. When the price

of gasoline goes up, drivers can be expected to economize on their uses of gasoline

in a variety of ways. For example, drivers can be expected to reduce the number of

times they stomp down on the cars’ accelerators when leaving stoplights and, if they

have more than one car, to use their more fuel-efficient cars more frequently,

behavioral changes that can enable them to buy fewer gallons of gasoline.

Although price is an important part of the definition of demand, it is not the only

determinant of how much of a good people will want. It may not even be the most

important. The major factors that affect market demand are called the determinants

of demand. They are:

* consumer tastes or preferences
* the prices of other goods
* consumer incomes
* the number of consumers
* expectations concerning future prices and incomes.
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A host of other factors, such as weather, may also influence the demand for

particular goods – ice cream, for instance. A change in any of these determinants

of demand will cause either an increase or a decrease in demand:

* An increase in demand is an increase in the quantity demanded at each and every

price. It is represented graphically by a rightward, or outward, shift in the demand

curve.
* A decrease in demand is a decrease in the quantity demanded at each and every

price. It is represented graphically by a leftward, or inward, shift of the demand

curve.

Figure 3.2 illustrates the shifts in the demand curve that result from a change in one

of the determinants of demand. The outward shift from D1 to D2 indicates an

increase in demand: consumers now want more of a good at each and every price.

For example, they want Q3 instead of Q2 tomatoes at price P2. Consumers are also

now willing to pay a higher price for any quantity. For example, they will pay P3
instead of P2 for Q2 tomatoes. The inward shift from D1 to D3 indicates a decrease in

demand: consumers want less of a good at each and every price – Q1 instead of Q2

tomatoes at price P2. And they are willing to pay less than before for any quantity –

P1 instead of P2 for Q2 tomatoes.

A change in a determinant of demand may be translated into an increase or

decrease in current market demand in numerous ways. An increase in market

demand can be caused by:
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* An increase in consumers’ desire or taste for the good. If people truly want the

goodmore, they will buymore of the good at any given price or pay a higher price

for any given quantity.
* An increase in the number of buyers. If, because more people consume the good,

more of the good will be purchased at any given price, then the price will be

higher at any given quantity.
* An increase in the price of substitute goods (which can be used in place of the good

in question). If the price of oranges increases, the demand for grapefruit will

increase.
* A decrease in the price of complementary goods (which are used in conjunction

with the good in question). If the price of MP3 players falls, the demand for

downloadable songs will rise. If the price of gasoline falls, the overall demand for

automobiles can increase. (But the demand for various models can rise or fall,

depending on their gas consumption: the demand for SUVs can fall while the

demand for hybrids can rise.)
* Generally speaking (but not always), an increase in consumer incomes. An

increase in people’s incomes may increase the demand for luxury goods, such

as new cars. It may also decrease demand for low-quality goods (such as ham-

burger) because people can now afford better-quality products (such as steak).
* An expected increase in the future price of the good in question. If people expect

the price of cars to rise faster than the prices of other goods, then (depending on

exactly when they expect the increase) they may buy more cars now, thus

avoiding the expected additional cost in the future.
* An expected increase in future incomes of buyers. College seniors’ demand for cars

tends to increase as graduation approaches and they anticipate a rise in income.

The determinants of a decrease in market demand are just the opposite:

* a decrease in consumers’ desire or taste for the good
* a decrease in the number of buyers
* a decrease in the price of substitute goods
* an increase in the price of complementary goods
* generally speaking (but not always), a decrease in consumer incomes
* an expected decrease in the future price of the good in question
* an expected decrease in the future incomes of buyers.

As will be noticeable throughout this book, much attention will be placed on how

changes in price affect the quantity demanded, while little attention will be given to

how changes in “tastes” affect the quantity demanded. The differential treatment of

price and tastes does not presume that price is more important than tastes in

determining the consumption level of any good. Rather, economists concentrate
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on price because they seek a theory of price determination (not a theory of taste

determination, which is a major interest of psychology). In addition, the effect of

price changes on quantity demanded is viewed as being highly predictable, given

extensive consumer theory and empirical observation. The inverse relationship

between price and quantity consumed is viewed as a “law,” or the “law of demand.”

“Tastes,” on the other hand, are an amorphous, subjective concept. Hence, predict-

ing the impact of changes in “tastes” on quantity demanded is, for economists (but

perhaps not for psychologists), problematic.

Similarly, as will be discussed in chapter 6, the impact of a change in buyer’s

real income on quantity bought has an element of uncertainty. Granted, for

most normal goods, the relationship between income and quantity of a good

bought can be positive, as indicated above, in which case the substitution and

income effects have the same direction impact on quantity consumed. However,

the relationship can be inverse for some goods (so-called “inferior goods”).

When low-income people experience an increase in real income, they may switch

between low-quality sources of, say, protein – beans – to high-quality sources –

meat. In this case, the negative effect of an increase in real income works against

the substitution effect on the quantity demanded of beans. However, economists

have found that for most goods the substitution and income effects compound

one another or the positive substitution effect dominates any negative income

effect, which means demand curves of most – if not almost all – goods slope

downward.

The elements of supply
On the other side of the market are the producers of goods. The average person

thinks of supply as the quantity of a good producers are willing to sell. To econo-

mists, however, supply means something quite different. As with demand, supply is

not a “given quantity” – that is called the “quantity

supplied.” Supply is a relationship between price

and quantity. As the price of a good rises, producers

are generally willing to offer a larger quantity. The

reverse is equally true: as price decreases, so does

quantity supplied. Like demand, supply can be

described in a table or a graph.

Supply as a table or a graph
Supply may be described as a schedule of the quantity that producers will offer at

various prices during a given period of time. Table 3.2 shows such a supply schedule.

As the price of tomatoes goes up from zero to $11 a bushel, the quantity offered rises

Supply is the assumed relationship between

the quantity of a good producers are willing

to offer during a given period and the price,

everything else held constant. Generally,

because additional costs tend to rise with

expanded production, this relationship is

presumed to be positive (a point that is

developed with care in chapters 7 and 8).
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from zero to 110,000, reflecting the assumed positive relationship between price

and quantity.

Supply may also be thought of as a curve. If the quantity producers will offer is

scaled on the horizontal axis of a graph and the price of the good is scaled on the

vertical axis, the supply curve will slope upward to the right, reflecting the assumed

positive relationship between price and quantity. In figure 3.3, which was plotted

from the data in table 3.2, points a through l represent the price–quantity combi-

nations A through L. Note how a change in the price causes a movement along the

supply curve.

[See online Video Module 3.2 Supply]

The slope and determinants of supply
The quantity producers will offer on the market depends on their production costs.

Obviously the total cost of production will rise whenmore is produced because more

resources will be required to expand output. The

additional or marginal cost of each additional bushel

produced also tends to rise as total output expands

(beyond some point, which will be explained in

chapter 7). In other words, when it costs more to produce the second bushel of

tomatoes than the first, andmore to produce the third than the second, firms will not

expand their output unless they can cover their progressively higher marginal costs

with a progressively higher price. This is the reason the supply curve is thought to

slope upward.

Table 3.2 Market supply of tomatoes

Price–quantity combinations (1) Price per bushel ($) (2) No. (000) of bushels (3)

A 0 0

B 1 10

C 2 20

D 3 30

E 4 40

F 5 50

G 6 60

H 7 70

I 8 80

J 9 90

K 10 100

L 11 110

Marginal cost is the additional cost of

producing an additional unit of output.
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Anything that affects production costs will influence supply and the position

of the supply curve. Such factors, which are called determinants of supply,

include:

* change in productivity due to a change in technology
* change in the profitability of producing other goods
* change in the scarcity (and prices) of various productive resources.

Many other factors, such as the weather, can also affect production costs and

therefore supply. A change in any of these determinants of supply can either

increase or decrease supply:

* An increase in supply is an increase in the quantity producers are willing and able

to offer at each and every price. It is represented graphically by a rightward, or

outward, shift in the supply curve.
* A decrease in supply is a decrease in the quantity producers are willing and able to

offer at each and every price. It is represented graphically by a leftward, or

inward, shift in the supply curve.

In figure 3.4, an increase in supply is represented by the shift from S1 to S2.

Producers are willing to produce a larger quantity at each price – Q3 instead of Q2

at price P2, for example. They will also accept a lower price for each quantity – P1
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Figure 3.3 Supply of tomatoes

Supply, the assumed

relationship between price and

quantity produced, can be

represented by a curve that

slopes up toward the right.

Here, as the price rises from

zero to $11, the number of

bushels of tomatoes offered

for sale during the course of a

week rises from zero to

110,000.
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instead of P2 for quantity Q2. Conversely, the decrease in supply represented by the

shift from S1 to S3 means that producers will offer less at each price – Q1 instead of

Q2 at price P2. Theymust also have a higher price for each quantity – P3 instead of P2
for quantity Q2.

A few examples will illustrate the impact of changes in the determinants of

supply. If firms learn how to produce more goods with the same or fewer resources,

the cost of producing any given quantity will fall. Because of the technological

improvement, firms will be able to offer a larger quantity at any given price or the

same quantity at a lower price. The supply will increase, shifting the supply curve

outward to the right.

Similarly, if the profitability of producing oranges increases relative to grapefruit,

grapefruit producers will shift their resources to oranges. The supply of oranges will

increase, shifting the supply curve to the right. Finally, if lumber (or labor or

equipment) becomes scarcer, its price will rise, increasing the cost of new housing

and reducing the supply of new houses coming onto the market. The supply curve of

new houses will shift inward to the left.

Market equilibrium

Supply and demand represent the two sides of the market – sellers and buyers. By

plotting the supply and demand curves together, as in figure 3.5, we can explore the

conditions under which the decisions of buyers and sellers will be inconsistent with
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Figure 3.4 Shifts in the supply curve

A rightward, or outward, shift in the

supply curve, from S1 to S2, represents

an increase in supply. A leftward, or

inward, shift in the supply curve, from

S1 to S3, represents a decrease in

supply.
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each other, and why a market surplus or shortage of tomatoes will result. We can

also illuminate the competitive market forces at work to push the market price

toward the market-clearing price – or the price at

which the market is said to be in equilibrium, at

which the forces of supply and demand balance

one another with no net pressure for the price and

output to move up or down.

Market surpluses
Suppose that the price of a bushel of tomatoes is $9, or P2 in figure 3.5. At this

price, the quantity demanded by consumers is 20,000 bushels, much less than the

quantity offered by producers – 90,000. There is a

market surplus, or excess supply, of 70,000 bushels.

Graphically, an excess quantity supplied occurs at

any price above the intersection of the supply and

demand curves.

What will happen in this situation? Producers who cannot sell their tomatoes will

have to compete by offering to sell at a lower price, forcing other producers to follow

suit. All producers might agree that holding the price above equilibrium can be in

their “common interest,” since an above-equilibrium price can generate extra

profits for all (even though sales might be undercut). However, in competitive

markets producers are in a large-group setting in which their individual curbs on

Market equilibrium occurs when the forces of

supply and demand are in balancewith no net

pressure for the price and output level to

change.

A market surplus is the amount by which the

quantity supplied exceeds the quantity

demanded at any given price.
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If a price is higher than the

intersection of the supply and

demand curves, a market surplus – a

greater quantity supplied, Q3, than

demanded, Q1 – results. Competitive

pressure will push the price down to

the equilibrium price, P1, the price at

which the quantity supplied equals

the quantity demanded, Q2.
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production to pursue their common interest will have an inconsequential impact on

total market supply. They each can reason that they can possibly gain market share

by individually lowering their price, if all others hold to the higher price. And each

can reason that all others are thinking the same way, which means they can expect

other producers to lower their prices. The logic leads the producers to do what is not

in their common interest and to act competitively, which is cut their prices.

As the competitive process forces the price down, the quantity that consumers are

willing to buy will expand, while the quantity that producers are willing to sell will

decrease. The result will be a contraction of the surplus, until it is finally eliminated

at a price of $5.50 or P1 (at the intersection of the two curves). At that price,

producers will be selling all they want; they will see no reason to lower prices

further. Similarly, consumers will see no reason to pay more; they will be buying all

they want. This point at which the wants of buyers and sellers intersect is called the

equilibrium, with the price and quantity at that point called equilibrium price and

equilibrium quantity:

* The equilibrium price is the price toward which a competitive market will move,

and at which it will remain once there, everything else held constant. It is the price

at which the market “clears” – that is, at which the quantity demanded by

consumers is matched exactly by the quantity offered by producers. At the

equilibrium price, the quantity sellers are willing to supply and the quantity

buyers want to consume are equal. This is the equilibrium quantity.
* The equilibrium quantity is the output (or sales) level toward which the market

will move, and at which it will remain once there, everything else held constant.

In sum, a surplus emerges when the price asked is above the equilibrium price. It will

be eliminated, through competition among sellers, when the price drops to the

equilibrium price.

Market shortages
Suppose that the price asked is below the equilibrium price, as in figure 3.6. At the

relatively low price of $1, orP1, buyers want to purchase 100,000 bushels – substantially

more than the 10,000 bushels producers are willing to

offer. The result is a market shortage. Graphically, a

market shortage is the shortfall that occurs at any

price below the intersection of the supply and demand

curves.

As with a market surplus, competition will correct the discrepancy between

buyers’ and sellers’ plans. Buyers who want tomatoes but are unable to get them

at a price of $1 will bid higher prices, as at an auction. Many buyers might have a

Amarket shortage is the amount by which the

quantity demanded exceeds the quantity

supplied at any given price.
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“common interest” to hold the price below the equilibrium price (even with fewer

units of the good they can buy). However, as with producers when there was a

market surplus, buyers are in a large-group setting, with each individual buyer

reasoning that not offering a higher price will not affect the market outcomes,

because other buyers will offer a higher price. Each buyer can reason that theymight

as well offer a higher price just to get the units they want.

As the price rises, a larger quantity will be supplied because suppliers will be

better able to cover their increasing production costs. Simultaneously, the quantity

demanded will contract as buyers seek substitutes that are now relatively less

expensive compared with tomatoes. At the equilibrium price of $5.50, or P2, the

market shortage will be eliminated. Buyers will have no reason to bid prices up

further; they will be getting all the tomatoes they want at that price. Sellers will have

no reason to expand production further; they will be selling all they want at that

price. The equilibrium price will remain the same until some force shifts the position

of either the supply or the demand curve. If such a shift occurs, the price will move

toward a new equilibrium at the new intersection of the supply and demand curves.

In our graphical treatment of supply and demand, movement toward equilibrium

can be thought of as instantaneous. Real-world movements in price will necessarily

take some time, which means that the equilibrium price and quantity toward which

the market will ultimately settle can shift with changes in supply and demand.

The effect of changes in demand and supply
Figure 3.7 shows the effects of shifts in demand and supply on the equilibrium price

and quantity. In figure 3.7(a), an increase in demand from D1 to D2 raises the
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equilibrium price from P1 to P2 and quantity from Q1 to Q2. The equilibrium price

rises because at the moment the demand curve shifts out to the right, a market

shortage develops at the initial price P1. The quantity demanded at that initial price

is Q3; the quantity supplied is less, Q1. Those buyers who want the good but are

unable to get it will bid the price up. As the price goes up, producers can justify

incurring the higher marginal costs of producing more, but some buyers will retreat

on their purchases. The market will clear – or quantity supplied and demand will be

equal – at the higher price of P2.
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Figure 3.7 The effects of changes in supply and demand

An increase in demand – panel (a) – raises both the equilibrium price and the equilibrium

quantity. A decrease in demand – panel (b) – has the opposite effect: a decrease in the

equilibrium price and quantity. An increase in supply – panel (c) – causes the equilibrium

quantity to rise but the equilibrium price to fall. A decrease in supply – panel (d) – has the

opposite effect: a rise in the equilibrium price and a fall in the equilibrium quantity.
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Figure 3.7(b) shows the reverse effects of a decrease in demand. When the demand

initially falls, a market surplus develops at price P2. At P2, the quantity demanded is Q1

while the quantity supplied is Q3. Producers who want to sell their output will put

downward pressure on the price. As the price falls, buyers increase their purchases while

producers curb their output. Equilibrium is reestablished at a price ofP1 and quantityQ2.

An increase in supply from S1 to S2 – figure 3.7(c) – has a different effect. The

equilibrium quantity rises from Q1 to Q2, but the equilibrium price falls from P2 to

P1. When supply initially expands, a market surplus emerges at price P2. The

quantity demanded is Q1 while the quantity supplied is Q3, which makes for a

market surplus. As producers try to sell what they produce, they put downward

pressure on the price. As the price falls toward P1, the quantity produced contracts

from Q3 to Q2. The quantity demanded rises from Q1 to Q2.

A decrease in supply from S1 to S2 – figure 3.7(d) – causes the opposite effect: the

equilibrium quantity falls from Q3 toQ2, and the equilibrium price rises from P1 to P2.

At the time supply decreases, a shortage develops, with the quantity supplied at Q1

and the quantity demanded at Q3. Buyers who want more units of the good than are

available at P1 will bid the price up. As the price rises from P1 toward P2, the quantity

demanded decreases from Q3 to Q2; the quantity supplied rises from Q1 to Q2.

[See online Video Modules 3.3 Changes in supply and demand and 3.4

Applications of supply and demand]

The efficiency of the competitive market model

Early in this chapter we asked how Fred Lieberman knows what prices to charge for

the goods he sells. The answer is nowapparent: he adjusts his prices until his customers

buy the quantities that he wants to sell. If he cannot sell all the fruits and vegetables

he has, he lowers his price to attract customers and cuts back on his orders for those

goods. If he runs short, he knows that he can raise his prices and increase his orders. His

customers then adjust their purchases accordingly. Similar actions by other producers

and customers all over the city move the market for produce toward equilibrium.

The information provided by the orders, reorders, and cancellations from stores

such as Lieberman’s eventually reaches the suppliers of goods and then the suppliers

of resources. Similarly, wholesale prices give Fred Lieberman information on

suppliers’ costs of production and the relative scarcity and productivity of resources.

The use of the competitive market system to determine what and how much to

produce has two advantages. First, it coordinates the decisions of consumers and

producers very effectively. Most of the time the amount produced in a competitive

market system is very close to the amount consumers want at the prevailing price –

no more, no less. Second, the market systemmaximizes the amount of output that is

acceptable to both buyer and seller. In figure 3.8(a), note that all the price–quantity
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combinations acceptable to consumers lie either on or below the market demand

curve, in the shaded area. (If consumers are willing to pay P2 forQ1, then they should

also be willing to pay less for that quantity – for example, P1.) Furthermore, all the

price–quantity combinations acceptable to producers lie either on or above the

supply curve, in the shaded area shown in figure 3.8(b). (If producers are willing

to accept P1 for quantity Q1, then they should also be willing to accept a higher

price – for example, P2.)When supply and demand curves are combined in figure 3.8

(c), we see that all the price–quantity combinations acceptable to both consumers

and producers lie in the darkest shaded triangular area. From all those acceptable

output levels, the competitive market produces Q1, the maximum output level that

can be produced given what producers and consum-

ers are willing and able to do. In this respect, the

competitive market can be said to be efficient, or to

allocate resources with efficiency. The achievement

of efficiency means that an expansion or contrac-

tion of output will reduce consumers’ and/or producers’ welfare.

The competitive market exploits all the possible trades between buyers and sell-

ers. Up to the equilibrium quantity, buyers will pay more than suppliers require

(those points on the demand curve that lie above the supply curve). Beyond Q1,

buyers will not pay as much as suppliers need to produce more (those points on the

supply curve that lie above the demand curve). Again, in this regard the market can

be called efficient.
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Figure 3.8 The efficiency of the competitive market

Only those price–quantity combinations on or below the demand curve – panel (a) – are acceptable to

buyers. Only those price–quantity combinations on or above the supply curve – panel (b) – are acceptable

to producers. Those price–quantity combinations that are acceptable to both buyers and producers are

shown in the darkest shaded area of panel (c). The competitive market is “efficient” in the sense that it

results in output Q1, the maximum output level acceptable to both buyers and producers.

Efficiency is the maximization of output

through careful allocation of resources,

given the constraints of supply (producers’

costs) and demand (consumers’ preferences).
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Themarket that produces at the intersection of supply and demand in figure 3.8(c)

is said to be efficient in another regard. The demand curve shows consumers’

marginal value of each unit. The total value of all Q1 units is the area under the

demand curve bounded by 0abQ1. The supply curve shows the marginal cost of

every unit produced. The producers’ total production cost for Q1 units is the area

under the supply curve bounded by 0cbQ1. The potential net gain from production is

the differences between consumers’ total value of Q1 (0abQ1) minus the producers’

total cost (0cbQ1), or the triangle area bounded by abc. In a competitive market, with

production at Q1, all of those net gains are generated

and split between producers and consumers by way

of the price charged, P1. If production fell short of

Q1, then some of those potential net gains would not

be generated. If production were greater than Q1, then the cost of the added units to

producers would exceed their added value to consumers. The net gains would again

fall short of the potential net gains of the triangle abc. If more or less is produced

than Q1, the market is said to be inefficient.

In the foregoing section, the focus has been on the efficiency of markets, or how

well they operate. However, problems abound in markets, with the most notable

being pollution in product markets and discrimination in labor markets. We will

take up these and other problems in Part B of this chapter and at various other points

in the book.

[See online Video Module 3.5 Competitive market efficiency]

Nonprice competition

Markets in which suppliers compete solely in terms of price are relatively rare (with salt

being one of those rare products). In fact, price competition is not always the best

method of competition, not only because price reductions mean lower average rev-

enues, but also because the reductions can be costly to communicate to consumers.

Advertising is expensive, and consumers may not notice price reductions as readily as

they do improvements in quality. Quality changes, furthermore, are not as readily

duplicated as are price changes. Consumers’ preferences for quality over price should

be reflected in the profitability of making such improvements. If consumers prefer a

top-of-the-line MP4 player (iPod) to a cheaper basic model, then producing the more

sophisticated model could, depending on the cost of the extra features, be more profit-

able than producing the basic model and communicating its lower price to consumers.

Changes in one feature, product size
If all consumers had exactly the same preferences – size, color, and so on –

producers would presumably make uniform products and compete through price

Market inefficiency is the extent to which

potential net gains from trades are not

generated.
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alone. For most products, however, people’s preferences differ. To keep the analysis

manageable, we will explore nonprice competition in terms of just one feature –

product size. Suppose that in the market for plasma television sets consumer

preferences are distributed along the continuum shown in figure 3.9. The curve is

bell shaped, indicating that most consumers are clustered in the middle of the

distribution and want a medium-sized television. Fewer consumers want a giant

screen or a mini-television.

Everything else being equal, the first producer to enter the market, Alpha TV, will

probably offer a product that falls somewhere in the middle of the distribution – for

example, at the “hump” in figure 3.9. In this way, Alpha TV offers a product that

reflects the preferences of the largest number of people. Furthermore, as long as

there are no competitors, the firm can expect to pick up customers to the left and

right of center. (Alpha TV’s product may not come very close to satisfying the wants

of consumers who prefer a very large or very small television, but it is the only one

available.) The more that Alpha TV can meet the preferences of the greatest number

of consumers, everything else being equal, the higher the price it can charge and the

greater the profit it can make. (Because consumers value the product more highly,

they will pay a higher price for it.)

The first few competitors that enter the market may also locate close to the

center – in fact, several may virtually duplicate Alpha TV’s product. These firms

may conclude that they will enjoy a larger market by sharing the center with several

competitors than by moving out into the “wings” of the distribution. They are

probably right. Although they may be able to charge more (relative to production

cost) for a giant screen or a mini-television that closely reflects some consumers’

preferences, there are fewer potential customers for those products.
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Figure 3.9 Consumer preferences in television size

Consumers differ in their wants, but most desire a medium-sized television. Only a few want

a very small or a large television.
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To illustrate, assume that competitor Zeta TV locates at F, close to T. It can then

appeal to consumers on the left side of the curve because its product will reflect

those consumers’ preferences more closely than does Alpha TV’s. Alpha TV can still

appeal to consumers on the right half of the curve. If Zeta TV had located at C,

however, it would have direct appeal only to consumers to the left of C, as well as

those between C and Twho are closer to C. Alpha TVwould have appealed tomore of

the consumers on the left, between C and T, than in the first case. In short, Zeta TV

has a larger potential market at F than at C.

However, as more competitors move into the market, the center will become so

crowded that new competitors will find it advantageous to move away from the

center, to C or D. At those points, the market will not be as large as it is in the center,

but competition will be less intense. If producers do not have to compete directly

with as many competitors, they can charge higher prices. How far out into the

“wings” they move will depend on the trade-offs they must make between the

number of customers they can attract and the price they can charge.

As with price reductions, the movement of competitors into the “wings” of the

distribution benefits consumers whose tastes differ from those of the people in the

middle. These atypical consumers now have a product that comes closer to, or even

directly reflects, their preferences.

Our discussion has assumed free entry into the market. If monopoly of a strategic

resource or government regulation restricts entry, the variety of products offered

will not be as great as in an open, competitive market. If there are only two or three

competitors in a market, everything else being equal, we would expect them to

cluster in the middle of a bell-shaped distribution. That tendency has been seen in

the past in the broadcasting industry, when the Federal Communications

Commission (FCC) strictly regulated the number of television stations permitted in

a given geographical area. Not surprisingly, stations carried programs that appealed

predominantly to a mass audience – that is, to the middle of the distribution of

television viewers. The government organized the Public Broadcasting System

(PBS) partly to provide programs with less than mass appeal to satisfy viewers on

the outer sections of the curve. When cable television emerged and programs

became more varied, the prior justification for PBS subsidies became more debat-

able (with the future survival of PBS in serious jeopardy at the time of this writing).

Even with free market entry, product variety depends on the cost of production

and the prices people will pay for variations. Magazine and newsstand operators

would behave very much like past television managers if they could carry only two

or three magazines. They would choose Newsweek or some other magazine that

appealed to the largest number of people. Most motel operators, for instance, have

room for only a very small newsstand, and so they tend to carry themass-circulation

weeklies and monthlies.

Competitive product markets and firm decisions 101 A



For their own reasons, consumers may prefer such a compromise. Although they

may desire a product that perfectly reflects their tastes, they may buy a product that

is not perfectly suitable if they can get it at a lower price. Producers can offer such a

product at a lower price because of the economies (of cost savings) gained from

selling to a large market (a topic to be taken up in greater detail in chapter 9). For

example, instead of private tutorials, most MBA students take predesigned classes in

sizable lecture halls. They do so largely because the mass lecture, although perhaps

less suitable for their particular preferences, is substantially cheaper than tutorials.

In a market that is open to entry, producers will take advantage of such opportunities.

If producers in one part of a distribution attempt to charge a higher price than

necessary, other producers can move into that segment of the market and push the

price down; or consumers can switch to other products. In this way, competition in

markets can press buyers and sellers to move toward an optimal mix of products.

Without freedom of entry, we cannot tell whether it is possible to improve on the

existing combination of products. A free, competitive market gives rival firms a

chance to better that combination. The case for the free market becomes even

stronger when we recognize that market conditions – and therefore the optimal

product mix – are constantly changing.

Changes in combination of features
To this point we have assumed that products bought and sold in competitivemarkets

are given in the sense that they are of a certain quality and have a set of fixed

features. We all have observed products constantly being upgraded with additional

features added as new models are introduced at what seems to be a progressively

rapid pace. Laptop computers have been introduced with limited processor speeds

and hard drives, only for manufacturers to introduce in succession one new model

after the other with faster processors and larger hard drives, along with an ever-

growing array of features – built-in DVR players, WiFi connections, cameras,

microphones – as well as bigger and brighter screens, etc. Cell phones have followed

much the same upgrade paths, and continue on that path. Indeed, it might be said

that many firms find competition over product quality and features to be far more

intense than competition over price. Firms often add features to avoid price cuts.

MBA students need to know the basic economics of product upgrades in competitive

markets.

When product improvements pay
When should firms upgrade their products’ quality and add features? In highly com-

petitivemarkets (monopolymarketswill be considered later in the book), the straightfor-

ward answer is that firms should andmust improve their products only when the added

or marginal cost of the improvement is less than the added or marginal value of the
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improvement to consumers. Under such a condition, producers can increase their profits

because they can increase their prices by more than their costs increase. Consumers can

be better offwith the higher prices because the added values of the improvementswill be

higher than the added prices for the improved products. That is, the product improve-

ment is mutually beneficial, or pays for both producers and consumers.

Producers will not consider improvements for which the additional values real-

ized by consumers are less than the additional costs of the improvements to

producers. If the added costs were greater than the added values, there would be

no way the improvement could be mutually beneficial. The improvement would

require the producers to increase their prices by more than the added value to

consumers, which means customers would reject the improved products.

Alternatively, the producers could raise the prices by less than the added values to

consumers, but the higher prices would not then cover the added costs of the

producers who made the improvements.

Product improvement and supply and demand
To see our central point relating to when product improvements can be mutually

beneficial to buyers and producers, consider figure 3.10 that contains the initial

supply and demand curves for a hypothetical product, S1 and D1, before the product

is upgraded in someway (exactly how the product is upgraded is immaterial, since our

points are generally applicable to any upgrade in a competitive market, just so long as

the change doesn’t result in a truly different product intended for a new and different

P1

P2

S2

S1

D1

D2

Q10
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Q2

Figure 3.10 Product improvements

When a product is improved,

demandwill rise fromD1 toD2 while

supply will decrease from S1 to S2.

Equilibrium price and quantity will

both rise, to P2 and Q2. The price

increase, P2 minus P1, is less than the

added value to buyers, ab, but

greater than the added costs

incurred by producers, ac.
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market). Competitive equilibrium price and quantity are P1 and Q1. Suppose that an

upgrade becomes available for the product (due to, say, some technological break-

through), which all producers can adopt. The added value of the improvement is

greater than the added costs, making it potentially mutually beneficial to producers

and consumers. The demand curve will shift up and to the right from D1 to D2,

reflecting the added value to consumers (as measured by the added price consumers

are willing to pay for the improved product, indicated by the distance ab). The supply

curve shifts up and to the left from S1 to S2, reflecting the added production cost (as

indicated by the higher price producers must incur to make the improvement,

indicated by the distance ac). The new equilibrium price and quantity will be at the

intersection of D2 and S2, or P2 and Q2. The price will be competed upward because at

P1, there will be a market shortage.

Are consumers and producers better off because of the product improvement? The

answer is clearly “yes,” as can be seen in the graph. Consumers have to pay a higher

price, P2, but the increase in the price, P2–P1, is less than the increase in value added

from the improvement, ab. Producers are also better off because the increase in their

price, again, P2–P1, is greater than the increase in their costs, ac. Again, both sides of

the market gain.

Will the improvement in the product be made in a competitive market? You bet, for

good offensive and defensive reasons. Producers will offer the improvement because

they can make a profit on it and can gain a competitive advantage if other producers

don’t follow suit with improvements in their products. But other producers must

follow suit for a defensive reason; producers who don’t improve their products can

expect to lose sales to the producers who do.

But improvement need not stop in figure 3.10, given the added value, if not

profitability, of the one improvement. Why not add other improvements for which

the added value to consumers is greater than the added production costs? The

question answers itself. However, producers can expect that as improvements to

products are made (as gigabytes are added to a laptop’s hard drive), the value of

additional improvements to buyers can be expected to decline (beyond some point

at least). The marginal costs of any sequence of additional improvements will

increase (at least beyond some point). Under such conditions, producers should

continue to upgrade their products until the added or marginal cost of the last

improvement equals the marginal value of the last improvement. With producers’

marginal costs rising and consumers’ marginal value falling with added improve-

ments, marginal costs and marginal value will equate. Producers can be expected to

(and perhaps should) follow a rule that will come back to you time and again in this

textbook: producers should equate at the margin to achieve optimum product

improvement! If producers pull up short of equality between the marginal cost

and marginal value of improvements, they will have missed out on additional net
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profits for themselves and additional net value to buyers, and they will suffer when

other producers extendmutually beneficial improvements and equate at themargin.

Producers who extend their improvements beyond equality of the marginal cost and

benefits of improvments will have added costs that cannot be recovered from higher

prices. They also will suffer a competitive disadvantage because of their unneces-

sary, unrecoverable costs.

[See online Video Module 3.6 Adding features to products]

Extended discussions of competitive product markets
Even though lengthy, our discussion of competitive product markets is hardly

exhaustive. To keep the chapter coverage contained, we have provided two addi-

tional readings online that develop two extensions of supply-and-demand-curve

analysis to competitive product markets. The analysis to this point has been limited

to equilibrium in the “short run,” or when production occurs within the constraints

of a firm’s plant size and equipment. Reading 3.1 extends the market adjustments to

the “long run,” or when firms can expand their use of plant and equipment and

when totally new producers can enter the market. In that reading, we use the short-

run and long-run adjustments in equilibrium price and quantity in the ballpoint pen

industy after ballpoint pens emerged in the late 1940s.

In Perspective 3 for this chapter, we ponder issues that might have occurred to alert

readers: in response to all of the changes inmarket conditions takenup in this section, the

market clears with appropriate adjustments in price

and quantity toward equilibrium. If that is the case,

then why are there so many queues – in grocery stores

and at concerts, to name just two highly competitive

markets? Put another way, do queues indicate that

markets are not in equilibrium or fail the test of eco-

nomic efficiency?We’ve talked about howmarkets are

based on mutually beneficial trades. Can queues be

seen in any sense as mutually beneficial?

For now, we can show how supply-and-demand-curve analysis is as applicable to

competitive labor markets as to competitive product markets.

Competitive labor markets

We undertake a detailed study of the workings of labor markets in chapter 12. Here,

we can note that competitive labor markets can be analyzed with supply and

demand curves in much the same way products have been considered. An elemental

difference between a “product” and “labor” is that the “price of labor” on the vertical

axis of any supply and demand graph has a special name, the wage rate (per hour or

Short-run equilibrium is the price–quantity

combination that will exist as long as

producers do not have time to change their

production facilities (or some resource that is

fixed in the short run).

Long-run equilibrium is the price–quantity

combination that will exist after firms have

had time to change their production facilities

(or some other resource that is fixed in the

short run).

Competitive product markets and firm decisions 105 A



per day or per week). The quantity of labor on the horizontal axis is the count of

workers in a given skill category who want to work and who are demanded by

employers during a given time period. (The quantity of labor on the horizontal axis

can also be so many hours or days or weeks of work.)

The demand for labor comes from employers who hire workers. Employers’

demand for labor is founded on two major considerations:

1 how productive the workers are, and

2 how much employers can charge for their workers’ output.

The demand for labor (like the demand for a product) will be downward sloping, as is

the demand for labor in figure 3.11(a). That is, the price of labor – the wage rate –

and the quantity of workers employers will hire are inversely related: The lower the

wage rate, ceteris paribus, the greater the quantity of labor demanded by employers,

and vice versa.

Such a proposition is intuitively plausible, but it also has a firm theoretical

underpinning. As more workers are hired, the additional or marginal value of

each additional worker can be expected to decline for one or both of two reasons:

The additional or marginal contribution of additional workers can be expected to

decline (because of the law of diminishing marginal returns, a principle of produc-

tion economics that will be considered in detail in chapters 7 and 8). Also, as more

workers are hired in an industry to produce a product, the market supply of the

product can be expected to increase, causing the price of the product to fall. Hence,

as the marginal market value of the additional production of additional workers

declines, the wage rate must fall to induce employers to extend their hiring.

The labor demand, accordingly, can be expected to rise and fall with worker

productivity and the price of the product workers produce. An increase in worker
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Figure 3.11 Supply and demand of labor

The demand for labor is the assumed inverse relationship between the wage rate paid and

the number of workers demanded by employers (panel (a)). The supply of labor is the

assumed positive relationship between the wage rate and the number of workers willing to

work (panel (b)). In competitive markets, the wage rate and number of workers hired will be

pressed toward the intersection of supply and demand (panel (c)).
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productivity and/or an increase in the price of the product the workers produce can

give rise to an increase in the demand for labor, and vice versa. Labor regulations

also can affect the demand for labor. For example, if employers are required by law

to provide health insurance, then their demand for labor can be expected to fall,

since some of the wages employers are willing to pay workers can be soaked up in

health insurance costs. (Of course, health insurance might increase worker produc-

tivity by more than insurance costs go up, which can increase the demand for labor

on balance. However, if such were the case, government need not mandate health

insurance, since employers would gladly provide such a benefit that more than pays

for itself in terms of greater worker productivity, a point we cover with more

precision in chapter 4.)

The supply of labor comes from workers. They make available their hours of

labor. The relationship between the wage rate and the count of workers (or count of

hours worked) can be expected to be positive, with the supply curve upward sloping

(just as is the supply of a product upward sloping), as shown in figure 3.11(b). If the

wage rate goes up, ceteris paribus, more workers will be willing to work (and to work

more hours). This positive relationship is also intuitively plausible, mainly because

workers can be expected to offer themselves for work depending on their oppor-

tunity costs (or the value of what else they have to do). When the wage rate is low,

only those workers with opportunity costs lower than the wage rate can be expected

to offer themselves for work. To bring more workers with higher opportunity costs

into the labor market, the wage rate will have to be raised.

Changes in workers’ opportunity costs can affect the supply of labor. The higher

workers’ opportunity costs, the lower the supply of labor, and vice versa. The supply

curve can also be affected by the nonmonetary benefits of employment, including

fringe benefits of various kinds and the attributes of the workplace environment.

Employers providing health insurance can expect to see the supply of labor increase

(so long as workers value health insurance). Hostilities in the workplace (caused by

sexual harassment, back-biting, or water-cooler politics) can curb the supply of

labor.

The two sides of the labor market – the supply and demand for labor – can now be

put together in figure 3.11(c). Competitive market forces determine the price of

labor – the wage rate – in the same manner as they determine the price of any

product. The market wage rate will be pressed toward the wage at the intersection of

the supply and demand for labor, W1, which is the equilibrium wage rate. The

quantity of labor demanded and supplied at that wage rate will be equal to Q1.

As in the case of our product–market discussion, if the wage rate is below the

equilibrium wage, there will be a market shortage of labor. Employers will be forced

to offer a higher wage to hire more workers. As the wage rate rises toward W1,

employers will curb their hires, as more workers come onto the market, with the

Competitive product markets and firm decisions 107 A



workers giving up progressively higher-value opportunities. If the wage rate is

above the equilibrium wage, a market surplus of labor will emerge, putting down-

ward pressure on the wage rate. As the wage rate falls from above the equilibrium

wage toward the equilibrium wage, some workers will withdraw from the market (to

take advantage of their then higher-valued alternative opportunities) and employ-

ers will expand their hires.

Again, changes in supply of and demand for labor can have much the samemarket

effects as changes in the supply of and demand for products. An increase in demand

for labor, due to an increase in the productivity of labor, can be expected to cause the

wage rate to rise, which will lead to a higher employment level. An increase in the

supply of labor, due to a reduction inworkers’ opportunity costs or to an improvement

in the workplace environment, can cause the equilibrium wage rate to fall and the

equilibrium quantity of labor hired to increase. (We encourage students to work

through the graphs for these and other stipulated changes in supply and demand.)

For an explanation for why markets don’t appear to clear as suggested by supply-

and-demand-curve analysis, see online Perspective 3, Why queues?

Online Perspective 3
Why queues?

Part B Organizational economics and management

Making worker wages profitable in competitive markets

This chapter has been about how “markets” do things such as set product prices and

production levels through the forces of competition. However, while supply and

demand curves are very useful, there is much about the way markets operate that

doesn’t seem fully amenable to supply-and-demand-curve analysis. Real, live

people are involved who sometimes seem to do things that defy conventional

market explanation, but which can actually be explained by competitive labor

market forces. The creative things managers do to motivate their employees are

powerful forces underneath supply and demand curves. When someone or some

firm develops a more powerful payment scheme, then others are pressed to follow

for fear of losing sales and profits.

108 Microeconomics for MBAsB



Henry Ford’s “overpayment”

Take, for example, Henry Ford, who is remembered for his organizational inven-

tiveness (the assembly line) and for his presumption that he could ignore the wishes

of his customers, as in his claim that he was willing to give buyers any color car they

wanted as long as it was black. However, he outdid himself when it came to workers:

he seemed to want to deny the control of the market when it came to setting his

workers’ wages. But did he?

In 1914, he stunned his board of directors by proposing to raise his workers’

wages to $3 a day, a third higher than the going wage ($2.20 a day) in the Detroit

automobile industry at the time. When one of his board members wondered aloud

why he was not considering giving workers even more, a wage of $4 or $5 a day,

Ford quickly agreed to go to $5, more than twice the prevailing market wage. Why?

In the competitive framework illustrated with supply and demand curves, the

“market wage” will settle where the market clears, or where the number of workers

who are demanded by employers exactly equals the number of workers who are

willing to work. And, oncemore, no profit-hungry employer (at least in the textbook

discussions) would ever pay above (or below) the market wage. For that matter, in

standard textbooks, employers in competitive markets are unable to pay anything

other than the market wage, given competition. If employers ever tried to pay more,

they could be underpriced and competed out of business by other producers who

paid the lower market wage for their labor. If employers paid below the market

wage, they would not be able to hire employees and would be left without products

to sell.

An answer to why Ford paid more than the prevailing wage won’t be found on the

pages of standard economics textbooks (Meyer 1981). In those texts, wages are

determined bymarket conditions – namely, the forces of supply and demand, as just

discussed. The supply of labor is determined by what workers are willing to do,

whereas the demand for labor is determined by the combined forces of worker

productivity and the prices that can be charged for what the workers produce. The

curves are more or less stationary (at least, in the way they are presented), and are

certainly not subject to manipulation by employers and their policies.

There are two problems with that perspective from the point of view of this book.

First, we don’t wish to assume away the problem of business strategy and policy

choices. On the contrary, we want to discuss how policies might affect worker

productivity, or how employers might achieve maximum productivity from workers.

We seek a rationale for Ford’s dramatic wage move, if there is one to be found. In

doing so, we don’t deny that productivity affects worker wages, which is a well-

established theoretical proposition in economics. What we insist on is that the reverse

is also true – worker wages affect productivity – for very good economic reasons.
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Second, a problem with standard market theory is that there is a lot of real-world

experience that does not seem to fit the simple supply and demand model. Granted,

the standard model is highly useful for discussing how wages might change with

movements in the forces of supply and demand. From that framework, we can

appreciate, for example, why wages move up when the labor demand increases

(which can be attributable to productivity and/or price increases). At the same time,

many employers have followed Ford’s lead and have paid more than so-called

“market wages.” All one has to do to check out that claim is to watch how many

workers put in applications when a plant announces that it is hiring. Sometimes, the

lines stretch for blocks from the plant door. When the departments of history or

English in our universities have an open professorship, the departments can expect a

hundred or more qualified applicants. The US Postal Service regularly receives far

more applications for its carrier jobs than it has jobs available. When Dell computers

announced its intention to hire workers at a new computer assembly plant in

Winston-Salem, North Carolina in the early 2000s, the queue at the work fair

stretched for blocks down the street; the end, in fact, could not be seen from the

door. These examples cannot be explained by market-clearing wages.

Consider the persistence of unemployment. The traditional view of labor markets

would predict that the wage should be expected to fall until the market clears and

the only evident unemployment should be transitory, encompassing people who are

not working because they are between jobs or are looking for jobs. But “involuntary

unemployment” abounds and persists, which must be attributable, albeit partially,

to employers paying workers “too much” (or above the market-clearing wage rate).

We don’t pretend to provide a complete explanation for “overpaying” workers

here. It may be that employers overpay their workers for some psychological

reasons. Overpaying workers might make the employers feel good about themselves

and their employees, which can show up in greater loyalty, longer job tenure, and

harder and more dedicated work. The above-market wages may also remove work-

ers’ financial strains, leaving themwith fewer problems at home andmore energy to

devote themselves to their jobs. Although we think that these can be relevant

considerations, we prefer to look for other reasons, mainly as a means of improving

incentives for workers to do as the employer wants.

As it turns out, Henry Fordwas not offering his workers something extra for nothing

in return (Halberstam 1986). He “overpaid” his workers primarily because he could

then demandmore of them. He could work them harder and longer, and he did. He also

could expect to lower his training costs and could be more selective in the people he

hired, which could be a boon to all Ford workers. Workers could reason that they

would be working with more highly qualified cohorts, all of whom would be forced to

devote themselves to their jobs more energetically and productively, creating a more

viable firm and greater job security. But there were other benefits for Ford as well.
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When workers are paid exactly their market wage, there is little cost to quitting.

A worker making his market (or opportunity) wage can simply drop his job and

move on to the next job with little loss in income. And, as was the case, Ford’s

workers were quitting with great frequency. In 1913, Ford had an employee turn-

over rate of 370 percent! That year, the company had to hire 52,000 workers to

maintain a workforce of 13,600 workers.

The company estimated that hiring a worker cost from $35 to $70, and even then

workers were hard to control (and the costs of hiring workers today, even in the pizza

business, is far higher than in Ford’s time1). For example, before the pay raise, the

absentee rate at Ford was 10 percent. Workers could stay home fromwork, more or less

when they wanted, with virtually no threat of penalty. Given that they were being paid

themarketwage, the cost of their absenteeismwas low to theworkers. In effect, workers

were buying a lot of absent days fromwork. It was a bargain. They could reason that if

they were only receiving the “market wage rate,” then they could easily replace that

wage rate elsewhere should Ford fire them for absenteeism or other misbehavior.

At any one time, most workers were new at their jobs. Shirking was rampant. Ford

complained that “the undirected worker spends more time walking about for tools

and material than he does working; he gets small pay because pedestrianism is not a

highly paid line” (Halberstam 1986, 94). In order to control workers, the company

figured that the firm had to create some buffer between itself and the fluidity of a

“perfectly” functioning labor market.

The nearly $3 Ford paid above the market was, in effect, a premium paid to

enforce the strict rules for employment eligibility that he imposed. Ford’s so-called

Sociology Department was staffed by investigators who, after the pay hike, made

frequent home visits and checked into workers’ savings plans, marital happiness,

alcohol use, and moral conduct, as well as their work habits on the job. Ford was

effectively paying for the right to make those checks, which he thought would lead

to more productive workers.

Ford was also paying for obedience. He is quoted as saying after the pay hike,

“I have a thousand men who if I say ‘Be at the northeast corner of the building at

4 a.m.’ will be there at 4 a.m. That’s what we want – obedience” (Halberstam 1986,

94). How much obedience or allegiance he got may be disputed. What is not

disputable is that he got dramatic results. In 1915, the turnover rate was 16 percent –

down from 370 percent – and productivity increased about 50 percent.

It should be pointed out that control over workers is only part of the problem.

Even if a boss has total control, there must be some way of knowing what employees

should be doing to maximize their contribution to the firm. That wasn’t a difficult

1 In 2005, Domino’s Pizza incurred a hiring cost of $2,500 for every hourly worker and $20,000 for

every store manager (White 2005).
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problem for Ford. On the assembly line, it was obvious what Ford wanted his

workers to do, and it was relatively easy to spot shirkers. According to David

Halberstam, there was small chance for the shirker to prosper in the Ford plant.

After the plant was mechanized and the $5-a-day policy was implemented, foremen

were chosen largely for physical strength. According to Halberstam, “If a worker

seemed to be loitering, the foreman simply knocked him down” (1986, 94). Given

that the high wage attracted many applicants, Ford’s workers simply put up with the

abuse and threat of abuse because they didn’t want to be replaced. The lines outside

the employment office were a strong signal to workers.

Of course, this type of heavy-handed control wasn’t prevalent in the Ford plants

because workers quickly shaped up and responded to the new incentives. And it should

be emphasized that the threat of physical punishment doesn’t work in every work

environment, particularly not today.When productivity requires that workers possess a

lot of specialized knowledge that they must exercise creatively or in response to

changing situations, heavy-handed enforcement tactics can undermine creativity and

productivity. How is a manager to know whether a research chemist, a software

developer, or a manager is behaving in ways that make the best use of his or her talents

in promoting the objectives of the firm? Do you knock workers down if they gaze out

thewindow?Of course not.Managers typically providemore subtle incentive programs

than a high daily salary and a tough foreman. The big problem is controlling employees

who have expertise you lack. One way to inspire effort from those who can’t be

monitored directly on a daily basis is to “overpay” workers, and ensure that they suffer

a cost in the event that their performance, as measured over time, is not adequate. The

“overpayment” gives workers a reason to avoid being fired or demoted for such reasons

as lack of performance and excessive shirking. Evenwhen shirking is hard to detect, the

threat of losing a well-paying job can be sufficient to motivate diligent effort (Lawler

1968; Shapiro and Stiglitz 1984; Bulow and Summers 1986; Roberts 2004).

Overpayments to prevent misuse of firm resources

Many workers are in positions of responsibility, meaning that they have control

over firm resources (real and financial) that they typically use with discretion but

could misuse or appropriate for their own uses. Their actions are also difficult to

monitor. Misuse of funds may only infrequently be discovered. How should such

employees be paid?More than likely, they should be “overpaid.” That is, they should

be paid more than their market wage as a way of imposing a cost on them if their

misuse of funds – especially, their dishonesty – is ever uncovered. The expected loss

of “excess wages” must exceed the potential (discounted) value of the misused

funds. The less likely it is that the employees will be found out, the greater the

overpayment must be in order for the cost to be controlling.
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Why do managers of branch banks make more than bank tellers? One reason is

that the managers’ talents are scarcer than tellers’ are. That is a point frequently

drawn from standard labormarket theorizing, but it can’t be the whole story because

the pay difference between manager and teller can be greater than the skill gap. We

add here two additional factors that can help explain the pay gap: First, the manager

is very likely in a position to misuse, or just steal, more firm resources than is each

individual teller. Second, the manager’s actions are less likely to be discovered than

the teller’s. The manager usually has more discretion than each teller does, and the

manager has one less level of supervision.

Why does pay escalate with rank within organizations? There are myriad reasons,

several of which we cover later. We suggest here that as managers move up the

corporate ladder, they typically acquire more and more responsibility, gain more

discretion over more firm resources, and have more opportunities to misuse firm

resources. In order to deter the misuse of firm resources, the firm needs to increase

the threat of penalty for any misuse, which implies a higher and higher wage

premium for each step on the corporate ladder.

Workers in the bowels of their corporations often feel that the people in the

executive suite are drastically “overpaid,” given that their pay appears to be out of

linewithwhat they do. To a degree, the workers are right. People in the executive suite

are often paid a premium simply to deter them from misusing their powers. The

workers should not necessarily resent the overpayments. The overpayments may be

the most efficient way available for making sure that firm resources are used effi-

ciently. To the extent that the overpayments work, the jobs of people at the bottom of

the corporate ladder can be more productive, better paying, and more secure.

The under- and overpayment of workers

Should workers accept “overpayment”? Better yet, is a greater overpayment always

better for workers? The natural tendency is to answer with a strong “Yes!” Well, we

think a more cautious answer is in order, as in “Maybe” or, again, “It depends.”

Workers would be well advised to carefully assess what is expected of them, immedi-

ately and down the road. High paymeans that employers can make greater demands –

in terms of the scope and intensity of work assignments – on their employees. This is

because of the cost they will bear if they do not consent to the demands.

Clearly, workers should expect that their employers will demand value equal to, if

not above, the wage payments, and workers should consider whether they contribute

as much to their firms’ coffers as they take. Otherwise, their job tenure may be

tenuous. The value of a job is ultimately equal to how much the workers can expect

to earn over time, appropriately adjusted for the fact that future payments are not

worth asmuch toworkers as current ones are and for the fact that uncertain payments
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are not worth as much as certain payments. A high-paying job that is lost almost

immediately for inadequate performance may be a poor deal for an employee.

The overpayment/underpayment connection

Firms might also “overpay” their workers because they have “underpaid” their work-

ers early in their careers. The “overpayments” are not so much “excess payments” as

they are “repayments” of wages forgone early in the workers’ careers. Of course, the

workers would not likely forgo wages unless they expected their delayed overpay-

ments to include interest on the wages forgone. So, the delayed overpayments must

exceed underpayments by the applicable market interest rate. In such cases, the firms

are effectively using their workers as sources of capital. The workers themselves

become “venture capitalists” of an important kind.

Why would firms do that? Some new firms must do it just to get started. They don’t

have access to all of the capital they need in their early years, given that their product or

service has not been proven. Theymust ask theirworkers to invest “sweat equity,”which

is equal to the difference between what the workers could make in their respective labor

markets and what they are paid by their firms. The underpayments not only extend the

sources of capital to the firm but also give the workers a strong stake in the future of the

firm, which can make the workers work all the harder to make the firm’s future a

prosperous one. The up-front underpayments can make the firm more profitable and

increase its odds of survival, which can be a benefit to workers as well as owners. Of

course, this is one reason that many youngworkers are willing to accept employment in

firms that are just starting out. Young workers often have a limited financial base from

which to make investments; they do, however, have their time and energy to invest.

Underpayments to workers that are coupled with later overpayments can also be

seen as a means by which managers can enhance the incentives workers have to

become more productive. If workers are underpaid when they start, their rewards

can be hiked later by more than otherwise to account for productivity improve-

ments. These hikes can continue – and must continue – until the workers are

effectively overpaid later in their careers (or else the workers would not have

accepted the underpayments earlier in their careers). However, managers must

understand that they must be able to commit themselves to the overpayments and

that there must be some end to them.

Mandatory retirement

Not too many years ago, firms regularly required their workers to retire at age sixty-

five. Retirement was ritualistic for managers. Shortly after a manager had his or her

sixty-fifth birthday, someone would organize a dinner at which the manager would
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be given a gold watch and a plaque for venerable service and then be shown to the

door with one last pleasant goodbye.

Why would a firm impose a mandatory retirement age on its workers? Such a

policy seems truly bizarre, given that most companies are intent onmaking as much

money as they can. Often the workers forced to retire are some of the more

productive in the firm, simply because they have more experience with the firm

and its customer and supplier networks.

Although we acknowledge that mandatory retirement may appear to be a mis-

take, particularly in the case of highly productive employees, we think that for many

companies a mandatory retirement policy makes good business sense – when they

have been “overpaying” their workers for some time. (Otherwise, we would be hard

pressed to explain why such policies would survive and would need to be outlawed.)

To lay out that logic, we must take a detour into an analysis of the way that workers

who come under mandatory retirement policies are paid throughout their careers.

Paying market wages, or exactly what workers are worth at every stage in their

career, does not always maximize worker incomes. That was a central point of the

discussion to this point. We extend that discussion here by showing how the

manipulation of a worker’s career wage structure, or earnings path over time, can

actually raise worker productivity and lifetime income. However, as also will be

shown, when worker wages diverge from their value over the course of their careers,

mandatory retirement is a necessary component of the labor contract (Lazear 1979).

Suppose that a worker goes to work for Apex, Inc. and is paid exactly what she is

worth at every point in time. Assume that she can expect to have a modest

productivity improvement over the course of a thirty-year career, described by the

slightly upward sloping lineA in figure 3.12. If her income follows her productivity,

her salary will rise in line with the slope of line A. In year Y1, the worker’s annual

income will be I1; in year Y2, it will be I2, and so forth.

Is there a way by which management can restructure the worker’s income path

and simultaneously enable both the workers and the firm to gain? No matter what

else is done, management must clearly pay the worker an amount equal at least to

what she is worth over the course of her career. Otherwise, the worker would not stay

with the company. The worker would exit the firm, moving to secure the available

higher career income. However, management need not pay, each year, an amount

equal to the income points represented on lineA. Management could pay the worker

less than she is worth for a while, as long as management is willing to compensate

by overpaying her later.

For example, suppose that management charts a career pay path given by line B,

which implies that up until year Y3, the workers are paid less than they are worth,

with the extent of the underpayment equaling the shaded area between the origin

and Y3. However, the workers would be compensated for what amounts to an
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investment in the firm by an overpayment after year Y3, with the extent of the

overpayment equal to the shaded area above line A after Y3.

Are the firm and worker likely to be better off? Notice that the actual proposed

pay line B is much steeper than line A which, again, represents the worker’s income

path in the absence of management’s intentional twisting of the pay structure. The

greater angle of lineBmeans that the worker is less likely to leave the company after

she has been with the firm for a while. This increases the expected payoff the firm

realizes from investing in the worker with varied assignments and training, invest-

ments that would not make sense if the firm thought that the worker was going to

take the training and then take her improved skills to another firm. The additional

training obviously improves the worker’s productivity which shifts up her produc-

tive curve in figure 3.12 and her compensation line. This can mean not only more

compensation over a worker’s entire career, but more compensation at every point

in time, even early on when she is being “undercompensated” if her productivity

curve shifts up enough.

There is another advantage workers receive from the deferred compensation

illustrated in figure 3.12, especially good workers. When interviewing prospective

employees, a firmwould like to know how dedicated and hard working a worker will

be, and how confident the worker is that he will do what it takes to become highly

productive, the type of person they want to hire. Of course, anyone can claim to be a

great employee, but the interviewers are likely to discount such claims since they

know that they are self-serving, and difficult to verify. If the prospective employee
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really is an ambitious, hard-working person who does have confidence that he will

be a great employee, it would be to his advantage to be able to convince the firm of

those attributes. And one of the most credible ways of doing so is to accept a pay

arrangement in which he works for something less than he might be worth initially,

proving his worth before receiving a really significant salary. That is exactly

what he is able to do by accepting a job with a steep earning profile (deferred

compensation).

There is another reason why good workers may want to work for a firm that

intentionally underpays them when they are young or just starting out with the

company. The workers can reason that everyone in the firm will have a greater

incentive to work harder and smarter. Hence, they can all enjoy higher prospective

incomes over the course of their careers.

Normally, commentaries on worker pay implicitly assume that the pay structure

is what management imposes on workers. Seen from the perspective of the eco-

nomic realities of what is available for distribution to all workers in a firm, we could

just as easily reason that the kind of pay structure represented by line B in figure

3.12 is what the workers would encourage management to adopt. Actually, the

twisting of the pay structure is nothing more than an innovative way for managers

to increase the money they make off their workers while also increasing the money

that workers are able to make off their firms. In short, it is a mutually beneficial deal,

something of a “free good,” in the sense that more is available for everyone.

The role of employers’ “credible commitments”
If twisting the pay structure is such a good idea, why isn’t it observed more often

than it is in industry? Perhaps some variant of twisted pay schedules is more widely

used than it is thought to be, primarily because such pay schedules are not identified

as such. Public and private universities are notorious for making their assistant

professors work harder than full professors who have tenure and far more pay. Large

private firms, such as General Motors and IBM, appear to have pay structures that

are more like line B than line A in figure 3.12. However, millions of firms appear to

be unwilling or unable to move away from a pay structure such as line A.

One of the problems with line B is that young workers must accept a cut in pay for

a promise of greater pay in the future – and the pay later on must exceed what the

workers can get elsewhere and, what is crucial to workers, more than what their firm

would have to pay if they simply hired replacement workers at the going market

wage. Obviously, the workers take the considerable risk that their firm will not live

up to its promise and fail to raise their pay later to points above their market wage or,

even worse, fire them.

Needless to say, the firm must be able to make a credible commitment to its

workers that it will live up to its part of the bargain, the quo in the quid pro quo.
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Truly credible commitments require that the firm must be able to demonstrate a

capacity and inclination to do what it says it will do. Many firms are not going to be

able to twist their pay structures, and thereby gain the productivity improvements,

because they are new, maybe small, with a shaky financial base and an uncertain

future. New firms have little history by which workers can assess the value of their

firms’ commitments. Small firms are often short-lived firms. Financially shaky

firms, especially those that suffer from problems of insolvency or illiquidity, are

not likely to be able to garner their workers’ trust. Firms that are in highly fluid,

ever-changing, and competitive markets are also unlikely candidates for having the

ability to twist their pay structures. They all will tend to have to pay workers their

market worth, or even a premium, to accommodate the risks that workers must

accept when the company’s existence is in doubt. We have to qualify these com-

ments when considering a new firm with the prospects of a very profitable future

(some high-tech firms, for example) even though there is a good chance that it will

fail, as will be discussed in a moment.

Which firms are most likely to twist their pay structures? Ones that have been

established for some time, have a degree of financial and market stability, have

some monopoly power – and have proven by their actions that their word is their

bond. To prove the latter, firms cannot simply go willy-nilly about dismissing

workers or cutting their pay when they find cheaper replacements. To do so would

be to undermine their credibility with their workers.

We can’t be too precise in identifying the types of firms that can twist their pay

structures, for the simple reason that there can be extenuating circumstances. For

example, we can imagine that some unproved upstart companies would be able to

pay their workers below-market wages. As noted, they may have to do so, simply

because they do not have the requisite cash flow early in their development. New

firms often ask, or demand, that their workers provide “sweat equity” in their

firms through the acceptance of below-market wages, but always with the expect-

ation that their investment will pay off. Which new firms are likely to be able to

do this?

We suspect that firms with new products that represent a substantial improve-

ment over established products would be good candidates. The likely success of the

new product gives a form of baseline credibility to firm owner commitments that

they intend to – and can – repay the “sweat equity” later. Indeed, the greater the

improvement the new product represents, the more likely it is that the firm canmake

the repayment, and do so in an expeditious manner, and the more likely the workers

will accept below-market wages to start with. The very fact that the product is a

substantial improvement increases the likelihood of the firm’s eventual success, for

two reasons. The first reason is widely recognized: a product that represents a

substantial improvement will likely attract considerable consumer attention. The
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second reason is less obvious: the firm can delay its wage payments, using its scarce

cash flow in its initial stages of production for other things, such as quality control,

distribution, and promotion. The firm gets capital – sweat equity – from an unher-

alded source, workers. The workers’ investment of their sweat equity can enhance

the firm’s survival chances and, thereby, even lower the interest rate that the firm

must pay on their debt (because the debt is more secure).

[See online Video Module 3.7 Twisting salary]

Breaking commitments
Of course, there are times when firms must break with their past commitments. For

example, if a firm that was once insulated from foreign competition suddenly must

confront more cost-effective foreign competitors in domestic markets (because, say,

transportation costs have been lowered), then the firm may have to break with its

commitments to overpay workers late in their careers. A firm facing such a situation

does not revise its wage commitments; the competition will simply pay people the

going market wage and erode the markets of those firms who continue to overpay

their older workers. Without question, many older American workers – for example,

middle managers in the automobile industry – have hard feelings about the advent

of the “global marketplace.” They may have suffered through years of hard work at

below-market wages in the belief that they would be able, later in their careers, to

slack off and still see their wages rise further and further above the market rate. The

advent of global competition, however, has undercut the capacity of many

American firms to fulfill their part of an implied bargain with their workers.

Even though they may have hard feelings, it does not follow that the workers

would want their firms to try to hold to their prior agreements. Many workers

understand that their wages can be higher than they otherwise would be if their

firms have kept their prior agreement. Without the reneging, the firm might fold. In

a sense, the workers made an investment in the firm through their lower wages, and

the investment didn’t pay off as much as expected. However, we hasten to add that

some American workers have probably been burned by firms that have used

changing market conditions as an excuse to break with their commitments or that

have sold their firms to buyers who felt no compulsion to hold to the original

owners’ prior commitments.

The answer to the question central to this discussion – “Why does mandatory

retirement exist?” – can now be provided, at least partially. Mandatory retirement

at, say, sixty-five or seventy may be instituted for any number of plausible reasons.

It might be introduced simply to move out workers who have become mentally or

physically impaired. Perhaps, in some ideal world, the policy should not, for this

reason, be applied to everyone. After all, many older workers are in themidst of their

more productive years, because of their accumulated experience and wisdom, when
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they are in their sixties and seventies. However, it may still be a reasonable rule

because its application to all workers may mean that on average, by applying the

policy without exception, the firm is more efficient and profitable than it would be

had it incurred the costs of individually scrutinizing workers at retirement time.

However, the expected fitness of workers at the time of retirement is simply not

the only likely issue at stake.We seemandatory retirement as we see all employment

rules, as a part of what is presumed to be a mutually beneficial employment

contract, replete with many other rules. It is a contract provision that helps both

the firms that adopt it and their workers who must abide by it. Parts of the contract

can make the mandatory retirement rule economically sound.

We have spent much of this section exploring the logic of twisting workers’ career

income paths. If such a twist is productive and profitable, and if workers must be

overpaid late in their careers to make the twist possible, then it follows that firms

will want, at some point, to cut the overpayments off. What is mandatory retire-

ment? It is – at least at the margin – a means of cutting off at some definite point the

stream of overpayments. It is a means of making it possible, and economically

practical, for a firm to engage a twisted pay scale and to improve incentives to add to

the firm’s productivity and profitability. To continue overpayments until workers –

even the most productive ones – collapse on the job is nothing short of a policy that

courts financial disaster.

Having said that, suppose Congress decides that mandatory retirement is simply

an inane employment policy (as it has done). After all, members of Congress might

reason, many of the workers who are forced to retire are still quite productive. What

are the consequences?

Clearly, the older workers who are approaching the prior retirement age, who

suffered through years of underpayment early in their careers, but who are, at the

time of the abolition of mandatory retirement policy, being overpaid, will gain from

the passage of the law. They can continue to collect their overpayments until they

drop dead or decide that work is something they would prefer not to do. They gain

more in overpayments than they could have anticipated (and they get more back

from their firms than they paid for in terms of their early underpayments). These

employees will, because of the actions of Congress, experience an unexpected

wealth gain.

There are, however, clear losers. The owners will suffer a wealth loss; they will

have to continue with the overpayments. Knowing that, the owners will likely try to

minimize their losses. Assuming that the owners can’t lower their older workers’

wages to market levels and eliminate the overpayment (because of laws against age

discrimination), they will simply seek to capitalize the expected stream of losses

from keeping the older workers on and buy them out – that is, pay them some lump-

sum amount to induce them to retire.
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To buy the workers out, the owners would not have to pay their workers an

amount equal to the current value of their expected future wages. The reason is that

the worker should be able to collect some lower wage in some other job if he or she is

bought out. Presumably, the buyout payments would be no less than the value of the

expected stream of overpayments (the pay received from the companyminus the pay

the worker could get elsewhere, appropriately discounted).

In order for the buyout to work, of course, both the owners and the workers must

be no worse off and, preferably, each group should gain by any deal that is struck.

How can that be? The owners simply pay the workers the current value of the

overpayments (adjusted for the timing and uncertainty of the future payments).

But, can both sides gain by a buyout deal? That may not always be so easy a result

to bring about. The owners would have to be willing to pay workers more than they,

the workers, are willing to accept as a minimum. There are several reasons such a

deal may be possible in many, but not necessarily all, cases. First, the workers could

have a higher discount rate than the owners, and this may often be the case because

the owners are more diversified than their workers in their investments. Workers

tend to concentrate their capital, a main component of which is human capital, in

their jobs. By agreeing to a buyout and receiving some form of lump-sum payment

in cash (or even in a stream of future cash payments), the workers can diversify their

portfolios by scattering the cash among a variety of real and financial assets. Hence,

workers might accept less than the current (discounted) value of their overpayments

just to gain the greater security of a more diversified investment portfolio. Naturally

(and we use that word advisedly), the workers cannot be sure how long they will be

around to collect the overpayments. By taking the payments in lump-sum form,

they reduce the risk of collection and increase the security of their heirs.

Second, sometimes retirement systems are overfunded – that is, they have greater

expected income streams from their investments than are needed to meet the

expected future outflow of retirement payments. This was the case, for example,

of the University of California Employee Retirement System. Therefore, if the

company can tap the retirement funds, it can pay workers more in the buyout

than they would receive in overpayments by continuing to work. In so doing, it

can move those salaries “off budget,” which is what California did in the mid-1990s

in order to match its budgeted expenditures with declining state funding levels for

higher education. With the nation’s financial and economic crisis that emerged full

blown in 2008, themarket value of California’s retirement portfolio had deteriorated

so much that the state could no longer tap the retirement fund to cover the state’s

ballooning budget deficit.

Third, some workers may take the buyout because they expect that their compa-

nies will meet with financial difficulty from competition down the road. The higher

the probability that the company will fail in the future (especially the near future),
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the more likely workers would be willing to accept a monetary buyout that is less

than the current value of the stream of overpayments.

Fourth, some workers might take the buyout simply because they are tired of

working for the company or want to walk away from built-up hostilities. To that

extent, the buyout can be less than the (discounted) value of the overpayments.

Fifth, of course, older workers have to fear that the employer will not continue to

payworkersmore than they are worth indefinitely. The owners can, if they choose to

do so, lower the amount of the buyout payment simply bymaking life more difficult

for older workers in ways that are not necessarily subject to legal challenge (for

example, by changing work and office assignments, secretarial assistance, discre-

tionary budgeted items, flexibility in scheduling, etc.). The owners may never

actually have to take such actions to lower the buyout payments. All that is

necessary is for the threat to be a real consideration. Workers might rightfully

expect that the greater their projected overpayments, the more they must fear

their owners will use their remaining discretion to make a buyout possible.

The abolition of mandatory retirement
We should also expect that workers’ fears will vary across firms and will be related

to a host of factors, not the least of which will be the size of the firm. Workers who

work for large firmsmay not be as fearful as workers for small firms, mainly because

large firms are more likely to be sued for any retaliatory use of their discretionary

employment practices (and efforts to adjust the work of older workers in response to

any law that abolishesmandatory retirement rules). Large firms simply havemore to

take as a penalty for what are judged to be illegal acts. Moreover, it appears that

juries are far more likely to impose much larger penalties on large firms, with lots of

equity, than on their smaller counterparts. This unequal treatment before the courts,

however, suggests that laws that abolish mandatory retirement rules will give small

firms a competitive advantage over their larger market rivals.

However, we hasten to stress that all we have done is to discuss the transitory

adjustments firms will make with their older workers, who are near the previous

retirement age.We should expect other adjustments for youngerworkers, not the least

of which will be a change in their wage structures. Not being able to overpay their

older workers in their later years will probablymean that the owners will have to raise

the pay of their younger workers. After all, the only reason the younger workers

would accept underpayment for years is the prospect of overpayments later on.

There are three general observations from this line of inquiry that are interesting:

1 The abolition of mandatory retirement will tend to help those who are about to

retire. Such workers may have been overpaid because the companies anticipated

being able to terminate the overpayment at the set retirement age; but abolition of
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mandatory retirement can mean that the workers can continue to receive the

overpayment, perhaps indefinitely, at owners’ expense, of course.

2 Abolition might help some older workers who are years from retirement, who

work for large firms, and who can hang on to their overpayments. It can hurt

other older workers who are fired, demoted, not given raises, or have their pay

actually cut.

3 It can increase the wages of younger workers by lowering the amount by which

they will be underpaid. However, their increase in wages while they are young will

come at the expense of smaller overpayments later in their careers. Many, if not all,

of these younger workers will not be any better off because of the abolition of

mandatory retirement than they would have been with a retirement rule in place.

Overall, productivity might be expected to suffer, given that owners can no longer

twist their career pay structures for their workers. As a consequence, workers will

not have as strong an incentive to improve their productivity; they simply cannot

gain as much by doing so. This means that the abolition of mandatory retirement

rules can lower worker wages from what they otherwise would have been.

The simple point that emerges from this line of discussion is that the level and

structure of pay count for reasons that are not always obvious. But our point about

“overpayment” is fairly general, applying to the purchase of any number of resources

other than labor. You may simply want to “overpay” suppliers at times just to ensure

that they will provide the agreed-upon level of quality and will not take opportunities

to shirk because they can lose, on balance, if they do so (Klein and Leffler 1981).
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Practical lesson for MBAs: recognize that management credibility
can be a source of profits in business

MBA students are usually fully aware that firm profits can be made from producing the

proverbial “better mousetrap.” In highly competitive markets, product improvement can be

a business necessity for offensive and defensive reasons. The offensive reason comes from firms

with improved products being able to charge higher prices and gain market share and profits.

The defensive reason for improving products is that firms that resist product improvements can

lose market share and can be forced to charge lower prices, or can be forced to close. In highly

competitive environments, cost-effective product improvement is not an open choice. To assess

the competitiveness of their markets, managers must assess the ease with which new firms can

enter theirmarkets and theeasewithwhichbuyers can shift amongexisting andnewproducers.

MBA students often fail to fully appreciate thatmanager (and firm) credibility can be no less

of a profit source than product improvements.Managers whoseword is their bond can reduce

the risk that cost-relevant others (workers, suppliers, and buyers) incur in their dealings with

the managers. Such managers (and their firms) will not have to pay a “risk premium” in the

wages they pay their workers or in the prices they pay their suppliers and will obtain price

advantages in dealing with buyers. Although ephemeral and never captured on accounting

statements, “risk cost” is no less a real cost of doing business than the cost of materials.

Managers who canmake credible commitments can achieve a competitive advantage in lieu

of developing their products and/or selling their products at lower prices. One of the best ways

managers can make credible commitments is to find ways to convey to others how they, the

managers, will suffer if they break their commitments. Managers who have established

reputations for making credible commitments can be expected to earn a salary premium

because of the cost saving they can bring to the firms that hire them.

Further reading online

Reading 3.1 Price competition in the short run and the long run

The key takeaways from chapter 3 are the following:

1 The market is a system that provides producers with incentives to deliver goods and

services to others. To respond to those incentives, producers must meet the needs of
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society. Theymust competewith other producers to deliver their goods and services in the

most cost-effective manner.

2 A market implies that sellers and buyers can freely respond to incentives and that they

have options and can choose among them. It does not mean, however, that behavior

is totally unconstrained or that producers can choose from unlimited options. What a

competitor can do may be severely limited by what rival firms are willing to do.

3 Demand curves for products and labor (or any other input) slope downward (and

represent inverse relationships between price and quantity demanded). Supply curves

for products and labor slope upwards (and represent positive relationships between price

and quantity produced). The positions of these curves are determined by a number of

market forces.

4 Price and quantity in competitive markets will tend to move toward the intersection of

supply and demand, which is the point of maximum efficiency.

5 Market shortageswill lead to price increases.Market surpluseswill lead to price decreases.

6 Equilibrium price and quantity in competitive markets can be expected to change in

predictable ways relative to increases and decreases in supply and demand.

7 Obstructions to price movement upward to equilibrium give rise to market shortages.

Obstructions to price movement down toward equilibrium give rise to market surpluses.

8 Wage rates are determined by the interaction of essentially the same market forces that

determine the prices of products. The demand for labor is a function of workers’

productivity and the prices secured for the products that workers help produce. The

supply of labor is determined by workers’ opportunity costs and by working conditions.

9 An increase in the price of the product workers produce can lead to an increase in

workers’ wage rate in competitive labor markets. An increase in worker non-wage

benefits can be expected to lead to a reduction inworkers’ wage rate in competitive labor

markets.

10 The market system is not perfect. Producers may have difficulty acquiring enough

information to make reliable production decisions. People take time to respond to

incentives, and producers can make high profits while others are gathering their

resources to respond to an opportunity.

11 Anuncontrolledmarket systemalso carries with it the possibility that one firmwill acquire

at least somemonopoly power, restricting the ability of others to enter into competition,

produce more, and push prices and profits down (a topic to which we shall return in

chapter 10).

12 Under certain conditions, firms would be well advised not to match up worker pay with

worker “worth” at every moment in time. Current and prospective pay can be used as a

means of increasing worker productivity and rewards over time.
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13 Mandatory retirement can also have unheralded benefits for workers as well as their

employers. Mandatory retirement can allow for “overpayments” for workers, which can

increase workers’ incentives to improve their productivity over the course of their careers.

Review questions >>
............................................................................................................

1 Why does the demand curve have a negative slope and the supply curve a positive slope?

2 Why will the competitive market tend to move toward the price–quantity combination

at the intersection of the supply and demand curves?

3 What might keep the market from moving all the way to that equilibrium point?

4 Suppose that a price ceiling is imposed on the product. What will be the effects on

producers’ welfare? On consumers’ welfare? How does the ceiling affect overall market

efficiency?

5 Suppose that a price floor is imposed on the product. What will be the effects on

producers’ welfare?On consumers’ welfare? Howdoes the price floor affect overall market

efficiency?

6 Consider the analysis of product improvements in the chapter. Suppose you work for

Levi-Strauss and the demand for blue jeans suddenly increases. Discuss possible short-run

and long-run movements of the market and the consequences for your company. What

will tend to happen to worker wage rates?

7 Henry Ford more than doubled his workers’ wages. Did workers’ real income double by

Ford’s pay policy? Reflecting on the general principles behind Ford’s pay action, when

should any firm – your firm – stop raising the pay of workers (not in terms of actual dollar

amount but in terms of some economic/management principle that you can devise)?

8 Workers and their employers often talk about how workers “earn” their wages but firms

“give” their workers health insurance (or any other fringe benefit). Should these different

methods of pay be discussed in different terms?

9 Suppose the government requires employers to provide health (or dental) insurance.

How might the requirement affect the supply of and demand for labor in competitive

markets?
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4
............................................................................................................

Applications of the economic way
of thinking: domestic government
and management policies

Without bandying jargon or exhibiting formulae, without being superficial or

condescending, the scientist should be able to communicate to the public the nature

and variety of consequences that can reasonably be expected to flow from a given

action or sequence of actions. In the case of the economist, he can often reveal in an

informal way, if not the detailed chain of reasoning by which he reaches his

conclusions, at least the broad contours of the argument.

E. J. Mishan

Chapters 1–3 showed how the models of competitive markets are fundamental to

the economic way of thinking. With such models we can illuminate the

economic effects of market changes, such as an increase in the price of oil. This

chapter examines how domestic government policies and management practices

can affect the operations of markets, product prices, and output levels, as well as

worker wages and employment levels. In Part A, we apply supply-and-demand-

curve analysis developed in the first three chapters to five types of government

control: excise taxes, gasoline price controls, rent controls, minimum-wage laws,

and mandated fringe benefits. As you will see, government controls imposed in

competitive markets can inspire (if not force) management reactions that negate

some of the expected effects of the controls. Along the way, we consider how

management policies toward work demands, fringe benefits, and honest dealing

affect wage rates and firms’ efficient operations in competitive markets. Our goal is

to demonstrate how the application of just a few economic principles, and twists

and turns of argument, can generate interesting and useful insights and testable

predictions that policy makers and managers should consider before finalizing

various policies.



In Part B, we examine how the economic way of thinking, founded on rational

behavior and market analysis, can be used to understand the role of trust in

business, or how trust can affect firms’ profitability and market competition. This

is to say, trust is an unheralded force influencing market supply and demand and

competitive-market outcomes. We use the game-theoretic models employed in the

first three chapters to understand how trust can overcome Prisoner’s Dilemma

games. We also use game-theoretic models to develop mechanisms that business

can use, and does use, to inspire greater trust with their workers, buyers, and

suppliers.

The approach economists take to analyzing human satisfaction stands in

contrast to the approach taken in psychology and other social sciences. MBA

students will, at some point in their programs, confront the “Maslow’s Hierarchy

of Needs,” which psychologists (and business school professors in organizational

behavior and marketing, for example) use to explain the way people go about

satisfying their various wants. In online Perspective 4 and Video Module 4.7 for

this chapter, we lay out the Maslow’s Hierarchy of Needs with two goals in mind.

First, we want to use Maslow’s hierarchy to clarify the distinguishing character-

istics in the economic approach to human want satisfaction. Second, we want to

use demand-curve analysis to better understand why Maslow developed the exact

structure of his hierarchy the way he did, and why the structure might have been

different had prices of various “levels” of goods been different at the time he did

his scholarly work.

Part A Theory and public policy applications

Who pays the tax?

Most people are convinced that consumers bear the burden of excise (or sales) taxes.

They believe that producers simply pass the tax on to consumers in higher prices.

Yet every time a new (or increased) excise tax is proposed, producers lobby against

it. If excise taxes could be passed on to consumers, firms would have little reason to

spend hundreds of thousands of dollars opposing them. In fact, excise taxes do hurt

producers.

Figure 4.1 shows the margarine industry’s supply and demand curves, S1 and

D. In a competitive market, the price will tend toward P2 and the quantity sold

toward Q1. If the state imposes a $0.25 tax on each pound of margarine sold and

collects the tax from producers, it effectively raises the cost of production. The

producer must now pay a price not just for the right to use resources, such as
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equipment and raw materials, but for the right to continue production legally.

The supply curve, reflecting this cost increase, shifts to S2. The vertical differ-

ence between the two curves, P1 and P3, represents the extra $0.25 cost added by

the tax.

Given the shift in supply, the quantity of margarine produced falls to Q2 and

the price rises to P3. Note, however, that the equilibrium price increase (P2 to P3) is

less than the vertical distance between the two supply curves (P1 to P3). That is, the

price increases by less than the amount of the tax that caused the shift in supply.

Clearly, the producer’s net, after-tax price has fallen. If the tax is $0.25, but the price

paid by consumers rises only $0.20 ($1.20 − $1.00), the producer loses $0.05 per unit
sold. It now nets only $0.20 per unit on a product that had brought $0.25. In other

words, the tax not only reduces the quantity of margarine producers can sell but also

lowers the after-tax price to the margarine producers, which is reason enough for

them to oppose such excise taxes.

Incidentally, butter producers have a clear incentive to support a tax on margar-

ine. When the price of margarine increases, consumers will seek substitutes. The

demand for butter will rise, and producers will be able to sell more butter and charge

more for each pound.

The $0.25 tax in our example is divided between consumers and producers,

although most of it ($0.20) is paid by consumers because they are relatively

unresponsive to the price change. The result, as depicted in figure 4.1, is that
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Figure 4.1 The economic effect

of an excise tax

An excise tax of $0.25 will shift

the supply curve for margarine

to the left, from S1 to S2. The

quantity produced will fall

fromQ1 toQ2; the price will rise

from P2 to P3. The increase,

$0.20, however, will not cover

the added cost to the producer,

$0.25.
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consumers bear most of the tax burden while producers pay only a small part

(20 percent) of the tax. If consumers were more responsive to the price change,

then a greater share of the tax burden would fall on producers, who would then have

more incentive to oppose the tax politically.

As can be seen in figure 4.2, when consumers are more responsive to a price

change, the price consumers pay rises from $1 to $1.05. The after-tax price received

by producers falls from $1 to $0.80, meaning that the producers pay 80 percent of

the tax in this case. This suggests that the more responsive consumers are to price

changes, the more producers should be willing to spend to oppose an excise tax on

their products.

Consumer responsiveness to a price change also can affect the level of the tax

imposed by a legislature interested in maximizing excise tax revenues. Suppose a

state government imposes an excise tax on sugar content of sodas to raise revenues

that can be used to reduce the state’s budget deficit as well as sugar consumption

and the prevalence of obesity (which is precisely what the governor of New York

proposed to do in early 2009).
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Figure 4.2 The effect of an excise tax when demand is more elastic than supply

If demand is much more elastic than supply, the quantity purchased declines significantly

when supply decreases from S1 to S2 in response to the added cost of the excise tax. Producers

will lose $0.20; consumers will pay only $0.05 more.
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Suppose that with a tax of $1, soda prices rise and consumption falls to 100

million cans. State revenues from the tax will be $100million ($1 × 100million cans

of sodas). If the tax is raised by 50 percent to $1.50, the consumption level falls to 80

million cans, leading to total tax revenues of $120 million ($1.50 × 80million cans),

or an increase of $20 million in state revenues. However, suppose that the tax is

raised to $2, which causes consumption to fall to 45 million cans and total tax

revenues to fall to $90 million ($2 × 45 million cans). With the higher tax the state

might lower the obesity rate, but not its budget deficit by as much as it would have at

a tax of $1 or $1.50. We should not be surprised that some of the heavier excise

taxes are imposed on products (alcohol, gasoline, and tobacco) bought by consum-

ers who are relatively price insensitive. On such products state legislators do not

have to worry as much about a tax hike undercutting tax revenues.

The perceptive reader might worry that in the above calculations we have chosen

our sales levels to get the desired revenue results. But clearly, an excise tax can be so

high that tax revenues will fall simply because a progressive increase in the tax will

progressively raise the product’s price and progressively lower consumption. Hence,

at some point a high tax rate will result in zero sales and, consequently, zero tax

revenues. This means that tax revenues must fall beyond some high tax rate, before

sales reach zero. Similarly, all governments must choose their taxes applied to labor

(in the form of, say, an income tax) with the view that, beyond some high tax rate,

tax revenues can fall, which can cause a curb in government services.

All government decision makers – federal, state, and local – have a real manage-

ment problem (not unlike the kinds of pricing problems managers face in private

firms): theymust choose their excise tax rates carefully when their goal is maximum

revenue collections. The general rule that follows from this illustration is important

to remember: themore responsive consumers (or workers or owners of capital) are to

a price increase, the lower the taxmust be tomaximize tax revenues. (The discussion

of “elasticity of demand” in chapter 6 further clarifies these points.)

[See online Video Module 4.1 Excise taxes]

Price controls

Price controls are by nomeans amodern invention. The first recorded legal code, the

4,000-year-old Code of Hammurabi, included regulations governing the maximum

wage, housing prices, and rents on property such as boats, animals, and tools. In AD

301, the Roman Emperor Diocletian issued an edict specifying maximum prices for

everything from poultry to gold, and maximumwages for everyone from lawyers to

the cleaners of sewer systems. The penalty for violating the edict was death. More

recently in the United States, wage and price controls have been used both in

wartime (during the Second World War and the Korean War) and in peacetime.
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President Richard Nixon imposed an across-the-board wage–price freeze in 1971.

President Jimmy Carter controlled energy prices in 1977 and later proposed the

control of natural gas. As is true of attempts to control expenditures, wage and price

controls often create more problems than they solve, as they did in the 1970s. When

gasoline prices were controlled, long lines at gas pumps resulted everywhere, an

outcome completely consistent with economic theory.

Gasoline price controls
In a competitive market, any restriction on the upwardmovement of prices will lead to

shortages. Consider figure 4.3, which shows supply and demand curves for gasoline.

Initially, the supply and demand curves are S1 and D, and the equilibrium price is P1.

Now suppose that the supply of gasoline shifts to S2,

and government officials, believing that the new

equilibrium price is unjust, freeze the price at P1.

What will happen to the market for gasoline if the

government imposes a price ceiling?

At price P1, which is now below the equilibrium, the number of gallons demanded

by consumers is Q2, but the number of gallons supplied is much lower, Q1. A

shortage of Q2 − Q1 gallons has developed. As a result, some consumers will not

get all the gasoline they want. Some may be unable to get any.

Because of the shortage, consumers will have to wait in line to get whatever

gasoline they can. To avoid a long line, they may try to get to the service station
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Figure 4.3 The effect of price

controls on supply

If the supply of gasoline is reduced

from S1 to S2, but the price is

controlled at P1, a shortage equal

to the difference between Q1 and

Q2 will emerge.

A price ceiling is a government-determined

price above which a specified good cannot be

sold.
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early – but others may do the same. To assure themselves a prime position, con-

sumers may have to sit at the pumps before the station opens. In winter, waiting in

linemaymeanwasting gas to keep warm. Themoral of the story: although the pump

price of gasoline may be held constant at P1, the effective price – the sum of the

pump price and the values of time lost waiting in line – will rise.

Shortages can raise the effective price of a product in other ways. With a long line

of customers waiting to buy, a service station owner can afford to lower the quality

of services provided and allow stations to become less clean. As a result, the

effective price of gasoline rises still higher. Again, during the energy crises of the

1970s, the last time controls were used, the country learned a valuable economic

lesson. Some service station owners started closing on weekends and at night. A few

required customers to sign long-term contracts and pay in advance for their

gasoline. The added interest cost of advance payment raised the price of gasoline

even higher.

In addition to such legal maneuvers to evade price controls, some businesses may

engage in fraud or black marketeering. They can tie the sale of the controlled good

with the sale of an uncontrolled good; then, they can raise the price of the controlled

good by increasing the price of the uncontrolled good. Indeed, the ways of circum-

venting price controls are limited only by firms’ creativity.

During the 1970s, many gasoline station owners filled their premium tanks with

regular gasoline and sold it at premium prices. At the same time, a greater-than-

expected shortage of heating oil developed. Truckers, unable to get all the diesel fuel

they wanted at the controlled price, found they could use home heating oil in their

trucks. They paid home heating oil dealers a black market price for fuel oil, thus

reducing the supply available to homeowners. As always, government controls

bring enforcement problems.

To assure fair and equitable distribution of goods in short supply, some means of

rationing is needed. If no formal system is adopted, supplies will be distributed on a

first-come, first-served basis – in effect, rationing by congestion. A more efficient

method is to issue coupons that entitle people to buy specific quantities of the

rationed good at the prevailing price. By limiting the number of coupons, the

government reduces the demand for the product to match the available supply,

thereby eliminating the shortage and relieving the congestion in the marketplace. In

figure 4.4, for example, demand is reduced from D1 to D2.

The coupon system may appear to be fair and simple, but how are the coupons to

be distributed? Clearly the government will not want to auction off the coupons, for

that would amount to letting consumers bid up the price. Should coupons be

distributed equally among all consumers? Should the distribution of coupons be

based on the distance traveled? (And if such a system is adopted, will people lie

about their needs?) Not everyone lives the same distance fromwork or school. Some,
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such as salespeople, must travel much more than others. Should a commuter receive

more gas than a retired person? If so, how much more? These are formidable

questions that must be answered if a coupon system is to be truly equitable. By

comparison, the pricing system inherently allows people to reflect the intensity of

their needs in their purchases.

After the coupons have been distributed, should the recipients be allowed to

sell them to others? That is, should legal markets for coupons be permitted to spring

up? If the deals made in such a market are voluntary, both parties to the exchange

will benefit. The person who buys coupons values gasoline more than money. The

person who sells coupons may have to cut back on driving but values the additional

money more than enough to compensate for the inconvenience. The positive (and

often high) market value of coupons that will inevitably occur shows that price

controls have not really eliminated the shortage.

Furthermore, if the coupons have a value, the price of a gallon of gasoline has not

really been held constant. If the price of an extra coupon for one gallon of gasoline is

$0.50 and the pump price of that gallon is $2.00, the total price to the consumer is

$2.50. The existence of a coupon market means that the price of gasoline has risen.

In fact, the price to the consumer will be greater under a rationing system than under

a pricing system. This added price increase will occur because the quantity supplied

by refineries will be reduced.

Perhaps the most damaging aspect of a rationing system is that the benefits of

such a price increase are received not by producers – oil companies, refineries,
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shortage. For instance, at the
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Q2 � Q1 gallons will develop. By
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and service stations – but rather by those fortunate enough to get coupons. Thus

the price increase does not provide producers with an incentive to supply more

gasoline.

Rent controls
Controls on apartment rents have been tried in the name of fairness to low-income

tenants. The effect of rent controls is similar to gasoline price controls (Tucker 1997).

As long as the rent is controlled below the equilibrium price, the result should be a

market shortage as the quantity of available apartments is reduced and the number

of people wanting to rent the available units increases. Faced with this greater

demand and a shortage of apartments available at the controlled rent, landlords can

be expected to respond in any number of ways:

* If the rent controls apply to “low-income housing,” some landlords can be

expected to upgrade their apartments and escape the controls. Otherwise, they

can sell their apartments as condominiums.
* Landlords can rent to higher-income tenants who are more likely to pay their rent

and pay it on time, thus shifting the benefits of the rent controls away from the

targeted low-income tenant group.
* Landlords can reduce their costs by lowering maintenance and improvements to

their units.

In the absence of rent controls, landlords can be expected to upgrade the quality

and amenities (for example, appliances and maintenance) in their rental units

when tenants value the improvements by more than the cost of the improvements

to the landlords, as shown in detail in chapter 3 (review the discussion surrounding

figure 3.10). Hence, tenants are willing to pay an increase in rent that more than

covers the landlords’ costs of the improvements. The tenants gain by the difference

between their assessed value of the improvements minus their higher rental pay-

ments. The landlords gain because the increase in rental payments can exceed their

added costs. But if rents are controlled, landlords are likely to reduce their costs by

lowering the quality of their units, possibly shifting the maintenance costs to the

tenants or in other ways undercutting the value of the units to the tenants. In this case,

the tenants’ demand will fall (from D2 to D1 in figure 3.10, indicating a reduction in

the rent tenants are willing to pay for lower-quality units), but the reduced demand is

of no consequence to the landlords since they still havemore prospective tenants than

they can accommodate. The point is that the landlords can offset some (but not all) of

the effect of the suppressed rent with lower costs. Hence, when the quality of the

apartments is reduced, both the tenants and the landlords can be worse off.

[See online Video Module 4.2 Rent control]
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Fringe benefits, incentives, and profits

Varying the form of pay is one important way in which firms seek to motivate

workers – and overcome the Prisoner’s Dilemma problems described earlier. And

workers’ pay can take many forms, from simple cash to an assortment of fringe

benefits. However, it needs to be noted that workers tend to think and talk about

their fringe benefits in remarkably different terms than they do about their wages.

Workers who recognize that they “earn” their wages will describe their fringe

benefits (or “fringes”) with reference to what their employers “give” them. “Gee,

our bosses give us three weeks of vacation, thirty minutes of coffee breaks a day, the

right to flexible schedules, and discounts on purchases of company goods. They also

give us medical and dental insurance. Would you believe we have to pay only 20

percent of our medical and dental costs!”

Wages are the result of hard work, but fringe benefits, it seems, are a matter of

employer generosity, or so people seem to think. Fringe benefits are assumed to

come from a substantially different source, such as the pockets of the stockholders,

than do wages, which come out of the revenues that workers add to the bottom line.

Employers use some of the same language, and their answers for why fringe

benefits are provided are typically equally misleading, though probably more gratu-

itous. Themain difference is that employers inevitably talk in terms of the cost of their

fringe benefits. “Would you believe that the annual cost of health insurance to our

firm is $12,486 per employee? That means that we give away millions, if not tens of

millions, each year on all of our employees’ health insurance. Our total fringe benefit

package costs us an amount equal to 36.4 percent of our total wage bill!” The point

that is intended, though often left unstated, is: “Aren’t we nice?”

Our argument here will be a challenge to many readers because it will develop a

radically different way of thinking about fringe benefits, requiring readers to set

aside any preconceived view that fringe benefits are a gift. We employ marginal

analysis, or the evaluation of fringe benefits in terms of their marginal (or added)

cost and the marginal (or added) value of successive units of the benefit provided.

This analysis is grounded in the principle that profits can be increased as long as the

marginal value of doing something in business is greater than the marginal cost.

This principle implies that a firm should extend its output for as long as the

marginal value of doing so (in terms of additional revenue) exceeds the marginal

cost of each successive extension. Firms should do the same with a fringe benefit:

provide it as long as it “pays,” meaning as long as the marginal cost of the fringe

benefit is less than its marginal value to workers (that is, in terms of the wages that

workers are willing to forgo). This way of looking at firm decision making means

that changes in the cost of fringe benefits can have predictable consequences. An

increase in the cost of any fringe benefit can give rise to a cut in the amount of the
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benefit that is provided. An increase in the value of the benefit to workers can lead to

more of it being provided.

Workers as profit centers
We don’t want to be overly crass in our view of business (although that may appear

to be our intention from the words we have to use within the limited space we have

to develop our arguments). We only want to be realistic when we surmise that the

overwhelmingmajority of firms that provide their workers with fringe benefits do so

for the very same reason that they hire their workers in the first place: to add more to

their profits than they could if they didn’t hire the workers or didn’t provide the fringe

benefit. Like it or not, most firms are in the business of making money off their

employees – in all kinds of ways.

The reason many firms don’t provide their workers with fringe benefits – with

health insurance being the most common missing benefit, in small businesses espe-

cially – is that they can’t add to profits by doing so. The critical difference between

employers who do provide benefits and those who don’t is not likely to have anything

to do with how nice each group of employers wants to be to its employees. There is no

reason to suspect that one group is nicer, or more crass, than the other.

When making decisions on fringe benefits, employers face two unavoidable

economic realities: First, fringe benefits are costly, and some, such as health insur-

ance, are extraordinarily costly. Second, there are limits to the value that workers

place on such benefits. The reason is simply that workers value a lot of things, and

what they buy, whether directly from vendors or indirectly via their employers, is

largely dependent on cost.

Workers buy fringe benefits from employers when the value they place on the

benefits exceeds their cost to the firms. When that condition holds, firms can make

money by, effectively, “selling” benefits – for example, health insurance – to their

workers. Of course, most firms don’t send sales people around their offices and

plants selling health insurance or weeks of vacation to their employees the way they

sell fruit in the company cafeteria, but they nevertheless make the sales. How? If

workers truly value a particular benefit, then the firms that provide it will see an

increase in the supply of labor available to them. They will be able to hire more

workers at a lower wage and/or be able to increase the “quality” (productivity) of the

workers that they do hire.

Firms are paid for the cost of providing fringe benefits primarily in two ways:

One, their real wage bill goes down with the increased competition for the available

jobs that results from the greater number of job seekers (who are attracted by the

benefit). This reflects the willingness of workers to pay employers for the benefits.

Two, employers gain by being more discriminatory in terms of whom they hire,

employing more productive workers for the wages paid.
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The supply of and demand for fringe benefits
A simple graph using familiar supply and demand curves displays the labor

market effects of fringe benefits with greater clarity. Figure 4.5 shows normal

labor supply and demand curves. The downward sloping labor demand curve, D1,

shows that more workers will be demanded by firms at lower wage rates than will

be at higher wage rates, and it reflects the circumstance in which no fringe

benefit is provided. The upward sloping curve, S1, shows that more workers will

come on the markets at higher wage rates than at lower ones and reflects an

initial circumstance in which a given fringe benefit (such as health insurance) is

not provided. These embedded assumptions regarding the slopes of the curves

are totally reasonable and widely accepted as reflecting market conditions. At

any rate, without the fringe benefit, the workers will receive a wage rate of W1,

where the market clears.

Consider the simplest of cases, the one in which the firm’s cost in providing a

fringe benefit is a uniform amount for each worker and in which the provision of the

benefit has no impact on worker productivity, but increases the value of work and

increases the supply of workers. The demand curve in figure 4.5 drops down

vertically by the per-worker cost of the benefit, from D1 to D2, which means that

the vertical drop ab equals the added cost of the fringe. This happens because the

firms are simply not willing to pay as high a wage to their workers as they would be

if they didn’t have to cover the cost of the benefit. On the other hand, the supply of

workers shifts outward, from S1 to S2, because the firm is now more attractive to

workers because of the benefit, leading to more workers applying for jobs. Workers
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are willing to work for a lower money wage when the fringe benefit is provided

(and, again, for simplicity we assume that each worker values the benefit by the

same amount). The vertical difference between S1 and S2, cd, represents howmuch

each worker values the benefit and is willing to give up in her wage rate to obtain

it; this vertical difference is a money measure of the value of the benefit to

workers.

What happens, given these shifts in supply and demand? First, understand that if

providing a fringe benefit is advantageous to one firm in a competitive market, it

will be advantageous to all firms. All firms in the market can be expected to provide

the benefit for offensive and defensive reasons. Firms will offer the benefit for

offensive reasons because they can add to their profits by doing so. They will offer

the benefit for defensive reasons because if other firms offer the benefit and they

don’t, they can be at a competitive disadvantage in attracting workers and contain-

ing their labor costs.

These points can be seen in figure 4.5. With the provision of the benefit to all

workers, the supply of labor will increase (due to the fact that the workers want the

benefit) by more than demand falls (due to the fact that the benefit is costly to

employers who must compensate by lowering the wages). With these changes in

supply and demand the wage falls fromW1 toW2. Are workers and firms better off?

A close examination of figure 4.5 shows that more workers are employed (Q2 instead

of Q1), which suggests that something good must have happened. Otherwise, we

must wonder why firms would want to hire more workers and why more workers

would be willing to be employed. It just doesn’t make much sense to argue that firms

and/or workers are not better off when both sides agree to more work (and when the

benefit is provided voluntarily).

Notice that the total cost of the benefit, the vertical distance between the two

demand curves, or a′b′, is less than the reductions in the wage,W1 −W2, from which

we can draw two implications: First, the firm is clearlymakingmoney off its original

employees (W2 + a′b′ is less thanW1). Second, the firm’s total cost per worker (W2 +

a′b′) falls, which explains why the firm is willing to expand its hires.

Notice also that while the workers accept a lower wage rate, W2 instead of W1,

they gain the value of the benefit, which in figure 4.5 is the vertical distance cd. The

sum of the new lower wage, W2, plus the value of the benefit, c′d′ , is W3, which is

higher than the wage without the benefit (W2 + c′d′ = W3 > W1). Both sides gain.

How much of the fringe benefit should be provided? It would be silly to try to tell

each person reading this book what to do, given the variation of business and

market circumstances. But generally applicable rules provide guidance. The rule

that firms should follow is no different from the rule they should follow in any other

productive market circumstance: firms should continue to expand the benefit

as long as the added (marginal) cost from the benefit is less than the marginal
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reduction in their wage bills, which can be no greater than the workers’ evaluation of

the marginal increase in the benefit.

For example, the number of days of paid vacation should be extended as long

as the value that workers place on additional vacation days is greater than the

marginal cost to the employer of providing the additional days. As additional

vacation days are added, workers’ evaluation of each additional day off will fall

(at least after a certain number of days) and the cost of the additional days off will

rise. A point will be reached beyond which equality between the additional cost of

the next vacation day will exceed its marginal value (or the possible reduction in the

wage bill). At that point, employers have maximized their profit from “selling” the

benefit to their workers.

Of course, tax rules will affect the exact amount of the benefit, as well as the

combination of benefits offered. Certainly, if the value of fringe benefits – for

example, health insurance – is not subject to taxation, then employers should,

naturally, provide more of them than otherwise, simply because a reduction in

worker taxes will partially cover the cost of the benefit. The result might be that

workers actually get more of the benefit than they would buy, if they were covering

all of the cost themselves. Employers must provide such benefits; otherwise, they

will not keep their compensation costs competitive with those of rival employers.

Optimum fringe benefits
We expect employers and workers to treat such benefits the way they do everything

else, seeking some optimum combination of benefits and money wages. Again, this

means that employers and workers should be expected to weigh their additional (or

marginal) value against their additional (or marginal) cost. An employer will add to

a benefit such as health insurance as long as the marginal value (measured in money

wage concessions or increased production from workers) is greater than the mar-

ginal cost of the added benefit. Similarly, workers will “buy” more of any benefit

from their employer as long as its marginal value (in terms of improved health or

reduction in the cost of private purchase) is greater than its marginal cost (wage

concessions).

Although we can’t give specifics, we do know that managers are well advised to

search earnestly for the “optimum” combination (which means that some exper-

imentation would likely be in order), even though the process of finding the

optimum is never precise. The firms that come closest to the optimum will make

the most money from their employees and also provide their employees the great-

est compensation for the money spent – and so will have the lowest cost structure

and be the most competitive. By trying to make as much money as possible from

their employees, firms not only stay more competitive, but also benefit their

workers.
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So far, we have considered only fringe benefits in which the added cost of the

benefit to the firm is less than the value of the benefit to the workers. What if that is

not the case? Looking at figure 4.5, suppose that the cost of the benefit to firms were

greater than its value to workers (in the graph, the vertical distance ab would be

greater than the vertical distance cd, which means that the increase in demand

would have to be greater than the increase in supply). What would happen? The

straight answer is: nothing. The benefit would not be provided. The reason is

obvious: both sides, workers and owners, would lose. The resulting drop in the

wage would be less than the cost of the benefit to the employers and greater than

the value of the benefit to the workers. (To see this point, try drawing a graph with

the vertical drop in the demand greater than the outward shift of the supply.) Such a

benefit would not – and should not – be provided, simply because it is a loser for both

workers and employers.

Firms that persisted in providing such a benefit would have difficulty com-

peting because their cost structure would be higher than other producers’. Such

firms would be subject to takeovers. The takeover would very likely be friendly

because those bidding for the firm would be able to pay a higher price for the

stock than the going market price, which would be depressed by the fact that one

or more benefits provided to workers were not profitable. Those involved in the

takeover could, after acquiring control, eliminate the excessively costly benefit(s),

or reduce it (them) to profitable levels, enhance the firm’s profitability and

competitive position, and then sell the firm’s stock at a price higher than the

purchase price.1

The workers would support such a takeover – and might be the ones managing

it – because they could see two advantages: They could have a benefit eliminated

that is not worth the cost that they would have to pay in terms of lower wages.

They could also gain some employment security, given the improved competitive

position of their firm. The workers might even take the firm over for the same

reason anyone else might do so: they could improve the firm’s profitability and

stock price.

[See online Video Module 4.3 Fringe benefits]

Fringe benefits provided by large and small firms
We can now understand why many large firms provide their employees with health

insurance and many small firms do not. At the most general level, it pays for large

firms to provide the insurance, whereas it does not pay for small firms to do so.

1 A firm is not likely to be taken over because of the failure of the firm to provide one

efficiency-enhancing fringe benefit. But when enough of these types of mistakes are made,

the inefficiency mounts, increasing the chance that the firm will be a takeover target.
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Large firms can sell a large number of health insurance policies, achieving econo-

mies associated with scale and spreading the risk. That is a widely recognized

answer.

At another level, the answer is more complicated and obscure. “Small” and

“large” firms do not generally hire from the same labor markets. Small firms tend

to provide lower-paying jobs. The workers in lower-paying jobs within small firms

simply don’t have the means to buy a lot of things that workers in larger firms have,

and one of the things workers in small firms don’t seem to buy in great quantities is

insurance. Given their limited income, workers simply don’t think that insurance is a

good deal, and they would prefer to buy other things with higher monetary com-

pensation. One of the reasons that low-income workers may gravitate to small firms

is that if they worked for large firms they would have to give up wages to buy the

insurance because of company policies that apply to all workers.

Of course, the analysis gets even trickier considering that lower-income work-

ers, many of whom work for small firms, tend to be younger workers – who also

tend to be healthier and prefer a different combination of fringe benefits than

older workers. The young can appreciate that the price they would have to pay for

health insurance through their firms is inflated by a number of factors related to

supply and demand. These may include the increased liability doctors face when

things go wrong and the added cost of expensive medical technologies to care for

older, dying patients.

Second, older workers, many of whom are in large firms and tend to have a strong

demand for health insurance, have increased the demand for insurance (and health

care). The exemption of health insurance from taxable income (which helps higher-

income workers in higher tax brackets more than lower-income workers) also has

artificially inflated the demand for health insurance (and health care). The net result

of the cost and demand effects has been to increase health insurance costs, making

the insurance an unattractive deal for many young and low-income workers.

If the analysis of this section has led to any clear conclusion, it is that the workers

pay for what they get. Theymay not hand over a check for the benefits, but they give

up the money nonetheless, through a reduction in their pay. If workers didn’t give

up anything for the fringe benefit, we would have to conclude that it was not worth

anything to the workers, the supply curve would not move out, and the wage rate

would not fall. That would mean that the employers would have to cover the full

cost of the fringe benefit, which would put them in the rather irrational position of

adding to their costs without getting anything for it. Workers should not want that

to happen, if for no other reason than that their job security would be threatened.

But critics might argue that managers don’t know that certain fringe benefits are

“good” for business and their workers. That is often the case, and the history of

business is strewn with the corpses of firms that failed to serve the interests of their
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workers and customers and who were forced into bankruptcy by other firms who

were better at finding the best way to increase value at lower cost, including

providing the right combination of fringe benefits. However, we see the market as

a powerful, though imperfect, educational system. If the critics know better than

existing firms, they could make lots of money by pointing out to firms why they are

wrong and how they could make money from their employees by providing (selling)

fringe benefits not now being provided, or adjusting the combination of existing

fringe benefits in marginal ways.

We think that workers and owners should talk as frankly about fringe benefits as

they do about their wages. Workers earn their wages. The same is true for fringe

benefits. No gift is involved. Both wages and fringe benefits represent mutually

beneficial exchanges between workers and their firms, at least in the absence of

workplace mandates, such as required minimum wages.

Minimum wages

Minimum wages imposed at the federal or state gov-

ernmental level are classic examples of price floors.As

with price ceilings, price floors disable the market’s

ability to clear and have consequences for employees and employers.

The minimum wage has been raised in a series of nineteen steps from 25 cents an

hour when the first federal minimum wage took effect in October 1938 to $7.25 an

hour in 2009 (at this writing). However, in constant 2009 dollars, the minimum

wage rose irregularly from $3.77 an hour in 1938 to just above $10 an hour in 1968,

only to fall irregularly from the 1968 peak to its 2009 level of $7.25, which is more

than 25 percent below the 1968 peak. This means that the 2009 minimum wage was

significantly below the real minimum wage when it was raised to $1 in 1956 at

which time it was worth about $8.00 an hour in 2009 dollars. Proponents use this

fact to justify a higher minimum wage, but a higher real minimum wage can be

expected to have profound economic consequences.

In this section, we offer two lines of analysis, the standard and extended, on the

effect of the minimum wage on covered labor markets. Under the conventional

perspective, employers don’t alter the way in which workers are paid and howmuch

workers are asked to work. Under the extended line of analysis perspective, employ-

ers alter both the form of compensation and work demands.

The standard view
Economists traditionally have argued that increases in the minimum wage reduce

employment in competitive markets, thereby increasing the welfare of those low-

skilled workers who remain employed but decreasing the welfare of others who

A price floor is a government-determinedprice

(or wage) below which a specified good

(labor) cannot be sold.
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lose their jobs. The latter may remain unemployed or accept less gainful employ-

ment in areas of the economy in which minimum wage regulations are not applied.

Also, economists point out that the minimum wage can increase the crime rate. The

following discussion examines how economists reach such conclusions.

Labor-market effects
Consider figure 4.6, which depicts a demand and supply curve for low-skilled labor

in which demand slopes downward and supply upward. The downward sloping

demand curve implies that employers will hire more workers (everything else

remaining constant) at a lower rather than a higher wage. There are several reasons

for this:

* First, profit-maximizing employers will tend to expand production until the

marginal contribution of additional workers begins to diminish, which implies

that within the relevant range of production, additional workers will be worth (in

terms of the market value of the product they can produce) progressively less as

more are hired. When the wage rate falls, employers can hire workers who are

worth less at the margin.
* Second, lower wages can inspire a substitution of low-skilled workers for other

resources used in production, such as higher-skilled workers and expensive

equipment.
* Third, a decline in the wage rate implies lower costs and prices for the product

produced by the firms, which can inspire more sales and lead, in turn, to a greater

need for workers to satisfy the additional quantity demanded of the product.
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The upward sloping curve that represents the supply of labor implies that the

wage must be raised in order to attract additional workers. The main reason for this

upward slope is that some workers have higher-valued opportunities than others.

Any given wage will attract workers into themarket whose alternative opportunities

are lower than that wage rate. The wage offered in a low-skilled (or any other) labor

market must be progressively raised to offset the progressively higher-valued

opportunities the additional workers must forgo.

If the market is competitive and free of government intervention, the wage rate

will settle, as shown in figure 4.6, at the intersection of the supply and demand

curves, or at W0. A wage above W0 would indicate that more workers are seeking

jobs than there are jobs available and that competitive pressure would push the

wage down. A wage below W0 would imply that more workers are demanded than

there are workers willing to work at the going wage, which causes upward com-

petitive pressure on the wage.

Suppose, however, that politicians who consider market wage, W0, too low to

provide a decent living pass a law requiring employers to pay no less thanWm. The

law reduces employment because, in the face of worker productivity and reduced

sales, employers cannot afford to employ as many people and the quantity of labor

demanded falls from Q2 to Q1.

As economists normally develop the argument, those who manage to keep

their jobs at the minimum wage will be better off (their take-home pay will

increase from W0 to Wm). Others, however, will no longer have jobs. These

workers will either become permanently unemployed or settle for work in differ-

ent, lower-paying, and/or less desirable labor markets. If the minimum wage

displaces them from their preferred employment, their full-wage rate – that is,

their money wage plus the nonmonetary benefits of their jobs – is reduced. Of

course, for those who become permanently unemployed, their money wage will

drop to zero.

To make matters worse, when a minimumwage is introduced, greater numbers of

workers are willing to work. Workers with jobs paying W0, and who have fewer

opportunities atWm, must now compete with an influx of other workers. Almost all

of the empirical studies done since the 1970s support the gloomy predictions of the

model.2

Economists have probably understated the adverse consequences of the mini-

mumwage for the targeted worker groups by making the common presumption that

low-skilled workers who retain their jobs are “better off.” Economists also

2 For review of the economic literature on the economic effects of the minimum wage, see

Peterson and Stewart 1969, 151–5; Kosters and Welch 1972; Ragan 1977; Brown, Gilroy, and

Kohen 1982; Neumark and Wascher 2008.
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commonly presume that the workers who have the Q1 jobs, after the minimumwage

is imposed, represent a subgroup of the workers who had the Q2 jobs when the wage

was determined strictly by the forces of supply and demand. But this is unlikely,

because the minimumwage will attract additional workers, Q3 − Q2, into the market.

In comparison to the workers who were in the market when the wage wasW0, some

of these additional workers will likely be more productive because they have been

positioned further up the supply curve and have had higher-valued opportunities

elsewhere. In short, many if not all of the workers who have jobs at W0 can be

expected either to withdraw from the market or to be supplanted by new arrivals

who have been induced by the higher wage to enter the market.

Social effects
Economists maintain that minimum-wage laws also have several social effects that

often are overlooked. By increasing unemployment, minimum-wage laws increase

the number of people receiving public assistance and unemployment compensation.

(Proponents of the minimum wage argue the opposite – that is, that the minimum

wage reduces the need for welfare by raising the income of low-skilled workers

above the poverty level.) The laws may also account for increases in some criminal

activity, because the unemployed who lack opportunities in the legitimate labor

market may see crime as an alternative to employment (indeed, crime is a form of

employment). With the larger labor pool that develops when the minimum wage

increases, competition for jobs is likely to harbor potential for increased discrim-

ination on the basis of sex, race, religion, and so on (Williams 2005).

Political support
Why do minimum-wage laws attract so much political support? Part of the reason

may be that the general public is largely unaware of their negative effects. Many forces

operate on the labor market, making it almost impossible for the average person to

single out the effects of one law. Few give enough thought to the idea of a minimum

wage adversely affecting employment opportunities. Those who bear the burden of

these laws – that is, young, relatively unproductive workers – are least likely to

understand the negative effects, and many cannot vote. The people who retain their

jobs at the higher wage are also visible members of the workforce; those who lose their

jobs are often far less visible, many of whom are concentrated in urban ghettos.

Following the standard minimum-wage argument, another reason that minimum-

wage laws attract political support is that many people may benefit from the laws –

mainly, those who retain their jobs and receive higher paychecks. Many college

students may favor the minimum wage, perhaps because they are generally more

productive than less-educatedmembers of their generation and are less likely to lose

their entry-level jobs because of the minimum wage. Labor unions, too, have an
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incentive to support minimum-wage laws: unions are in a better bargaining posi-

tion when the government raises wages in nonunion sectors of the economy. Under

such circumstances, union wage demands are not as likely to prompt employers to

move into nonunionized sectors of the economy.3

The extended view
The extended line of analysis and policy proposals relating to the market conse-

quences of theminimumwagemisses several important but relatively simple points.

The most important of these is that the minimum wage does not necessarily make a

significant share of the targeted workers better off. Moreover, the analysis leads

to the conclusion that minimum-wage increases should not be expected to have

substantial adverse employment effects inmost low-skilled labor markets, primarily

because employers can be expected to adjust to the added labor costs of the

minimum wage by lowering the nonwage benefits of employment or increasing

the work demands imposed on covered workers. The analysis that follows helps to

explain why studies have generally found that a 10 percent increase in theminimum

wage can be expected to reduce employment among teenagers (the group of workers

most likely to be affected by the minimum wage) by as little as 0.5 to 3 percent

(Brown, Gilroy, and Kohen 1982). Economists David Card and Alan Krueger have

found, in their study of the impact of a minimum-wage hike in the fast-food

restaurant industry, that employment actually increases with the hike. Although

these researchers do not appear to believe the positive relationship between the

wage increase and employment, they do deduce that the wage increase probably has

had a close to zero, if not zero, employment effect (Card and Krueger 1995).

However, a new line of analysis, which lends theoretical support to such findings,

fortifies the case against the minimum wage.

Payment effects
Minimum-wage laws establish a legal floor formoney wages; they do not, however,

suppress competitive pressures. These restrictions cap the pressures in only one of

the multitude of competitive outlets, namely money wages. More to the point, they

do not set a legal minimum for the effective wage (including the money and non-

money benefits of employment) that is paid to workers.

The impact of mandating minimumwages depends on the ability of the employer

to adjust the nonmoney conditions of work, or fringe benefits, in response to a

3 In fact, as was argued by the editors of the New York Times in 1937 when the federal minimum

wage was originally proposed, the first minimum wage retarded the exodus of firms and jobs to

the nonunionized South from the unionized North. The introduction of the minimum wage

reduced the net benefit of moving south, slowing the exodus (McKenzie 1994).
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required pay change. Basic analysis of minimum-wage laws, embedded in many

economics textbooks, implicitly assumes that money wages are the only form of

labor compensation. Hence, when the money wage is set at a legal minimum,

employment falls by some amount given by the demand for labor.

The standard line of analysis already presented may still be fully applicable to

those few labor markets in which money is the only form of compensation and in

which employers can do little or nothing to change the skill and production

demands imposed on workers. In such cases, minimum-wage laws may still have

the predicted effect, a labor-market surplus of unemployed menial workers caused

by an above-market level of compensation.

However, the standard line of analysis does not consider the possibility that

profit-maximizing competitive employers are quite capable of adjusting other

conditions of work in response to the labor market surplus that follows the mini-

mum wage law. Indeed, to remain cost competitive, employers may cut their labor

costs in nonwage ways – for example, eliminating workplace outings, reducing

fringe benefits, or increasing production demands.4 Employers can be expected to

reduce their labor costs in these ways until the worker surplus diminishes – that is,

until their labor markets clear once again.5 That being said, employers’ nonmoney

adjustments made in response to a wage minimum also have their effects on the

labor market equilibrium.

Employers can be expected to respond to a minimum-wage law by cutting or

eliminating those fringe benefits and conditions of work, such as workplace outings,

that increase the supply of labor but do not materially affect labor productivity. By

reducing such nonmoney benefits of employment, the labor costs are reduced from

what theywould otherwise have been and nothing is lost in the way of reduced labor

productivity.

Continuation of such nonmoney benefits is made uneconomical by the money-

wage minimum; they no longer pay for themselves in terms of lower wage rates.

4 Clearly, many minimum-wage jobs do not carry standard fringe benefits, such as life and

medical insurance and retirement plans. However, most do offer fringe benefits in the form of

conditions in the work environment, attitudes of the bosses, breaks, frequency and promptness

of pay, variety of work, uniforms, use of company tools and supplies, meals and drinks, flexible

hours, and precautions against accidents. These fringe benefits are subject to withdrawal when

minimum wages are mandated.
5More precisely, the labor markets should, after adjustments, clear more or less to the same extent

as they did before the minimum-wage law was imposed. Of course, employers are not directly

concerned with ensuring that their labor market clears. They are, however, interested in

minimizing their labor costs, a motivation that drives them to adjust the conditions of work until

the market clears. The point is that, if confronted with a surplus of workers, an employer can

offer less compensation, broadly defined, until the surplus is eliminated.
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Furthermore, employers in highly competitive final-products markets must adjust

such work conditions to remain competitive and to survive. Otherwise, other firms

will lower their labor costs (by contracting or by eliminating fringe benefits) and

force out of business the employers who retain their fringe benefits and continue to

pay the higher minimum-wage rate.

Because of the changes in work conditions, the supply curve of labor (the position

of which is partially determined by working conditions and fringe benefits) can be

expected to shift upward. The effects of such a supply shift are shown in figure 4.7,

which incorporates the supply and demand curves of figure 4.6. The vertical shift in

the supply curve will be equal to labor’s dollar valuation, on the margin, of what

they lost because of the decline in employment conditions. The demand curve for

labor will shift upward to the right, reflecting the reduced expenditure per unit of

labor on fringe benefits.

As before, fringe benefits are provided as long as their cost to the firm per unit of

labor is less than the reduced wage rate – and as long as labor’s evaluation of the

fringe benefits lost because of the minimum wage is greater than the firm’s costs.

Therefore, when the fringe benefits are taken away, the vertical, upward shift in the

supply curve will be greater than the vertical, upward shift in the demand curve.

In figure 4.7, the vertical shift in the supply curve is ac, and the vertical shift in the

demand curve is less, ab. It is important to note that the market clears, however, at

the minimumwage because of secondary market adjustments in fringe benefits. But

it is equally important to see that the market clears at an employment level, Qc,
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Figure 4.7 An extended view of the

impact of the minimum wage

When the minimum wage is raised to

Wm, a surplus is created equal to

Q3 − Q1. As a consequence, employers

can be expected to respond to the

surplus by reducing fringe benefits or

increasing work demands on workers.

The supply curve of labor contracts,

reflecting the greaterwage theworkers

will demand to compensate for the

reduction in fringe benefits or increase

in work demands. The employers’

demand for labor increases, reflecting

the higher wage they arewilling to pay

workers in terms of money wages who

get fewer fringe benefits or work

harder and produce more.
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which is lower than the employment level before the minimumwage is imposed, Q2.

In other words, the surplus of labor that the standard analysis suggests exists in face

of a minimum-wage law is eliminated by the shifts in the curves. However, labor is

worse off because of the wage floor and adjustments in fringe benefits. After the

vertical distance between the two supply curves, ac (which, again, is labor’s dollar

evaluation of the fringe benefits lost because of the minimum wage), is subtracted

from theminimumwageWm, the effective wage paid to labor is reduced toW1, or by

Wm −W1. In short, when labor is paid in many forms, a minimumwage reduces, not

increases, the effective payment going to affected workers, even those who keep

their jobs.

The standard line of analysis suggests that a minimum wage of Wm will cause

employment opportunities for labor to fall to Q1. The adjustments that employers

make to nonmoney conditions of work cause employment opportunities to fall by

less, to only Qc in figure 4.7.

If employers increase work demands without (or even with) fringe benefit reduc-

tions, the analysis is much the same. The demand for labor will rise, given that

workers’ productivity per hour worked goes up, making employers willing to pay

workers more per hour. Nevertheless, the vertical shift in the supply curve will be

greater than the vertical shift in the demand curve. Again, this is because employers

would initially have relaxed work demands in the absence of the minimum wage

only if workers would then have been willing to give upmore in pay than employers

lost in productivity.

Differences in perspective
This analysis conflicts with the standard textbook treatment of minimum wages

in several important respects. The standard analysis holds that the effective wage

rate increases for some workers and declines for others. As noted, this is because

of the implicit assumption that an increase in the minimum wage rate is equiv-

alent to an increase in the effective wage rate. Our analysis, however, leads to the

conclusion that the effective wage rate of all workers, including those who retain

their jobs in spite of minimum wages, decreases; they are worse off to the extent

that employers have the opportunity to adjust working conditions and fringe

benefits. For that reason, minimum wages appear patently unfair to those who are

covered by them, even by the standards of many of those who promote legislated

minimum wages. Although still not a mainstream view, this new perspective on

the adverse effects of minimum-wage laws is supported by a growing body of

research. Key econometric studies of the minimum wage are briefly reviewed in

the online Reading 4.1.

[See online Video Module 4.4 Minimum wage]
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The draft versus the all-volunteer military service

For many economists, the late University of Chicago economist Milton Friedman

settled the issue of the relative efficiency of the draft versus all-volunteer military

service: the all-volunteer army was more efficienct (cost-effective) than the draft,

period (no qualifications). Milton Friedman and his wife Rose Friedman recalled in

their joint memoir:

In the course of his [General Westmoreland’s] testimony, he made the statement that he did

not want to command an army of mercenaries. I [Milton Friedman] stopped him and said,

“General, would you rather command an army of slaves?” He drew himself up and said, “I

don’t like to hear our patriotic draftees referred to as slaves.” I replied, “I don’t like to hear our

patriotic volunteers referred to asmercenaries.” But I went on to say, “If they aremercenaries,

then I, sir, am a mercenary professor, and you, sir, are a mercenary general; we are served by

mercenary physicians, we use a mercenary lawyer, and we get our meat from a mercenary

butcher.” That was the last that we heard from the general about mercenaries. (Friedman and

Friedman 1998, 380)

Friedman’s argument in support of the higher economic efficiency of the all-

volunteer service over the draft (developed in his widely read Capitalism and

Freedom, 1962) went something like this. Suppose there are five potential military

recruits (A, B, C, D, and E) in the population that have the following annual

opportunity costs for their serving in the military (or could earn these annual

wages in the non-military sector of the economy if they do not serve in the military):

Suppose the military needs three recruits (a small number intended to simplify the

analytics; you can raise the number to three million without doing damage to the

standard argument). Under a draft system, in which there is a true lottery (every one of

the five potential recruits has an equal chance of being drafted), the three chosen to

serve can be A, C, and E, which means that the total opportunity cost of the three

recruits serving in the military would be $90,000 ($10,000 + $30,000 + $50,000). Of

course, A, B, and C could be drawn from the lottery, making the opportunity cost total

$60,000, but over a series of lottery draws of three people, the expected ormean value of

the recruits’ opportunity cost should be $30,000 each, or $90,000 for the three recruits.
If an all-volunteer service is instituted, the wage can be raised until three recruits

volunteer. The required wage would have to be something greater (to account for

A $10,000
B $20,000
C $30,000
D $40,000
E $50,000
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any added military duty risks) than the opportunity annual wage of recruit C,

$30,000, which means that A, B, and C would volunteer, making the total oppor-

tunity cost of the three recruits equal to $60,000 ($10,000 for A, $20,000 for B, and

$30,000 for C). Hence, as measured by recruits’ opportunity costs (which is a

measure of the value of private goods not produced), the all-volunteer service is

more cost-effective than the draft ($60,000 versus $90,000). This line of analysis, as

simple and straightforward as it is, formed one of the major economic (not political)

arguments for the United States jettisoning the draft system in the 1970s for the all-

volunteer service, which continues to this day.

But then why does Israel have a mandatory service (draft) system for virtually

everyone? Our argument is straightforward (McKenzie and Lee 1992): Friedman’s

basic argument for the all-volunteer service doesn’t account for the distorting

effects of taxes needed to pay military personnel. Whether the draft or all-volunteer

military is more cost-effective (when all costs are tallied, opportunity costs plus the

distortion costs of taxation) depends on what proportion of the available recruits are

needed in the military to deal with national threats. As the proportion of the

available recruits needed for military duty increases, the cost advantage of the all-

volunteer service can erode. If all five recruits in the example above are needed, both

the draft and the all-volunteer service systems will have the exact same total

opportunity costs of $150,000 ($10,000 + $20,000 + $30,000 + $40,000 + $50,000).

In addition, the all-volunteer system will require higher military pay than would

be required under the draft, and the taxes needed to generate the greater military

pay for the all-volunteer service can impose an inefficiency or distortion in eco-

nomic activity (due to the fact that, for example, higher income tax rates can

discourage work, saving, and investment). The greater the size of the military, the

greater the pay rate must be, and in turn, the greater the tax rates and the economic

distortions. Beyond some point as the number of recruits needed increases, the all-

volunteer system loses its relatively lower cost-effectiveness.

Understandably, Israel uses the draft today because it requires almost universal

service to defend itself against hostile neighbors. The United States needs (in

peacetime) only a tiny fraction of available recruits to defend against aggressors

(at least so far) and continues to use the all-volunteer service. From the perspec-

tive of the argument developed here, it is altogether understandable why the

United States used the draft system during World War II (McKenzie and Lee

1992).6

6 The answer we (the authors) developed is one that Milton Friedman accepted, which we know to

be the case because he was on our side in a debate on the topic with other market-oriented

economists.
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Moreover, the conventional economic cost argument in favor of the

all-volunteer system fails to consider another potential effect: the volunteer

nature of the all-volunteer service can reduce the potential economic cost a

country faces when choosing to go to war, which means the all-volunteer system

might increase the likelihood a country might choose to go to war. Without

having to face the threat of being drafted, many citizens might be more eager

than otherwise to support military aggression or defensive measures (or less

inclined to oppose such measures) when they individually do not have to face

the probability of actually having to serve in the military, an argument that has

been posited by geopolitical commentators (for example, see Bacevich 2008). One

of the unheralded advantages of the draft is that such a military service system can

discourage aggression (but could also discourage defensive measures) because it

puts all potential recruits at risk of serving. We do not, of course, consider such

arguments conclusive, but they are the type of argument that economists would not

want to preclude from discussion.

For a discussion of how the economic way of thinking differs from the psychology

way of thinking, see online Perspective 4, Maslow’s Hierarchy of Needs and econo-

mists’ supply anddemand curves (alongwith the accompanying online videomodule).

Online Perspective 4
Maslow’s Hierarchy of Needs

and economists’ supply

and demand curves

Part B Organizational economics and management

In Part A of this chapter, we used supply and demand curves to draw insights about

various government policies. In this part, we apply insights from our study of

“organizational economics” to show how markets are contained and directed by

incentives, which can promote values – a prime example of which is honesty – that

are normally considered to be matters of ethics and philosophy, if not theology. As

we will see, such matters as “honesty” and “trust,” often thought to be outside of

economists’ purview, can affect firms’ costs and market share, which means they

can affect supply and demand, the intensity of competition, and the efficiency of

markets just as government policies can.
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How honesty can pay in business

A popular perception states that markets fail because business is full of dishonest

scoundrels – especially high-ranking executives – who cheat, lie, steal, and worse to

increase their profits. This perception is reflected in and reinforced by the way

businesspeople are depicted in the media. No one can deny that people in business

have done all kinds of nasty things for a buck. But the impression of pervasively

dishonest businesspeople is surely greatly exaggerated. Businesspeople are no more

likely to behave dishonestly than are other people. In fact, businesspeople might

behave more honestly than the typical American on the street because they find

it advantageous to commit themselves to incentive arrangements that motivate

honest behavior.

We can make no claim to keen insights into the virtue of businesspeople or anyone

else. But we do claim to know one simple fact about human behavior: people respond

to incentives in predictable ways. In particular, the lower the personal cost of

dishonesty, the more dishonesty we shall observe. If businesspeople act honestly to

an unusual degree, it must be in part because they expect to pay a high price for

behaving dishonestly. This is, in fact, the case because businesspeople have found,

somewhat paradoxically, that they can increase profits by accepting institutional and

contractual arrangements that impose large losses on them if they are dishonest.

A businessperson who attempts to profit from dishonest dealing faces the fact that

few people are naı̈vely trusting, certainly not of those who have taken advantage of

that trust. Perhaps it is possible to profit from dishonesty in the short run, but those

who do so find it increasingly difficult to get people to deal with them in the long run.

Businesspeople, therefore, have a strongmotivation to put themselves in situations in

which their own dishonest behavior would be penalized. Only by doing so can they

provide potential customers, workers, and investors with the assurance of the honest

dealing required for those people to become actual customers, workers, and investors.

Consider this illustration: Mary has a well-maintained older-model Honda

Accord that she is willing to sell for as little as $4,000. If interested buyers know

how well maintained the car is, they will be willing to pay as much as $5,000 for it.

Therefore, a wealth-increasing exchange appears to be possible because any price

between $4,000 and $5,000 will result in the car being transferred to someone who

values it more than the existing owner. But there is a problem. Many owners of

same-year Honda Accords who are selling their cars are doing so because their cars

have not been well maintained and are about to experience serious mechanical

problems. More precisely, assume that 75 percent of the used Honda Accords being

sold are in such poor condition that the most a fully informed buyer would be

willing to pay for one of them is $3,000. The remaining 25 percent of these cars on
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the market are worth $5,000. This means that a buyer with no information on the

condition of a car for sale would expect a same-year Honda Accord to be worth, on

average, only $3,500. But if buyers are willing to pay only $3,500 for an Accord as

old asMary’s, many of the sellers whose cars are in good condition will refuse to sell,

as is the case with Mary, who is unwilling to sell for less than $4,000.

So, the mix of such Accords for sale will tilt more in the direction of poorly

maintained cars, their expected value will decline, and even fewer well-maintained

Accords will be sold. This situation is often described as a market for “lemons,” and

illustrates the value of sellers being able to commit themselves to honesty (Akerlof

1970). If Mary could somehow convince potential buyers of her honesty when she

claims that her Accord is in good condition, she would be better off, and so would

those who are looking for a good used car. The advantage of being able to commit to

honesty in business extends to any situation in which it is difficult for buyers to

determine the quality of products they are buying.

Game theory: games of trust

The advantages of honesty in business and the problem of trying to provide credible

assurances of that honesty can also be illustrated as a game. In table 4.1, we present a

payoff matrix for a buyer and a seller, giving the consequences from different choice

combinations. The first number in the brackets gives the payoff to the seller; the

second number gives the payoff to the buyer. If the seller is honest (the quality of the

product is as high as he claims) and the buyer trusts the seller (she pays the high-

quality price), then both realize a payoff of 100. On the other hand, if the seller is

honest but the buyer does not trust him, then no exchange takes place and both

receive a payoff of zero. If the seller is dishonest while the buyer is trusting, then the

seller captures a payoff of 150, while the buyer gets the sucker’s payoff of 50. Finally,

if the seller is dishonest and the buyer does not trust him, then an exchange takes place

with the buyer paying a price that reflects the presumed low quality of the product and

getting a lower-quality product than she would be willing to pay for. Both the seller

and the buyer receive a payoff of 25. From a joint perspective, honesty and trust are

the best choices because this combination results in more wealth for the two to share.

But this will not likely be the outcome, given the incentives created by the payoffs

in table 4.1. The buyer will not trust the seller. The buyer knows that if her trust of

the seller is taken for granted by the seller, he will attempt to capture the largest

possible payoff from acting dishonestly. On the other hand, if the seller believes

that the buyer does not trust him, his highest payoff is still realized by acting

dishonestly. So the buyer will reasonably expect the seller to act dishonestly. This

is a self-fulfilling expectation because when the seller doesn’t expect to be trusted,

his best response is to act dishonestly.
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The seller would clearly be better off in this situation (and so would the buyer) if

he somehow created an arrangement that reduced the payoff he could realize from

acting dishonestly. If, for example, the seller arranged it so that he received a payoff

of only 50 from acting dishonestly when the buyer trusted him, as is shown in

table 4.2, then the buyer (assuming that she knows of the arrangement) can trust the

seller to respond honestly to her commitment to buy. The seller’s commitment to

honesty allows both seller and buyer each to realize a payoff of 100 rather than the

25 they each receive without the commitment.

But how can a seller commit himself or herself to honesty in a way that is

convincing to buyers? What kinds of arrangements can sellers establish that penal-

ize them if they attempt to profit through dishonesty at the expense of customers?

Business arrangements and practices that can cause sellers to commit to honest

dealing are varied, as one would expect, because the ways a seller can profit from

dishonest activity are also varied. Notice that our discussion of the situation

described in table 4.1 implicitly assumes that the buyer and seller deal with each

other only once. This is clearly a situation in which the temptation for the seller to

cheat the buyer is the strongest, because the immediate gain from dishonesty will

not be offset by a loss of future business from a mistreated buyer. If a significant

amount of repeat business is possible, then the temptation to cheat decreases, and

may disappear altogether. So, one way for sellers to attempt to move from the

situation described in table 4.1 to the one described in table 4.2 is by demonstrating

Table 4.2 The problem of trust in business, again

BUYER

Trust Doesn’t trust

SELLER Honest (100, 100) (0, 0)

Dishonest (50, –50) (25, 25)

Table 4.1 The problem of trust in business

BUYER

Trust Doesn’t trust

SELLER Honest (100, 100) (0, 0)

Dishonest (150, –50) (25, 25)
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that they are in business for the long run. For example, selling out of a permanent

building with the seller’s name or logo on it, rather than on a street corner, informs

potential customers that the seller has been (or plans on being) around for a long

time. Sellers commonly advertise how long they have been in business (for example,

“Since 1982” is added under the business name), to inform people that they have a

history of honest dealing (or otherwise they would have been out of business long

ago) and plan on remaining in business.

However, the advantages motivated by repeated encounters tend to break down if

it is known that the encounters will come to an end at a specified date. For this

reason firms will attempt to maintain continuity beyond what would seem to be a

natural end-period. Single proprietorships, for example, would seem to be less

trustworthy when the owner is about to retire or sell. But, as discussed earlier, a

common way of reducing this problem is for the owner’s offspring to join the

business (“Samson and Sons” or “Delilah and Daughters”) and ensure continuity

after their parent’s retirement. Indeed, even though large corporations have lives

that extend far beyond that of any of their managers, they often depend on single

proprietorships to represent and sell their products. Caterpillar, the heavy equip-

ment company, has a program to encourage the sons and daughters of these single

proprietors to follow in their parents’ footsteps.

Another way that businesses may create trust is to provide their customers with a

“hostage” – something of value to the seller that customers can destroy by taking their

business elsewhere if the seller does not keep her promises. The online Reading 4.2 for

this chapter describes the role of “hostages” in business.

[See online Video Module 4.5 Trust]

Moral hazards and adverse selection

Although guarantees and warranties reduce the

incentive of sellers to act dishonestly, they create

opportunities for buyers to benefit from less than

totally honest behavior. These opportunities, which

are present to one degree or another in all forms of

insurance, come as two separate problems: moral

hazard and adverse selection. Consider first the prob-

lem of moral hazard.

Knowing that a product is under guarantee or warranty can tempt buyers to use

the product improperly and carelessly and then blame the seller for the consequen-

ces. With this moral hazard in mind, sellers put restrictions on guarantees and

warranties that leave buyers responsible for problems that they are in the best

position to prevent. For example, refrigerator manufacturers insure against defects

A moral hazard is the tendency of behavior to

change after contracts are signed, resulting in

unfavorable outcomes from the use of a good

or service.

Adverse selection is the tendency of people

with characteristics undesirable to sellers to

buy a good or service from those sellers.
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in the motor but not against damage to the shelves or finish. Similarly, automobile

manufacturers insure against problems in the engine and drivetrain (if the car has

been properly serviced) but not against damage to the body and the seat covers.

Although such restrictions obviously serve the sellers’ interests, they also serve the

buyers. When a buyer takes advantage of a guarantee through misrepresentation of

the cause, all consumers pay because of higher costs to the seller. Buyers are in a

Prisoner’s Dilemma in which they are better off collectively using the product with

care and not exploiting a guarantee for problems they could have avoided. But

without restrictions on the guarantee, each individual is tempted to shift the cost of

her careless behavior to others.

Moral hazard was in several ways likely at the root of the world financial and

economic crisis that emerged in full bloom in 2008 (if not earlier) and was still under

way as this chapter was being finalized in early 2010. We can briefly mention two

ways moral hazard played a significant role. Up until the 1970s, banks would

originate long-term mortgages and then hold on to them until the balances were

fully paid off, in fifteen or thirty years. Under such circumstances, bank loan officers

had a strong incentive to scrutinize their borrowers for creditworthiness. The banks

originating the mortgages would be the ones holding difficult-to-sell houses if

borrowers became delinquent in their payments and foreclosures were required.

But in recent decades, when banks began bundling large numbers of mortgages into

securities that they then sold to investors on Wall Street, the incentive to scrutinize

borrowers’ creditworthiness was impaired. Banks had more funds to lend and they

could originate risky mortgages that could be slipped into the mortgage-backed

securities where they would be more difficult to scrutinize.

When bank deposits are not insured, depositors have strong reasons to monitor

the financial health of their banks. Before the advent of deposit insurance, banks

had stronger incentive to maintain a strong financial position through conservative

lending practices, just to ward off runs on banks by depositors. When the govern-

ment insures depositors, depositors have less incentive to monitor their banks’

financial positions, which can give banks greater leeway in making risky invest-

ments. Banks no longer have to worry as much about runs; and they can make

riskier loans with confidence that most of their depositors will not lose much in the

event the bank fails.

The second problem, adverse selection, is one associated with distortions arising

from the fact that buyers and sellers often have different information that is relevant

to a transaction. In the case of warranties, the buyer has crucial information that is

difficult for the seller to obtain. Some buyers are harder on the product than others.

For example, some people drive in ways that greatly increase the probability that

their cars will need expensive repair work. If a car manufacturer offers a warranty at

a price equal to the average cost of repairs, only those who know that their driving
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causes greater-than-average repair costs will purchase the warranty, which is there-

fore being sold at a loss. If the car manufacturer attempts to increase the price of the

warranty to cover the higher-than-expected repair costs, then more people will drop

out of the market, leaving only the worst drivers buying the warranty.

Even though people would like to be able to reduce their risks by purchasing

warranties at prices that accurately reflect their expected repair bills, the market

for these warranties can obviously collapse unless sellers can somehow obtain

information on the driving behavior of different drivers. If all buyers were honest

in revealing this information, they would be better off collectively. But because

individual buyers have a strongmotivation to claim that they are easier on their cars

than they actually are, sellers of warranties try to find indirect ways of securing

honest information on the driving behavior of customers. For example, warranties

on “muscle” cars that appeal to young males are either more expensive or provide

less coverage than warranties on station wagons.

Adverse selection and moral hazard can also play a role in rental rates on

apartments. Apartment complex owners who advertise apartments for rent with

utilities (for example, water and electricity) included in the fixed rental payments

can expect to attract disproportionately renters who plan to make heavy use of the

included utilities. Once such renters move in they can be expected to increase their

use of the utilities because the cost of their increased use will be spread over other

renters through higher rental payments. Because of the high rental payments when

utilities are included in apartment rents, renters who expect to use little of the

included utilities will select apartment complexes that don’t include utilities in

rental payments.

[See online Video Module 4.6 Leverage, moral hazard, and risk taking]
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Practical lesson for MBAs: seek mutually beneficial deals with workers

Employers pay their workers’ wages in competitive labor markets for two reasons. First, they

have to make payments in line with offers workers can get from others, and second, they can

make a profit from paying workers, at least up to a point.

We are confident that many employers would very much like to “overpay” just so their

workers can better support their families and friends. Such warm-hearted employers have a

problem, however.Worker wages feed into their products’ costs and prices. Any overpayment

can undermine firms’ competitive positions in their final product markets, causing the firms

who insist on overpaying workers to lose market share, if not to close down. Consequently,

even workers have an economic interest in not being overpaid.

In addition to money wages, workers typically want their firms to provide fringe benefits

of various kinds (health insurance, vacation days, workplace ambience, respect, and

recognition), and are often willing to forgo wages for these nonmonetary benefits

(especially when there are tax advantages to workers’ taking their earnings in fringe

benefits). That is, workers are willing to pay for benefits through wage reductions.

Employers would be well advised to treat workers as buyers of fringe benefits and to search

out that “payment bundle” (money wages and nonmonetary benefits) that minimizes their

firms’ labor costs. The rules for minimizing labor cost are straightforward:

1 Extend employment (number ofworkers or hoursworked) so long as the additional value of

the workers’ contribution to firm output exceeds the value of workers’ payment bundles.

2 Extend the provision of each fringe benefit so long as the workers are willing to give up

more in money wages than each fringe benefit costs the firm.

Most MBA students understand that firms should seek competitive advantage in their final

product markets through product development. We suggest here that firms should also

seek competitive advantage in their final product markets through cost savings that can

come with the development of improved payment bundles that are mutually beneficial to

firms and their workers. If government policy dictates that workers be paid a higher money

wage (as in “minimum wage” or a “living wage”), then firms would be well advised to

reconstruct their payment bundles to mitigate the higher costs associated with the mandated

higher money wage – all for the goal of remaining competitive, given that other firms will be

reconstructing their payment bundles to remain competitive.

Further readings online

Reading 4.1 Key econometric findings on the effects of the minimum wage

Reading 4.2 The role of “hostages” in business
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The key takeaways from chapter 4 are the following:

1 Themarket system can perform the very valuable service of rationing scarce resources among

thosewhowant them; however, markets are not always permitted to operate unobstructed.

Government has objectives of its own, objectives that are determined collectively rather

than individually. This fact has important implications for the types and the efficiency of

policies that are selected (a topic to which we return again and again in this book).

2 Excise taxes, under normal market conditions, tend to be passed on only partially to

consumers, meaning producers often pay a portion of the tax in the form of a lower

after-tax price. How the tax is shared between buyers and sellers depends upon the

elasticity of supply and demand.

3 Price and rent controls – “price ceilings” – tend to result in shortages. They also tend to

result in costs being passed along to buyers in various ways and tend to result in a

reduction in the quality of whatever good’s price is subject to control.

4 Firms offer fringe benefits because they pay. They can increase costs, but they can also

increase productivity and increase the market supply of labor wanting to work where

fringe benefits are offered, which can result in a lower market wage rate.

5 With a fringe benefit provided, workers can be better off in spite of the lower wage rate

because the value of the benefit to workers exceeds the value of the lost money wages.

The employers can be better off because thewage reduction caused by the increase in the

worker supply can be greater than the cost of the benefit to employers.

6 Fringe benefits will tend not to be offered unless they are mutually beneficial to workers

and employers.

7 The provision of fringe benefits will be extended until the additional value to employees

of the last unit equals the additional cost of the fringe benefit to employers.

8 Minimum-wage laws – and other “price floors” – tend to result in market surpluses.

However, such surpluses enable employers to offset at least partially the employment

effects of minimum wages by reducing fringe benefits or increasing work demands.

9 When a minimum wage is imposed, both workers and employers can be worse off.

Employers can be worse off because the higher wage exceeds the possible cost reductions

from fringe benefits being taken away and/or the productivity gains from the imposition of

greaterwork demands on employees.Workers can beworse off because the value of the loss

of fringe benefits and the greater work demands imposed can exceed the higher wage rate.

10 Honesty in business has both amoral and an economic dimension. Honesty is an economic

force because it can pay.
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Review questions >>
............................................................................................................

1 Is a tax onmargarine “efficient” in the economic sense of the term?Whywouldmargarine

producers prefer to have an excise tax imposed on both butter andmargarine?Would such

a tax be more or less efficient than a tax on margarine alone?

2 If, in a competitive market, prices are held below market equilibrium by government

controls, what will be the effect on output? How might managers be expected to react to

the laws?

3 Why might some managers want price controls? Why wouldn’t they get together and

control prices themselves (if it were legal)?

4 How could price controls affect a firm’s incentive to innovate? Explain.

5 “If a price ceiling is imposed in only one competitive industry, the resulting shortage in that

industry will be greater than if price ceilings were imposed in all industries.” Do you agree?

Explain.

6 “Price controls can be more effective in the short run than in the long run.” Explain.

7 “The existence of external costs is not in itself a sufficient reason for government

intervention in the market.” Why not?

8 Explain how a reputation for “honest dealing” on the part of executives can elevate a

company’s stock.

9 Why do many consumers pay extra for goods with “brand names”?
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5
............................................................................................................

Applications of the economic way
of thinking: international and
environmental economics

Money moves over, around and through them [national borders] with the speed of

light. The flows of capital are now in the range of 30 to 50 times greater than world

trade. The world’s capital market that moves along this electronic highway goes

where it is wanted and it stays where it is well-treated … As long as our free-market

system permits and delivers an acceptable rate of return on investment in an

environment of political stability that is competitive with other areas of investment,

the capital will keep coming.

Walter Wriston (long-time CEO of Citicorp)

In this chapter we extend our applications of the economic way of thinking to

international trade and finance and environmental economics, relying again

extensively on supply and demand graphs. We cover international economics early

in the book for a straightforward reason: international trade and finance have

become progressively more important issues for business. Moveover, national

economies have become integrated and interdependent to a degree not imagined

just a few decades back. The business of much business has become global in scope

because of technological gains in transportation and telecommunications. The

extent of the integration of national economies has been dramatized in recent years

through the rapid spread of the financial crisis, attributable to the bursting of the

housing price bubble and the collapse of the market for mortgage-backed securities,

that became evident in the United States’s banking system in late 2007, only to

cause a growing list of major banks around the world to hover on the brink of

bankruptcy in 2008 and 2009. In effect, the United States metaphorically sneezed,

and the rest of the world caught pneumonia.



Many CEOs and lower-ranking managers can no longer see their role as one of

allocating resources within the walls of their firms, or even within their local,

geographically bound markets. They must think across national boundaries with

the intent of minimizing costs and maximizing sales and profits globally. Managers

at all levels also must consider the costs of various government policies, treating

them in much the same way as labor-cost considerations that affect where goods are

produced and sold. At one time, managers had to be mindful of competitive

pressures only from local or national sources. Now, they must worry about com-

petitive pressures that are truly global in scope. The ever decreasing cost of trans-

portation and telecommunications within and across national borders has made

global competition possible. Managers in company headquarters are able to stay in

touch andmonitor far-flung offices and plants and to develop project teams without

regard to geography or ethnicity. Telecommunications allow firms to draw on

specialized talents of people around the world who can design products that have

the potential for global sales.

To think globally, managers must first understand the basics of international

trade and finance. They need to know that being the most cost-effective producer of

a good will not necessarily guarantee success in world trade. How can that be? Read

on. We unravel the paradox in our review of the law of comparative advantage

introduced in chapter 1. The basic international economic principles developed in

this chapter will prepare students for later courses in global business and foreign

residentials.

In this chapter we combine our discussion of international economics with a

discussion of environmental economics for the simple reason: both market and

environmental forces are now global in scope. And each set of forces affects the

other. The way business is done around the world obviously affects the global

environment. Pollutants emitted from factory chimneys in one country can rain

down on people a world away. Environmental quality (or lack thereof) can affect

business costs and profitability through, for example, workers’ health care and

health insurance costs. Although environmental regulations can directly impact

people’s health and welfare around the globe, they also can impact business pro-

duction costs and, in turn, firms’ location decisions and international trade patterns.

Managers need to know how environmental degradation affects human welfare,

but also, perhaps as important for MBA students, business costs. Managers also need

to understand how different environmental remedies can achieve environmental

goals at different costs. Surely, governments, consumers, and managers share a

common goal, selecting environmental remedies that make the most economic

sense and also contribute to human welfare around the globe.

In Part A of this chapter, international and environmental economics are dis-

cussed separately to streamline and ease the development of the theory in each

164 Microeconomics for MBAs



subdiscipline. For longer courses, we provide several online readings that review or

expand on basic international and environmental theory; these topics are indicated

in Part A where appropriate.

In Part B, we show how international trade and finance affect the environment,

and how environmental quality and policies can affect firms’ location decisions and,

therefore, the international flow of goods. We also explore how the growing

mobility of financial capital and physical capital (plant and equipment) on a global

scale is tightening economic pressures on firms. In online Perspective 5, “The travels

of a T-shirt in a global economy,” we discuss the mobility of resources globally by

providing a short history of the cotton and textile industries during the past two

centuries as they moved from England to New England, to the American South, and

now to China and Southeast Asia.

Environmental decay may be an increasing concern for the future of the planet,

but capital mobility also can be checking (partially at least) governments’ ability to

freely regulate business within their jurisdictions. Regulations can translate into

business costs, which can cause mobile businesses to migrate to more hospitable

locations. This means that the growing globalization of business can have feedback

effects on the environment.

More than ever, policy makers need to choose environmental and other regula-

tory policies with an eye toward the regulations’ cost-effectiveness. And more than

ever, managers need to understand the interplay between economics and political

dynamics. This chapter is designed to give you a solid economic foundation for a

course in global business, which is often followed by a foreign residential.

Part A Theory and public policy applications

A discussion of global economics has two major divisions: (1) the actual movement

of real goods and services across national boundaries that comes with trade, and (2)

the financial considerations involved in multinational trade.

Global economics: international trade

The term “international trade” can be misleading in capturing the nature of the

growing volume of exchanges across national boundaries. Nations never really

trade; people do. Although we might discuss trade in terms of nations as a matter of

convenience, we are talking about trades that are negotiated by real people (or their

firms), and certainly not by countries as some sort of amorphous whole. This simple

point – that people are at the heart of cross-country exchanges – is important because
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it allows us to approach international trade as an extension of supply-and-demand

and other trading models – indeed, the economic way of thinking in general.

Understanding that trade is between people, not nations, is important for another

reason. If we focus solely on aggregate gains from trade to nations taken as unified

political entities, we may overlook the distributional effects of international com-

merce – the gains and losses to individuals (whether they act as independent

contractors or as managers and owners of multinational firms). As we shall show,

even though international trade increases a nation’s total income, it can reduce

some individuals’ incomes while increasing others’. These individual gains and

losses contain valuable lessons for MBA students and are important to any dis-

cussion of free trade among nations and to objections to protectionist policies. To

get to those lessons, we must review the concepts of absolute and comparative

advantage considered in chapter 1. (If you are confident you understand these

concepts, you can skip to the section below on “The distributional effects of trade.”)

Aggregate gains from trade
Most of the gains from trade result from producing goods at a minimum cost in

terms of sacrificed alternatives and the distribution of what is produced to those who

value it most. Joint output is maximized and consumption opportunities are

enhanced as nations produce and sell those things which they can produce at the

lowest opportunity costs. Adam Smith told us in the 1770s about the nature of gains

from trade: “It is amaxim of every prudent master, never to attempt tomake at home

what it will cost him more to make than to buy” (Smith 1937, 422). Cost savings in

individual countries on producing any given output level necessarily imply that

more can be produced with any given resource base cross-nationally.

Trade also allows a greater variety and wider choice of available products. The

gains from it are clearest when no domestic substitute exists for an imported good.

For example, the United States does not have any known reserves of chromium,

manganese, or tin. For those basic resources, which are widely used in manufactur-

ing, American firms must rely on foreign suppliers. The gains from trade are also

clear for goods that are very costly or difficult to produce in the United States. For

example, cocoa and coffee can be grown in the United States, but only in green-

houses. Obviously it is less costly to import coffee in exchange for some other good,

such as wheat, for which the US climate is better suited.

Foreign competition also offers benefits to the American consumer. By challeng-

ing the market power of domestic firms, foreign producers who market their goods

in the United States expand market supplies, reduce product prices, and expand

domestic consumption (which means that consumer surplus value from consuming

imported goods can rise), not to mention the fact that foreign competition also

increases the variety of goods available. Without competition from the thirty or
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more foreign automobile producers who sell in the American market, US domestic

automakers would each get a much larger percentage of the market. They would be

less hesitant to raise their prices if consumers had fewer alternative sources of

supply. Collusion among major manufacturers also would be much more likely

without foreign competitors. And domestic producers would feel less competitive

pressure to improve their organization design and management policies as well as

their products.

International trade also promotes specialization, the benefits of which should

now be fairly clear. By concentrating on producing a small number of goods and

selling to the world market, a nation can reap the benefits of greater worker and firm

proficiency in production. The resulting cost savings can result in greater aggregate

production in both trading nations – even when production in all goods in one

trading nation is more efficient than elsewhere in the world. To see these points with

clarity, return to chapter 1 and review the discussion on the law of comparative

advantage developed there in terms of trade between Fred and Harry. You can

redevelop the discussion for international trade by substituting China and the

United States for Fred and Harry. You can make the discussion more directly related

to modern trade flows between those two countries by substituting textiles and beef

for coconuts and papayas. Youmay also want to consult online Reading 5.1, The law

of comparative advantage and trade between China and the United States.

Below we extend our treatment of trade between people in different countries by

considering the distributional effects of international trade within countries.

[See online Video Module 5.1 Gains from international trade]

The distributional effects of trade
Despite the insights that the law of comparative advantage provides, international

trade remains a controversial subject because not all firms – their owners and

workers – within nations may gain from trade. Individual gains tend to go to

domestic firms that produce goods and services for export; losses tend to go to

domestic firms that produce goods and services that are imported. This is true of any

trade, domestic as well as foreign. If more American consumers decide that they

prefer to buy Dell computers assembled in the United States to Lenovo computers

assembled in China, then Dell’s assembly workers and stockholders will benefit, and

Lenovo’s will be harmed, although the harm may be temporary.

Gains to exporters
Exporters of domestic goods gain from international trade because the market

for their goods expands, increasing demand for their products, thus raising their

output and the prices they can charge. The increase in their revenue can be seen in

figure 5.1. When the demand curve shifts fromD1 toD2 because of the added foreign
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demand, producers’ revenues rise from P1 × Q2 (point a) to P2 × Q3 (point b). (The

more price-elastic or the flatter the supply function [S], the larger the change in

quantity and the smaller the change in price.) The increase in revenues is equal to the

shaded L-shaped area bounded by P2bQ3Q2aP1. Producers benefit because they

receive greater profits, equal to the shaded area above the supply curve, P2baP1
(that portion of the increased revenues that is not additional cost). Workers and

suppliers of raw materials benefit because their services are in greater demand, and

therefore more costly. The cost of producing additional units for export is equal to

the shaded area below the supply curve between Q2 and Q3, Q2abQ3.

Losses to firms competing with imports
Most domestic buyers welcome the importation of cheaper and higher-quality

products, but domestic producers who face competition from foreign suppliers

have an incentive to object to importation. If imports are allowed, the domestic

supply of a good increases. Domestic competitors will sell less, and theymay have to

sell at a lower price. In short, the business opportunities and the employment

opportunities of their workers and suppliers decline as a result of foreign competi-

tion, with a potential reduction in their real incomes.

Figure 5.2 shows the effects of importing foreign textiles. Without imports,

demand is D and supply is S1. In a competitive market, producers will sell Q2 units

at a price of P2. Total receipts will be P2 × Q2. The importation of foreign textiles

increases the supply to S2, dropping the price from P2 to P1. Because prices are

lower, consumers increase their consumption from Q2 to Q3 and get more for their

money. (The more price-elastic or the flatter the demand curve [D], the greater the

change in quantity and the smaller the change in price.)
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Figure 5.1 Gains from the export trade

Opening up foreign markets to US

producers increases the demand for

their products, from D1 to D2. As a

result, domestic producers can raise

their price from P1 to P2 and sell a

larger quantity, Q3 instead of Q2.

Revenues increase by the shaded area

P2bQ3Q2aP1. The more price-elastic or

the flatter the supply function (S), the

larger the change in quantity and the

smaller the change in price.
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Domestic firms, their employees, and their suppliers lose. Because the price is

lower, domestic producers must move down their supply curve (S1) to the lower

quantity Q1. Their revenues fall from P2 × Q2 to P1 × Q1. In other words, the revenues

in the shaded L-shaped area bounded by P2aQ2Q1bP1 are lost. Of this total loss in

revenues, owners of domestic firms lose, on balance, the area above the supply

curve, P2abP1, representing profits. Workers and suppliers of raw materials lose the

area below the supply curve, Q2abQ1. This is the cost domestic firms do not have to

incur when they reduce domestic production fromQ2 toQ1, the payments that would

be made to domestic workers and suppliers in the absence of foreign competition. If

workers and other resources are employed in textiles because it is their best possible

employment, the introduction of foreign products can be seen as a restriction on

some workers’ employment opportunities. In summary, although international

trade lowers import prices and raises export prices in the domestic nation, the net

impact is expanded total available output and consumption opportunities for people

in the trading countries.

[See online Video Module 5.2 Distribution of gains and losses]

The effects of trade restrictions
Domestic restrictions on international trade undercut economic gains that result

when countries, and the people in them, exploit the benefits of trading according

to the law of comparative advantage. Restrictions also narrow markets. Thus,

they can undercut economies of specialization and scale in both resources and

production.
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Figure 5.2 Losses from competition with imported products

Opening up the market to foreign trade increases the

supply of textiles from S1 to S2. As a result, the price of

textiles falls from P2 to P1, and domestic producers sell a

lower quantity, Q1 instead of Q2. Consumers benefit

from the lower price and the higher quantity of textiles

they are able to buy, but domestic producers, workers,

and suppliers lose. Producers’ revenues drop by an

amount equal to the shaded area P2aQ2Q1bP1. Workers’

and suppliers’ payments drop by an amount equal to the

shaded area Q2abQ1. Starting at point c, a tariff or tax

equal to ad is levied, shifting the supply curve from S2 to

S1. In an industry whose costs are increasing, the increase

in price from P1 to P2 in the importing country is less

than the increase in the tariff (ad), because a price fall in

the exporting country absorbs some of the burden of

the duty.
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An examination of the impact of tariffs can illus-

trate the distributional impact of various forms of

trade protection. If tariffs are imposed on a foreign

good such as textiles, the supply of textiles will

decrease – say, from S2 to S1 in figure 5.2 – and

the price of imports will rise. As domestic demand shifts from the higher-priced

imported textiles to domestic sources, domestic producers will be able to raise their

prices too, and domestic production will go up. If the tariff is high and all foreign

textiles are excluded, the supply will shift all the way back to S1. A lower tariff will

have a more modest effect, shifting the supply curve only part way toward S1. The

price of textiles will rise and domestic producers will expand their production, but

imports will continue to come into the country. How much the price rises and the

quantity falls after the imposition of the tariff depends not only on how high the

tariff is, but also on how responsive consumers are to a price increase. The more

price-responsive consumers are, the greater the fall in the total quantity of textiles

consumed domestically and the less the rise in price for any given tariff.1

In summary, tariffs reduce the market supply in the country where they are

imposed, raise domestic market prices, and encourage domestic production, thereby

helping domestic producers and harming domestic consumers. Tariffs also narrow

the scope of markets, which means they can narrow the scope of specialization of

labor (and other resources) and reduce the benefits that come with specialization.

From the days of Adam Smith, many economists have favored the reduction, if not

elimination, of tariffs (and other forms of trade restrictions such as quotas) because

the benefits of specialization can expand with an expansion in the scope of markets.

The cases for and against protectionism have been extended in online Reading 5.2.

Also, in Reading 5.3 you will find a famous satire on protectionism written by

Frédéric Bastiat, a nineteenth-century French economist.

Special interests politics and trade restrictions
Tariffs promote a less efficient allocation of the world’s scarce resources, but

because domestic producers stand to gain private benefits from them we should

expect those producers to seek tariffs as long as their market benefits exceed the

political cost of acquiring protection. Politicians are likely to expect votes and

campaign contributions in return for tariff legislation that generates highly visible

A tariff is a special tax or duty on imported

goods that can be a percentage of the price

(ad valorem duty) or a specific amount per

unit of the product (specific duty).

1 An import quota has the same general effect as a tariff, although its price–cost effect can be

much more drastic. Both tariffs and quotas reduce the market supply, raise the domestic market

price, and encourage domestic production, thereby helping domestic producers and harming

domestic consumers. A quota is a physical or dollar-value limit on the amount of a good that can

be imported or exported during some specified period of time.
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benefits to special interests. Producers (and labor) usually will make the necessary

contributions because the elimination of foreign competition promises increased

revenues in the protected industries. The difference between the increase in profits

caused by import restrictions and the amount spent on political activity can be seen

as a kind of profit in itself. That is, the potential for the imposition of tariffs can be

expected to lead to lobbying efforts (or what economists call “rent seeking”).

Because lobbying for protection can soak up real resources, the aggregate economic

costs from protectionist policies can be greater than the loss from restricted imports.

In contrast to producers, consumers have reason to oppose tariffs or quotas on

imported products. Such legislation inevitably causes prices to rise, because a tariff

amounts to a subsidy to the domestic producer of the dutiable product, the cost of

which consumers of the product pay in higher prices. Consumers typically do not

offer very much resistance, as the financial burden that any one consumer bears

may be very slight, particularly if the tariff in question is small, as most tariffs are.

The benefits of a tariff accrue principally to a relatively small group of firms, whose

lobbyists may already be well entrenched in Washington. These firms have a strong

incentive to be fully informed on the issue and tomake campaign contributions. The

political influence of the producers can, at times, be offset partially by the political

activism of large retailers who bear some of the burden of protectionist policies

through higher prices of imported goods and through lower sales to American

buyers. Walmart, Sears, J. C. Penney, and Target have been active in opposing US

textile and apparel tariffs and quotas (Rivoli 2006).

Protection retaliation and trade wars
Tariffs (or quotas or other forms of protection) can lead tomore economic harm than

indicated above. This is because tariffs will cut production in the exporting coun-

tries, which then have reason to retaliate with protective tariffs of their own (1) to

increase employment in their own protected industries, and (2) to impose economic

costs on the foreign countries with the hope that these countries will reduce tariffs.

When the United States economy turned downward after the 1929 stock-market

crash, prices (especially in agriculture goods) began to fall and unemployment

began to rise. To reverse the price and unemployment trends, the US Congress

passed the Smoot-Hawley Tariff Act, which imposed higher tariffs, averaging 62

percent, on some 60,000 agricultural and industrial goods. Countries around the

world began retaliating with their own higher tariffs on American goods for the two

reasons given above. The resulting worldwide decay in international trade was a

major (but not only) contributor to the development of the Great Depression that

became global in scope (Eichengreen 1989; Crucini and Kahn 1996).

Trade protectionism poses a global Prisoner’s Dilemma. Every nation may have

strong domestic political incentives to impose protectionist measures for both
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employment and retaliatory purposes, but if all (or just a number of) nations impose

tariffs, then everyone can be worse off. The World Trade Organization was estab-

lished in 1995 to push for freer international trade and to mitigate, if not prevent,

“trade (protection) wars.” That is, the WTO was set up to discourage countries from

taking the noncooperative strategies in their ever-present Prisoner’s Dilemmas.

Nevertheless, destructive trade wars continue to break out, with the so-called

“bananawars” being a recent illustration. Europe peels back about 2.5 billion tons of

bananas a year. Since 1975, Europe has permitted the virtually unobstructed

importation of bananas from former colonies in Africa, the Pacific, and the

Caribbean, but has imposed heavy tariffs on bananas from Latin American countries

where bananas are grown on large, mechanized, and cost-effective farms. Major

Latin American farms are owned by US multinational companies whose CEOs have

been heavy contributors to the presidential campaigns in the 1990s, which helps

explain why in 1995 the United States filed a petition with the WTO, arguing that

European countries’ tariffs on bananas were violating WTO trade rules. The United

States won its case in 1996, causing the European Union to adjust trade policies, but

not to US satisfaction.

The United States responded by imposing a retaliatory tariff of up to 100 percent

on European products, ranging from Scottish cashmere to French cheese (Barkham

1999). The economies of former European colonies in the Caribbean – Martinique,

Dominica, Grenada, St. Lucia and St. Vincent, and the Grenadines – are heavily

dependent on bananas, and the European Union was reluctant to move rapidly

toward free trade despite the US retaliation. The United States filed another com-

plaint in 2001, arguing that the EU was not holding to the spirit of the WTO rules,

which caused the EU to relent and all but eliminate the trade protections on bananas

by 2006. In 2008, the EU finally negotiated a deal that would reduce its tariff on

Latin American bananas by close to 50 percent (€222 per ton to €114 per ton in

2016) (Fresh Plaza 2008).

As a consequence of such a deal, banana production for the European market can

be expected to shift gradually from Africa, the Caribbean, and the Pacific to Latin

American countries. The freer trade can be expected to lead to aggregate gains for

the world, but the distributional effects should be noted. The most notable negative

effect is that the beneficiaries of EU banana protection will have to lower their prices

as they lose market share (with many high-cost producers going out of business and

unemployed workers having to find other jobs). Prices of bananas can be expected

to fall in Europe; however, with the increase in demand for Latin American bananas,

the price of bananas in the United States and elsewhere is likely to go up as banana

sales move toward Europe.

In early 2009, the European Union threatened to ban the importation of beef

treated with hormones on the grounds that the hormones could impair consumer
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health. Seeing the proposed ban on beef imports into Europe as nothing more than

protectionism for EU cattlemen, the United States threatened to impose retaliatory

tariffs (as high as 100 percent) on a range of gourmet foods imported from European

countries, from mineral waters to high-end chocolates (Chung 2009).

In late 2009, another trade war was brewing between China and the United States

over the importation of Chinese tires into the United States. In September, the

Obama administration raised the US tariff on Chinese tires from 4 percent to 35

percent (with the encouragement of the Steelworkers union) on the grounds that the

Chinese government was heavily subsidizing tire production. The Chinese govern-

ment responded by threatening to impose duties of its own on Chinese imports of

chickens and cars from the United States and to file a complaint with the World

Trade Organization (Dyer and Braithwaite 2009). Such continuing and erupting

trade disputes, of course, can end up making citizens in the affected countries

worse off.

Interconnections of comparative advantage
The discussion of comparative advantage to this point might leave the impression

that a country’s comparative advantage in the production of a good (or an array of

goods) is solely a function of production costs and efficiencies within that country.

China’s comparative advantage in, say, toys may be a function only of its cheap

labor (and other cheap resources). That is hardly the case in today’s global econo-

mies. Given how many computers are produced in China, China obviously has a

comparative cost advantage in computers – but that may be the case partly because

it buys (and imports) microprocessors from US-based Intel and AMD (and other

components from other companies in other countries) at lower costs than it can

develop and produce them.

China’s comparative advantage in the production of many goods leads to its

ever-expanding exports to the United States. But then, because the United States

buys so many goods from China, the United States produces a lot of garbage,

which gives it a comparative advantage in recyclable waste paper, plastics, and

aluminum cans. Indeed, by volume (weight, not dollar value), garbage has for

years been the United States’ number one export category (McCormack 2008),

and a lot of the United States’ garbage is exported back to China for reprocess-

ing into many of China’s toys and household goods that are returned to the

United States. This is to say, if the United States didn’t have such a strong com-

parative advantage in garbage, China might not have such a strong comparative

advantage in so many of the products it produces with imported garbage as a cheap

input.

For a discussion of how international trade has evolved over the centuries, see

online Perspective 5, The travels of a T-shirt in a global economy.
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Global economics: international finance

People rarely barter to consummate trades, particularly long-distance trades.

Exchanging one toy for two pens or three pots for the rear end of a steer simply is

not practical. Because the bartering seller must also be a buyer, buyers and sellers may

have to incur very substantial costs to find one another, even in the domestic market.

When people are separated by hundreds or thousands of miles, national boundaries,

and foreign cultures and languages, barter is all the more complicated. We rarely see

exporters acting as importers, exchanging specific exports for specific imports,

although barter is not absent in international trade, mainly as a means of avoiding

trade restrictions and taxes. (If you are someonewho does a lot of international business

and travel, you probably understand exchange rates and currency conversion well;

you might skip to the section on the “Determination of the exchange rate” on p. 177.)

The process of international monetary exchange
Imagine you own a small gourmet shop that carries special cheeses. You may buy

your cheese either domestically – cheddar from New York, Monterey Jack from

California – or abroad. If you buy from a domestic firm, it is easy to negotiate the

deal and make payment. Because the price of cheese is quoted in dollars and the

domestic firm expects payment in dollars, you can pay the same way you pay other

bills – by writing a personal check. Only one national currency is involved.

Purchasing cheese from a French cheese maker is a little more complicated, for

two reasons. First, the price of the cheese will be quoted in euros. Second, you will

want to pay in dollars, but the French cheesemakermust be paid in euros. Either you

must exchange your dollars for euros, or the cheese maker must convert them to

euros. At some point, currencies must be exchanged at some recognized foreign

exchange rate. Before you buy, you will want to compare the prices of French and

domestic cheeses. To do so, you must convert the euro price of cheese into its dollar

equivalent. To do that, you need to know the interna-

tional exchange rate between dollars and euros. Once

you know the current exchange rate, conversion of

currencies is not difficult.

Assume that you want to buy €5,000 worth of

cheese, and that the international exchange rate

between dollars and euros is $1.25 (that is, $1.25 buys €1), roughly the exchange

rate as this chapter was being finalized. This means that €5,000 will cost you

$6,250.

The international exchange rate determines the dollar price of the foreign goods

you want to buy. A different exchange rate would have changed the dollar price of

cheese. For instance, suppose the exchange rate rose from $1.25 = €1 to $2.00 = €1.

The international exchange rate is the price of

one national currency (such as the euro)

stated in terms of another national currency

(such as the dollar). In other words, the

international exchange rate is the dollar price

you must pay for each euro you buy.
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In the jargon of international finance, such a change

represents a depreciation of the dollar. The dollar has

depreciated relative to the euro because it now takes

more dollars to buy one euro, or a single dollar now

buys fewer euros. This necessarily means that the

euro has appreciated relative to the dollar because it

now takes fewer euros to buy a dollar (0.5 euros now buys a dollar as opposed to 0.8

before).

As an American, your willingness to buy French cheese obviously depends on the

euro price of cheese and the exchange rate between dollars and euros. If the euro

price of cheese increases or decreases, your dollar price increases or decreases at any

given exchange rate. If the dollar depreciates relative to euros, the dollar price of

French cheese rises. It is very likely you (and other Americans) will be inclined to

import less because American cheese consumers will buy less at the higher price.

On the other hand, if the dollar appreciates (that is, if a dollar buys more euros), the

dollar price of French cheese falls. Very likely, you will import more because you

can lower your own price and sell more.

In general, depreciation of the dollar discourages imports and encourages

exports, which reduces a merchandise balance of trade deficit (when imports exceed

exports), or increases a merchandise balance of trade surplus (when exports exceed

imports) in the long run. These long-run consequences of changes in the interna-

tional rate of exchange are summarized in table 5.1.2

A depreciation of a national currency, such as

the dollar, is a reduction in its exchange value

or purchasing power, brought about by

market forces, in relation to other national

currencies.

Table 5.1 Likely long-run effects of depreciation and appreciation of the

dollar on US exports and imports

Depreciation of dollar Appreciation of dollar

Price of exports Decrease Increase

Total dollar value of exports Increase Decrease

Price of imports Increase Decrease

Total dollar value of imports Decrease Increase

2 In the (very) short run, however, a depreciation in the dollar can increase the dollars we spend on

imports and reduce the dollars we receive from our exports because we will have to spend more

dollars on each imported item and we will receive fewer dollars on each exported item. This

short-run reduction in revenue from exports after a depreciation in the dollar, followed by a

long-run increase in revenue from exports, is often referred to as the “J-curve phenomenon”

(Dornbush and Krugman 1976). Thus, although a depreciation in the exchange rate will even-

tually achieve a balance of trade equilibrium as shown in table 5.1, it may take some time.
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The exchange of national currencies
Assume that as a cheese importer you have figured the dollar price of French cheese

using the exchange rate, and you find it satisfactory. Because your American

customers pay for their groceries in dollars, that is the currency you receive when

you sell the cheese. Yet cheese makers in France want euros since that is what they

need to pay for their mortgages and groceries. How do you convert your dollars into

euros?

Again, if you want to buy French cheese and need euros, a bank will exchange

your dollars for you. Banks deal in different currencies for the same reason that

businesspeople trade in commodities – to make money. An automobile dealer buys

cars at a low price with the hope of selling them at a higher price. Banks do the same

thing, except that their commodities are currencies. They buy dollars and pay for

them in euros, pounds, and yen, with the idea of selling them at a profit. So you can

use dollars to buy the euros you need from an American bank, and have those euros

transferred to the account of the French cheese maker. Or you can pay for your

French cheese by writing a check against your dollar checking account in the United

States and send the check to the French firm.3 The French cheese maker will accept

the check knowing that your dollars can be traded for euros (that is, sold to a French

bank) at the rate of exchange. Of course, if you expect the French cheese maker to

accept a check in dollars, you will have to pay more to compensate him for the cost

of converting the dollars into euros. Either way, you will have to pay a premium for

the euros since, as indicated, banks are in the business of selling currencies for a

profit.

This hypothetical purchase of French cheese leads to an important observation.

Be it cheese, or watches, or anything else, a US import will increase the dollar

holdings of foreign banks. So will American expenditures abroad, whether for tours

or for foreign stocks and bonds. Americans must have euros to buy goods and

services in most European countries; therefore, they must offer American dollars in

exchange. Foreign banks end up holding some of the dollars that Americans have

used to buy euros, and other foreign currencies. And as these purchases increase the

dollars they are holding relative to other currencies, the value of dollars declines

relative to the value of other currencies on the foreign exchange market.

In the same way, US exports reduce the dollar holdings of foreign banks. Exports

are typically paid for out of the dollar accounts of foreign banks. Foreign expendi-

tures on trips to the United States or on the stocks and bonds of US corporations

have the same effect. They reduce the dollar holdings of foreign banks and increase

3 Instruments of exchange other than checks are often used in international transactions. The

process, however, is essentially the same.
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the foreign currency holdings of US banks. In this case, the value of dollars increases

relative to the value of other currencies on the foreign exchange market.

As the dollar depreciates or appreciates, market forces come into play that

counteract the move in the dollar’s value. For example, depreciation of the US

dollar in the exchange rate will have several effects, all tending to reduce the

number of dollars coming onto the international money market. As explained

earlier, the exchange will make French goods more expensive for Americans to

buy. Thus it will tend to reduce US imports and, accordingly, the number of dollars

that must be exchanged for foreign currencies. Depreciation will also tend to reduce

the price of American goods to foreigners. For instance, at an exchange rate of $1.25

for €1, the euro price of a $1 million American computer is €800,000. At an

exchange rate of $1.50 for €1, the euro price of the same computer is €666,667 –

a substantial reduction in price. To buy American goods at the new lower euro price,

the French will increase their demand for dollars. Again, the quantity of dollars

being offered on the money market will fall, and the growth in foreign dollar

holdings will be checked.

Determination of the exchange rate
As with the prices of most things, exchange rates are determined by the forces of

demand and supply, although governments often interfere to alter the rate from what

market forces alonewould have produced.When there is no government interference,

the rates are dubbed “free” or “floating.” When government intervenes by having the

central bank or some other government agency buy or sell currency in the foreign

exchange markets, the exchange rates are dubbed

“fixed” (also “pegged”), or kept within specified limits.

From 1945 to 1971, the dollar exchange rates for all

currencies were basically fixed by the US govern-

ment. Since 1971, however, rates have been set flex-

ibly, with some government intervention in a “dirty,”

ormanaged, floating exchange rate system, in which

the prices of currencies are partly determined by

competitive market forces and partly determined by

official government intervention. That is, govern-

ments may not prevent minor movements in exchange rates, but will try to keep

the exchange rate from changing substantially during any short period of time.

National currencies have a market value – that is, a price – because individuals,

firms, and governments use them to buy foreign goods, services, and securities.

There is a market demand for a national currency such as the euro. Furthermore,

the demand for the euro (or any other currency) slopes downward, like curve D in

figure 5.3. To see why, look at the market for euros from the point of view of US

A free exchange rate system is one in which

the prices of all national currencies in terms of

other national currencies are determined by

the unfettered forces of the supply of and

demand for national currencies.

A fixed exchange rate system is one in which

the prices of currencies are established and

maintained by government intervention.

Under such systems, governments become

active traders in their currencies.
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residents. As the dollar price of the euro falls (it takes fewer dollars to buy €1, or

more euros can be bought for $1), the price Americans must pay for European goods

also falls. As a result, Americans will want to buy more European goods. They will

require a larger quantity of euros to complete their transactions. As the price of

euros goes down, the quantity demanded of euros goes up – and correspondingly, as

the price of euros goes up, the quantity demanded of euros goes down.

The supply of euros coming onto the market reflects the European demand for

American goods, services, and securities. To get American goods, Europeans need

dollars. They must pay for those dollars with euros, and in doing so they supply

euros to the international money market. As the dollar price of the euro increases,

the price of American goods to the Europeans falls. To take advantage of the

increased dollar price of euros, Europeans buy a larger quantity of American

goods, which means that they need more dollars and must offer more euros to get

them. Therefore, the quantity of euros supplied on themarket rises as the dollar price

of euros rises. Thus, the supply curve for euros slopes upward to the right, like curve

S in figure 5.3.

The buyers and sellers of euros make up what is loosely called the international

money market in euros. Banks are very much involved in such markets. They buy

euros from the sellers (suppliers) and sell them to the buyers (demanders). As in other

markets, the interaction of suppliers and demanders determines the market price.

That is, given the supply and demand curves in figure 5.3, in a competitive market

the dollar price of the euro will move toward the equilibrium point at E involving the

intersection of the supply and demand curves. The equilibrium price, or exchange

rate, will be ER2, the price at which the quantity of euros supplied exactly equals the

quantity of euros demanded.
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Figure 5.3 Supply and demand for euros on the

international currency market

The international exchange rate between the dollar and

the euro is determined by the forces of supply and

demand, with the equilibrium at E. If the exchange rate

is below equilibrium, say at ER1, the quantity of euros

demanded, shown by the demand curve, will exceed the

quantity supplied, shown by the supply curve.

Competitive pressure will push the exchange rate up. If

the exchange rate is above equilibrium, say, at ER3, the

quantity supplied will exceed the quantity demanded

and competitive pressure will push the exchange rate

down. Thus the price of a foreign currency is determined

in much the same way as the price of any other

commodity.
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At the market equilibrium point, no build-up of dollars or euros occurs in the

accounts of foreign banks. European and US banks have no reason to modify the

exchange rate to encourage or discourage the purchase or sale of either currency. In

the language of international finance, the net balance of payments coming into and

going out of each country is zero.

If the exchange rate is below equilibrium level – say, ER1 – the quantity of euros

demanded will exceed the quantity supplied. An imbalance of payments will

develop. Again in the jargon of international finance, the United States will develop

a balance of payments deficit – a shortfall in the quantity of a foreign currency

supplied. (This is a conceptual definition. When it comes to defining the balance of

payments deficit in a way that can be measured by the Department of Commerce,

economists are in considerable disagreement.)

As in other markets, this imbalance will eventually right itself. Because of the

excess demand for euros, European banks will accumulate excess dollar balances –

they will want to buy more euros than they can at the prevailing dollar price for

euros, which is the same as wanting to sell more dollars than they can at the

prevailing euro price for dollars. Competitive pressure will then push the exchange

rate back up to ER2. People who cannot buy euros at ER1 will offer a higher price. As

the price of euros rises, French goods will become less attractive to Americans, and

the quantity of euros demanded will fall. Conversely, American goods will become

more attractive to the French, and the quantity of euros supplied will rise.

Similarly, at an exchange rate higher than ER2 – say, ER3 – the quantity of euros

supplied will exceed the quantity demanded. The surplus of euros will not last

forever, however. Eventually the exchange rate will fall back toward ER2, causing

an increase in the quantity of euros demanded and a decrease in the quantity

supplied. In short, in a free foreign currency market, the price of a currency is

determined in the same way as the prices of other commodities.

The two major advantages of a floating system of monetary exchange are (1) that

free market forces exclusively and automatically determine exchange rates without

government intervention, controls, or regulations; and (2) external adjustment,

under favorable conditions, is attained without requiring major domestic or internal

price, income, or employment changes. A floating system’s one major disadvantage

is that instability in the form of possible frequent, hard-to-predict, and large

fluctuations could discourage international trade, transactions, and investment.4

4 However, it needs to be noted that since flexible exchange rates were reintroduced in 1971, the

volume of world trade has significantly increased, despite considerable volatility in exchange

rates. At the same time, the realized volume of trade could be lower than what would have

occurred without the shift from fixed to flexible exchange rates.
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Exchange rates and changes in domestic market conditions
By modifying exchange rates to correct for imbalances in payments, the interna-

tional money market can accommodate vast changes in the economic conditions of

nations engaged in trade. A good example is the way the market handles a change in

consumption patterns. These changes in consumption, and hence in foreign

exchange rates, can be caused by changes in a nation’s tastes and preferences,

real income, level of prices (including interest rates), costs, and expectations as to

future exchange rates.

A change in preferences
Suppose that American preferences for French goods – say, wines and perfumes –

increase for some reason. The demand for euros will increase because Americans

will need more of them at every dollar price to buy the additional French goods they

desire. If, as in figure 5.4, the US demand for euros shifts from D1 to D2, the quantity

of euros demanded at the old equilibrium exchange rate of ER1 will exceed the

quantity supplied by Q3 − Q1. Those who cannot buy more euros at ER1 will offer to

pay a higher price. The exchange rate will rise toward the new equilibrium level of

ER2 as the equilibrium point shifts from E1 to E2. As the dollar depreciates in value,

which is the same as an increase in the dollar price for euros, the imbalance in

payments is eliminated.

A change in real income
Now suppose that Americans’ real incomes rise. Americans will be likely to demand

more foreign imports, both directly and in the form of domestic goods that incor-

porate foreign parts or materials. Either way, an increase in real incomes leads to an
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Figure 5.4 Change in the demand for

euros

An increase in the demand for euros

from D1 to D2 will give rise to a

shortage of euros at the exchange rate

ER1. The exchange rate will rise from

ER1 to ER2, eliminating the shortage.
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increase in the demand for foreign currencies. Again the demand for euros will rise,

as in figure 5.4. The dollar price of euros will rise with it to bring the quantity

supplied into line with the quantity demanded.

A change in the rate of inflation
A change in the rate of inflation can have a similar effect on the exchange rate. If the

inflation rates are about the same in two nations that trade with each other, the

exchange rate between their currencies will remain stable, everything held constant.

Because the relative prices of goods in the two nations stay the same, people will

have no incentive to switch from domestic to imported goods, or vice versa. If one

nation’s inflation rate exceeds another’s, however, the relative prices of foreign and

domestic goods change. If prices increase faster in the United States, for example,

Americans will want to buy more foreign goods and fewer domestic goods.

Foreigners, on the other hand, will have an incentive to buy more goods from

their own countries, where prices are not rising as fast as in the United States. In

sum, a higher US inflation rate spells a rise in the demand for foreign currencies, a

fall in their supply, and a depreciation of the dollar. This increases the dollar price of

foreign currencies and, therefore, increases the dollar price of foreign goods. Similar

flows occur when interest rate differentials exist between nations.

Monetary and fiscal policies
A host of government policies, most notably monetary and fiscal policies, can affect

international exchange rates, as we will see below. We also will see how managed

exchange rates can affect domestic fiscal policies.

Monetary policy
Monetary policy conducted by the Federal Reserve in the United States can affect

international exchange rates through interest rates and inflation. When monetary

policy is “eased” (which means the Fed steps up the growth in dollars) while

monetary policy abroad is held constant, short-term interest rates in the United

States can fall relative to interest rates that can be secured abroad. Many people

and businesses with dollar balances can be expected to seek the higher interest

rates abroad, which will give rise to a higher demand for euros (and other

currencies). The higher euro demand can translate into a higher price of euros,

which spells a depreciation of the dollar, a force that can curb imports and expand

exports.

The long-run effects of an easy money policy can be the exact opposite, because

the higher growth rate in the money supply can feed domestic inflation that can

increase the domestic demand for relatively lower priced imports and decrease the

foreign demand for relatively more expensive US exports in foreign markets.
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Fiscal policy
Federal government fiscal (or tax and expenditure) policies can also have exchange

rate effects through interest rates. Suppose the US government increases its budget

deficit due to increased social or military spending (or the government bailout and

stimulus expenditures following the recent world financial crisis). The government

will have to issue bonds to cover the deficit. The greater supply of government

bonds can mean that the government will have to pay higher interest rates.

Attracted by the higher interest rates, foreign investors can be expected to demand

more dollars and, in the process, supplymore, say, euros. The greater supply of euros

on international moneymarkets can be expected to cause a fall in the exchange rate,

which translates into an appreciation of the dollar. The appreciation of the dollar

will give rise to a reduction in the dollar prices of foreign goods, which means more

imports. The dollar’s appreciation will also mean that US exports become more

expensive in foreign countries, which means fewer US exports.

The impact of exchange rates on exports and imports can cause countries to

manage their exchange rates. To spur its exports, and domestic growth, China has

for a number of years followed a policy course of holding down the international

value of its currency, the yuan, by 15 to 40 percent (Navarro 2008). By deliberately

depreciating the value of the yuan (which means the Chinese government has raised

the yuan price of dollars), China has lowered the price of its exports to the United

States (and elsewhere) and increased the price of imports. A principal way the

Chinese government can hold the yuan price of dollars above its equilibrium level

is through buying up the resulting market surplus of dollars.

Because of its abundant supply of cheap labor (made all the cheaper by the

decades of Communist Party rule that suppressed productivity growth in all phases

of the economy), China would today have a significant comparative advantage in

many manufactured goods. However, China’s policy toward the yuan has distorted

the country’s comparative advantage. Lax environmental and workplace regula-

tions have further distorted China’s comparative advantage (Navarro 2008).

Through such distortions, China has made many manufactured goods cheap for

Americans, thus making life all the easier for US importers but more difficult for US

manufacturers and exporters.

Accordingly, China’s efforts to hold down the value of its yuan has been a source

of the United States’ substantial and growing balance of trade deficit with China

(which surpassed $250 billion during 2008, up from $200 billion in 2006 [Reuters

2009]). China’s corrresponding trade surpluses have meant that China has peren-

nially piled up dollar balances. To get something in return for the country’s exports

to the United States, the Chinese government has used its dollar balances to buy

interest-earning US government securities. China’s demand for government

182 Microeconomics for MBAsA



securities, in turn, has held down the interest rate on the securities, which has made

US government deficit spending all the cheaper and more politically attractive.

China’s exchange rate policy very well could have been an international economic

force that contributed to the credit upsurge in the United States, fueling the housing

bubble and burst in the 1990s and early 2000s. The growing volume of cheap goods

from China could have held down inflation in the United States, enabling the

Federal Reserve to lower interest rates and expand the money supply in the 2000–3

period with the hope of combating a potential recession after 9/11 (Norberg 2009,

chapter 2). It also could have marginally added to US budget deficits, reflected

in greater federal government (military and social) expenditures and lower taxes

than the United States could have afforded had China allowed the yuan to seek its

free-market value.

Green economics: external costs and benefits

During the past half century, environmental economics has grown in prominence

within the economics discipline and public policy arenas because of the growth in the

world population and production that increases demands on environmental resources

worldwide that, formany, are becoming increasingly scarce. Environmental scientists

and activists have reached a growing consensus that humans have been doing

irreparable damage to the planet and that continued global warming is very likely

during the next century. The United States, as the largest energy-consuming country

in theworld, of course, has the largest economy and largest carbon footprint. The total

annual energy (measured in thousands of tons of oil equivalent across all energy

sources) consumed in the United States in 2005 (the latest year of available data) was a

third higher than the total energy consumed in the next closest energy-using country,

China, and over four times the total energy consumed by the fifth-largest energy-

using country, Japan (Buurma 2009, citing the International Energy Agency). And

global warming can have an array of economic effects, not the least of which are the

destruction of arable farmlands and the damage tomajor cities along all of the world’s

coastlines as sea levels rise (if the science of global warming proves accurate). Former

Vice President and presidential candidate Al Gore elevated public political interest in

environmental issues through the release of his book and film,An Inconvenient Truth,

and through public awareness lectures around the world for which he was awarded

the 2007 Nobel Peace Prize.

Nevertheless, as there are almost always two sides to any scientific debate, many

of the policy issues surrounding global warming remain highly contentious. We will

not seek to settle the scientific debate on the impact of human economic activity on

global warming or any other environmental issue. Key facts in the debate are that

carbon dioxide emissions from energy consumption in the United States grew by
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close to a fifth between 1990 and 2006 (from 5.0 billion metric tons in 1980 to 5.9

billion metric tons in 2006) (Energy Information Administration 2007). Still, CO2

emissions per dollar of gross domestic product declined by about an eighth during

the last decade of the twentieth century (US Department of State 2002). However, it

needs to be noted that China’s CO2 emissions, coming primarily from coal-burning

electricity plants (which it planned to continue to expand over the next decade or

more), more than doubled from 1986 and 2006 (Krugman 2009).

Rather than debate the statistics and effects of pollutants here, we seek a more

modest objective: to describe how economists think about environmental problems

(assuming that human activity exacerbates environmental decay independent of

natural forces) and solutions to them. The first goal of economic thinking is to

ensure that environmental damage is not made worse by policy solutions. A second,

but just as important, goal is that environmental decay is remedied by the least

costly policy courses. In Part B, we will address how environmental controls in some

countries (the United States and Western Europe) can be linked to environmental

degradation in other countries (China and India).

Competitive markets and environmental failures
In a competitive market, producers must minimize their production costs at each

level of production and quality in order to lower their prices, increase their pro-

duction levels, and improve the quality of their products. The supply curve marks

the success of their efforts. Consumers demonstrate how much they value another

unit of the product by their willingness to pay for it, a willingness shown by the

demand curve. In a competitive market, production will move toward the intersec-

tion of the market supply and demand curves – Q1 in figure 5.5. At that point, the
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Figure 5.5 Marginal benefit versus marginal cost

The demand curve reflects the marginal

benefits of each loaf of bread produced. The

supply curve reflects the marginal cost of

producing each loaf. For each loaf of bread up

to Q1, the marginal benefits exceed the

marginal cost. The shaded area shows the

maximum welfare that can be gained from the

production of bread. When the market is at

equilibrium (when supply equals demand), all

those benefits will be realized.
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marginal cost of the last unit produced will equal its marginal benefit to consumers.

(For a review of why Q1 is the efficient, welfare-maximizing output level, see the

discussion on market efficiency in figure 3.8 in chapter 3.)

The output results cannot be achieved unless competition is intense, buyers

receive all the product’s benefits, and producers pay all the costs of production. If

such optimum conditions are not achieved, the mar-

ket fails, or there is a so-called market failure.

One potential for such failure occurs when

exchanges between buyers and sellers affect people

who are not directly involved in the trades; they

are said to have external effects, or to generate

externalities. When such effects are pleasurable

they are called external benefits. When they are

unpleasant, or impose a cost on people other than

the buyers or sellers, they are called external costs. The effects of external costs and

benefits on production and market efficiency can be seen with the aid of supply and

demand curves.

External costs
Figure 5.6 represents the market for a paper product. The market demand curve, D,

indicates the benefits consumers receive from the product. To make paper, the

producers must pay the costs of labor, chemicals, and pulpwood. The industry

supply curve, S1, shows the cost on which paper manufacturers must base their

production decisions. In a highly competitive market, the quantity of the paper

product that is bought will be Q2, and the price paid by consumers will be P1.
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Figure 5.6 External costs

Ignoring the external costs associated with

the manufacture of paper products, firms

will base their production and pricing

decisions on the supply curve S1. If they

consider external costs, such as the cost of

pollution, they will operate on the basis of

the supply curve S2, producingQ1 instead of

Q2 units. The shaded area abc shows the

amount by which the marginal cost of

production of Q2 � Q1 units exceeds the

marginal benefits to consumers. It indicates

the inefficiency of the private market when

external costs are not borne by producers.

A market failure occurs when maximum

efficiency is not achieved by trades (which

means that part of the excess benefits shown

by the shaded area in figure 5.5 are not

realized by either buyers or sellers).

Externalities are the positive or negative

effects that exchanges may have on people

who are not in the market. They are

sometimes called third-party effects.
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Producers may not bear all the costs associated with production, however. A by-

product of the production process may be waste dumped into rivers or emitted into the

atmosphere. The stench of productionmay pervade the surrounding community. Towns

located downstream may have to clean up the water. People may have to paint their

houses more frequently or seek medical attention for eye irritation. Homeowners may

have to accept lower prices than usual for their property. All these costs are imposed on

people not directly involved in the production, consumption, or exchange of the paper

product. Nonetheless, these external costs are part of the total cost of production to

society (or just to all affected parties). When the external costs in the form, say, of CO2

emissions give rise to a depletion of the ozone layer in the atmosphere and contribute to

global warming, then costs of production (or consumption) are spread globally and all of

the world’s current and future inhabitants can bear a part of the costs.

In a highly competitive market, in which all participants act independently, sur-

vival may require that a producer impose external costs on others. An individual

producer who voluntarily installs equipment to clean up pollution will incur costs

higher than those of its competitors and will not be able to match price cuts. In the

long run, it may be out of business. Other producers may not care whether they cause

harm to others by polluting the environment. Even socially concerned producers may

not be able to abate the pollution because of the competitive consequences. Producers

who care about the environment are in a classic Prisoner’s Dilemma, with the result of

the extant incentives inducing them to forgo the cooperative solution and endure a

level of environmental degradation that they do not want, but have to suffer.

The supply curve S2 incorporates both the external production costs of pollution

and the private costs borne by producers. If producers have to bear all those costs,

the price of the product will be higher (P2 rather than P1), and consumers will buy a

smaller quantity (Q1 rather than Q2). Thus the true marginal cost of each unit of

paper between Q1and Q2 is greater than the marginal benefit to consumers. The

marginal cost of those units exceeds their marginal benefit by the shaded triangular

area bounded by abc in figure 5.6, which is a measure of market inefficiency (or the

extent of the market failure).5

5 Inefficiency is the amount bywhich the costs of doing anything exceeds the benefits. In figure 5.6,

the total benefits from Q2−Q1 units equals the area under the demand curve between those two

quantities, or Q1acQ2. (The points on the demand curve are the marginal values of each and

every unit, which means the total value of all units is the sum of their marginal values.) The total

costs of producing those units is greater, the area under the supply curve bounded by Q1abQ2. (The

points on the supply curve reflect the marginal costs of each and every unit. The total costs

between Q1 and Q2 are the sum of themarginal costs for each of those units, or the area bounded by

Q1abQ2.) The inefficiency from producing Q2−Q1 units is the difference between the total costs

(Q1abQ2) and total benefits (Q1acQ2), which equals the triangular area abc.
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If consumers have to pay for external costs, the price of the good will rise to P2.

Consumers will value other goods more highly than those units. In a sense, then, the

paper manufacturers are overproducing by Q2 − Q1 units. Pollution that gives rise to

the overproduction of paper also gives rise to an underproduction of other goods, as

well as an underproduction of a higher-quality environment. It’s easy to think that

the culprits in the pollution problem are the producers, but their competitive market

prediction can trap them in a Prisoner’s Dilemma. Even when they care about the

environment, they cannot organize themselves to curb production and pollution.

But then consumers could also be seen as culprits, since they are buying “too much”

at “too low” prices. They also could solve the pollution problem, but they are in a

competitive Prisoner’s Dilemma and can’t organize themselves to curb their exces-

sive purchases.

Other examples of external costs that encourage overproduction are highway

congestion and the noise in and around airports. The argument also can be extended

to include such examples as the death and destruction caused by speeding and

reckless driving. If government does not penalize such behaviors, people will over-

produce them, at a potentially high external costs to others. In the same way, adult

bookstores, street drugs, and brothels can impose costs on neighboring businesses.

Their often sordid appearance may drive away many people who might otherwise

patronize more reputable businesses in the area. Cell phones have been found to be a

significant distraction to drivers, causing more accidents and deaths on highways.

Cell phone users in effect impose external costs on drivers around them in the form

of a greater risk of being in an accident with the cell phone users. Cell phone users

might prefer that the externalized risks be reduced, but simply becausemuch of their

risk cost is externalized, the vast majority of cell phone users continue to use their

phones unless penalized for doing so. The logic of external costs and the Prisoner’s

Dilemma has caused California and other states to ban drivers from using cell

phones while on the road.

The problem computer users in and out of business experience with spam can also

be understood as a pollution problem, both for spammers and spammees.We discuss

spam as a pollution and Prisoner’s Dilemma problem in online Reading 5.4 for this

chapter.

External benefits
Sometimes market inefficiencies are created by external benefits. Market demand

does not always reflect all the benefits received from a good. Instead, people not

directly involved in the production, consumption, or exchange of the good receive

some of its benefits.

To see the effects of external benefits on the allocation of resources, consider the

market for flu shots. The cost of producing a vaccine includes labor, research and
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production equipment, materials, and transportation. Assuming that producers bear

all those costs, the market supply curve will be S in figure 5.7.

The fact that manymillions of people pay for flu shots every year shows that there

is a demand, illustrated by curve D1. In getting shots, people receive important

personal benefits and also provide external benefits for others. By protecting

themselves, they reduce the probability that the flu will spread. When others escape

the medical expenses and lost work time associated with the flu, those benefits are

not captured in the market demand curve, D1. Only in the higher societal demand

curve, labeled D2, are those benefits realized. Left to itself, a highly competitive

market will produce at the intersection of the market supply and market demand

curves (S andD1), or at point c. At that point, the equilibrium price will be P1 and the

quantity produced will be Q1. If external benefits are considered in the production

decision, however, the marginal benefit of flu shots between Q1 and Q2 (shown by

the demand curve D2) will exceed their marginal cost of production (shown by the

supply curve).

In other words, if all benefits, both private and external, were considered, Q2 shots

would be produced and purchased at a price of P2. AtQ2, themarginal cost of the last

shot would equal its marginal benefit. Social welfare would rise by an amount equal

to the triangular shaded area abc in figure 5.7. The problem of this external benefit is

even worse when production problems reduce the quantity of flu shots available

below the quantity people want at prices that normally cover the marginal cost of

production, as was the case in the fall of 2004 in the United States. Long lines for the

shots formed all across the country.

Because a free market can fail to capture such external benefits, government

action to subsidize flu shots may be justified. On such grounds governments all over

the world have mounted programs to inoculate people against diseases such as
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Figure 5.7 External benefits

Ignoring the external benefits of getting flu

shots, consumers will base their purchases

on the demand curve D1 instead of D2.

Fewer shots will be purchased than could be

justified economically – Q1 instead of Q2.

Because the marginal benefit of each shot

between Q1 and Q2 (as shown by demand

curve D2) exceeds its marginal cost of

production, external benefits are not being

realized. The shaded area abc indicates

market inefficiency.
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smallpox. The external benefits argument has been used to justify (up to a point)

government support of medical research and also can be extended to other public

services. For example, city buses provide direct benefits to the general population,

and education that leads to an informed and articulate citizenry raises both the level

of public discourse and the general standard of living.6

The analysis of external benefits in this section is widely applicable to a range of

activities, for example beautification of communities through planting trees and

flowers and disposing of litter. Because the benefits are externalized for such

activities, or are provided to everyone once the activities are undertaken, no one

can charge for them, which means they can be underproduced, if they are produced

at all, in market settings (although there are market solutions for some such

externality problems, as we will see later in the chapter).

[See online Video Module 5.3 External costs and benefits]

The pros and cons of government action
Perhaps more often than not, exchanges between buyers and sellers affect others.

People buy clothes for comfort and protection, but most people value the appear-

ance of clothing at least as much as its comfort. We choose clothing because we

want others to be pleased or impressed (or perhaps irritated). The same can be said

about the cars we purchase, the places we go to eat, the DVDs we buy, the haircuts

and styling we get, and even the MBA programs we select. We impose the external

effects of our actions deliberately as well as accidentally.

The presence of externalities in economic transactions does not necessarily mean

that government should intervene. First, the economic distortions created by some

externalities are often quite small, if not inconsequential. So far, our main examples

of external costs and benefits have involved possibly significant distortions of

market forces. In figure 5.8, however, the supply curve S2, which incorporates

both private and external costs, lies only slightly to the left of the market supply

curve, S1. The difference between the market output level, Q2, and the optimum

output level, Q1, is small, as is the market inefficiency, shown by the shaded

triangular area. Little can be gained, therefore, by government intervention.

This limited benefit must be weighed against the cost of government action.

Whenever government intervenes in any situation, agencies are set up, employees

6 The ratio of public to private benefits varies by educational level. Elementary school education

develops crucial social and communication skills; its private benefits (or those benefits

received by the people who are educated) are largely side effects. At the college level, however,

the private benefits to students may dominate the public benefits. Thus elementary education

is supported almost entirely by public sources, whereas college education is only partially

subsidized.
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are hired, papers are shuffled, and reports are filed. Almost invariably, suits are

brought against firms and individuals who have violated government rules, often

obscure and sometimes silly. In short, significant costs can be incurred in trying to

correct small market inefficiencies. If the cost of government intervention exceeds

the cost of the market’s inefficiencies, government action will actually increase

inefficiency, even if the government action corrects the market inefficiencies.

A second reason for limiting government action is that it generates external costs

of its own. When government dictates the construction methods to be used in

building homes, the way firms should reduce pollution, and who has the qualifica-

tions to cut hair, regulation costs are created. Those whose services are regulated

bear these costs, as do their customers. We may agree with some government rules

but strenuously object to others.

In certain markets, government action may not be necessary. Over the long run,

some of the external costs and benefits that cause market distortions may be

internalized. That is, they may become private costs and benefits. Suppose the

development of a park would generate external benefits for all businesses in a

shopping district. More customers would be attracted to the district, and more

sales would be made. An alert entrepreneur could internalize those benefits by

building a shopping mall with a park in the middle. Because the mall may attract

more customers than other shopping areas, the owner could benefit from higher

rents. When shopping centers can internalize such externalities, economic effi-

ciency will be enhanced – without government intervention.

When Walt Disney built Disneyland on a small plot of land in Orange County,

California, he conferred benefits on merchants in the surrounding Anaheim area.

Other businesses quickly moved in to take advantage of the external benefits – the

crowds of visitors – spilling over from the amusement park. Disney did not make the
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Figure 5.8 Is government action justified?

Because of external costs, the market

illustrated produces more than the efficient

output. Market inefficiency, represented by

the shaded triangular area abc, is quite

small – so small that government

intervention may not be justified on

economic grounds alone.
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same mistake twice. When he built Disney World in Orlando, Florida, he bought

enough land so that most of the benefits of the amusement park would stay within

the Disney domain. Inside the more than 6,000 acres of Disney-owned land in

Florida, development has been controlled and profits captured by the Disney

Corporation. Although other businesses have established themselves on the perim-

eters of Disney World, their distance from its center makes it more difficult for them

to capture the benefits spilling over from the Disney amusement park.

Methods of reducing externalities
Government action can undoubtedly guarantee that certain goods and services will

be produced more efficiently. The benefits of such action may be substantial, even

when compared with the costs. In such cases, only the form of government inter-

vention remains to be determined. Government action can take several forms:

persuasion; assignment of communal property rights to individuals; government

production of goods and services; regulation of production through published

standards; and control of product prices through taxes, fines, and subsidies.

Economists generally argue that if government is going to intervene, it should

choose the least costly means sufficient for the task at hand.

Persuasion
External costs arise partly because we do not consider the welfare of others in our

decisions. Indeed, if we fully recognized the adverse effects of our actions on others,

external cost would not exist. Our production decisions would be based as much as

possible on the total costs of production to society.

Government can thus alleviate market distortions by persuading citizens to

consider how their behavior affects others. Forest Service advertisements urge

people not to drop litter or risk forest fires when camping. Other government

campaigns encourage people not to drive if they drink, to cultivate their land so

as to minimize erosion, and to conserve water and gas. Although such efforts are

limited in their effect, they may be more acceptable than other approaches, given

political constraints.

Persuasion can take the form of publicity. The government can publish studies

demonstrating that particular products or activities have external costs or benefits.

The resultant publicity may in turn encourage those activities with external benefits

and discourage those activities with external costs. The government has, for exam-

ple, used this method in the case of cigarettes, publishing studies showing the

external costs of smoking.

We should anticipate that persuasion will have some but limited effect on overall

environmental quality. The reason is that the “environment” that spans a nation

covers a large number of people, which can mean (as discussed in chapter 3) that
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many individuals in such a large group might share concern for the environment

but can remain largely unmotivated to do anything about it. People can reason that

the impact of their individual efforts are inconsequential, while their personal costs

are consequential. Hence, they can find themselves in Prisoner’s Dilemmas in which

free riding is often the welfare-maximizing or profit-maximizing course of action

(or nonaction).

This isn’t to say that no one will do the “right thing” in response to environmental

pleas. After all, some people do buy hybrid vehicles strictly for environmental

reasons (apart from saving money on gasoline or from the opportunity to use car-

pool lanes with only one person in the car). People walking in public parks do carry

their own trash until they reach trash cans. Many people will show up when asked to

pick up trash on beaches or lakeshores. The point is that many will not do any of

these good things, which explains why there are so many environmental problems

all around us that beg for institutional and policy solutions.

Assignment of property rights
As discussed in chapter 1, when property rights are held communally or left

unassigned, property tends to be overused. As long as no one else is already using

the property, anyone can use it without paying for its use. Costs that are not borne

by users are, of course, passed on to others as external costs. When public land was

open to grazing in the American West in the 1850s, for instance, ranchers allowed

their herds to overgraze. The external cost of their indiscriminate use of the land has

been borne by later generations, who have inherited a barren, wasted environment.

The assignment of property rights can thus eliminate some externalities. If land

rights are assigned to individuals, they will bear the cost of their own neglect. If

owners allow their cattle to strip a range of its grass, they will no longer be able to

raise their cattle there – and the price of the land will decline with its productivity.

Some resources, such as air and water, cannot always be divided into parcels. In

those cases, the property rights solution will work poorly, if at all. Consider the

whales. For hundreds of years, whales have been hunted as more or less communal

property. However, because people in former centuries did not have the technology

we now have to kill and slaughter whales far out at sea, the sheer cost of hunting

them prevented men from exceeding the whales’ reproductive capacity. Today, the

whales are at risk of extinction. Theoretically, the problem could be solved by

applying the same solution to the whale overkill as the Native Americans applied

in their hunting grounds: establish private property rights. However, the annual

migrations of whales can take them through 6,000 miles of ocean. Establishing and

enforcing private property rights to such an expanse of ocean is an onerous task,

even without the complications of securing agreement among several governments.

These costs complicate possible solutions.
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Overhunting of whales – or overfishing in general – represents a tragedy of the

commons noted in chapter 1, which is another way of saying that the world’s

fishermen are in a Prisoner’s Dilemma la grande (all in a large-group setting).

They might all want everyone to fish less, but each is faced with a noncooperative

incentive to continue fishing as if overfishing is not a problem. Each fisherman can

reason that if he or she stops fishing there will be no detectible reduction in

overfishing, given what others do. Indeed, when one fisherman cuts back, others

can step up their fishing.

Government production
Through nationalization of some industries, government can attempt to internalize

external costs. The argument is that because government is concerned with social

consequences, it will consider the total costs of production, both internal and

external. On the basis of that argument, governments in the United States operate

schools, public health services, national and state parks, transportation systems,

harbors, and electric power plants. In other nations, governments also operate major

industries, such as the steel and automobile industries.

Government production can be a mixed blessing. When other producers remain

in the market, government participation may increase competition. Sometimes,

however, it means the elimination of competition. Consider the US Postal Service,

which has exclusive rights to the delivery of first-class mail. As a government

agency, the Post Office is not permitted to make a profit that can be turned over

to shareholders. Because of its market position with little competition for home

delivery of mail, however, it may tolerate higher costs and lower work standards

than competitive firms could.

Some government production, such as the provision of public goods, for example

national defense, is unavoidable. In most cases, however, direct ownership and

production may not be necessary. Instead of producing goods with which external-

ities are associated, government could simply contract with private firms for the

business. That is precisely how most states handle road construction, how several

states handle the penal system, and how a few city governments provide ambulance,

police, and firefighting services.

Taxes and subsidies
Government can deal with some external costs by taxing producers. Pollution can

be discouraged by a tax on either the pollution itself or the final product. Imposing a

tax on firms’ emitted pollution (in, say, the form of the widely recommended and

hotly debated “carbon tax”) internalizes external costs, increasing the total costs to

the producer. Imposing such taxes should have a twofold effect in reducing

pollution:
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* First, many producers would find the cost of pollution control cheaper than the

pollution tax.
* Second, the tax would raise the prices of final products, reducing the number of

units consumed – and hence reducing the level of pollution.

The size of the tax can be adjusted to achieve whatever level of pollution is

judged acceptable. If a tax of $1 per unit produced does not reduce pollution

sufficiently, the tax can be raised to $2. In figure 5.6, the ideal tax would be just

enough to encourage producers to view their supply curve as S2 instead of S1,

which would be equal to the distance bc. The resulting cutback in production

from Q1 to Q2 would eliminate market inefficiency, represented by the shaded

area abc.

In spite of the efficiency gains, such taxes can be expected to face political

opposition. The gains from the pollution tax will be thinly spread over the popula-

tion, while the pains from the tax will be concentrated on far fewer producers and

consumers. Producers who bear a portion of the tax can be expected to grumble

because the tax undermines profits. Consumers of the taxed products will also be

unhappy because they will then have to pay for the cost of resources – environ-

mental resources – that are of value to others.

Theoretically, the government could subsidize firms to achieve the same result in

their efforts to eliminate pollution. Government could give tax credits for the

installation of pollution controls or pay firms outright to install the equipment.

In fact, until 1985, the federal government used tax credits to encourage the

installation of fuel-saving devices, which indirectly reduced pollution. To encour-

age the purchases of hybrid automobiles in 2006 and 2007, the federal government

provided a tax credit of as much as $3,400 to car buyers who bought hybrids

(which, at the time, meant only two, the Toyota Prius and the Honda Civic Hybrid).

California gave out stickers to owners of hybrids permitting them to drive in the

state’s carpool lanes without passengers. Both policies propped up the demand for

hybrids, which means more hybrid purchases and higher prices on hybrids (with

the hybrid price premium as much as $4,000 over comparably equipped non-

hybrid cars).

Production standards
Alternatively, the government could simply impose pollution standards on all

producers. It could rule, for example, that polluters may not emit more than a

certain amount of pollutants during a given period. Offenders would either have

to pay for a cleanup or risk a fine. A firm that flagrantly violated the standard might

be forced to shut down.
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Choosing the most efficient remedy for externalities
Selecting the most efficient method of minimizing externalities can be a compli-

cated process. To illustrate, we compare the costs of two approaches to controlling

pollution – government standards versus property rights.

Suppose five firms are emitting sulfur dioxide, a pollutant that causes acid rain. The

reduction of the unwanted emissions can be thought of as an economic good whose

production involves a cost. We can assume that the marginal cost of reducing sulfur

dioxide emissionswill rise asmore andmore units are eliminated.We can also assume

that such costs will differ from firm to firm. Table 5.2 incorporates these assumptions.

Firm A, for example, must pay $100 to eliminate the first unit of sulfur dioxide and

$200 to eliminate the second. Firm Bmust pay $200 for the first unit and $600 for the

second. Although the information in table 5.2 is hypothetical, it reflects the structure

of real-world pollution cleanup costs. Firms face increasingmarginal costs when they

clean up the air as well as when they produce goods and services.

Suppose the Environmental Protection Agency (EPA) decides that the maximum

acceptable level of sulfur dioxide is ten units. To achieve that level, the EPA

prohibits firms from emitting more than two units of sulfur dioxide each. If each

firmwere emitting five units, each would have to reduce its emissions by three units.

Table 5.2 Costs of reducing sulfur dioxide emissions

Firms

A B C D E

Marginal cost of eliminating

each unit of pollution: ($) ($) ($) ($) ($)

First unit 100 200 200 600 1,000

Second unit 200 600 400 1,000 2,000

Third unit 400 1,800 600 1,400 3,000

Fourth unit 800 5,400 800 1,800 4,000

Fifth unit 1,600 16,200 1,000 2,200 5,000

Cost of reducing pollution

by establishment of

government standards Cost of reducing pollution by sale of pollution rights

Cost to A of eliminating 3 units 700 Cost to A of eliminating 4 units 1,500

Cost to B of eliminating 3 units 2,600 Cost to B of eliminating 2 units 800

Cost to C of eliminating 3 units 1,200 Cost to C of eliminating 5 units 3,000

Cost to D of eliminating 3 units 3,000 Cost to D of eliminating 3 units 3,000

Cost to E of eliminating 3 units 6,000 Cost to E of eliminating 1 unit 1,000

Total cost for all five firms’ units 13,500 Total cost for all five firms’ units 9,300
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The total cost of meeting the limit of two units is shown in the lower half of table 5.2.

Firm A incurs the relatively modest cost of $700 ($100 + $200 + $400). But firm B

must pay $2,600 ($200 + $600 + $1,800). The total cost to all firms is $13,500.

What if the EPA adopts a different strategy and sells the rights to pollute? Such

rights can be thought of as tickets that authorize firms to dump a unit of waste into

the atmosphere. The more tickets a firm purchases, the more waste it can dump, and

the more cleanup costs it can avoid.

Remember that the EPA can control the number of tickets it sells. To limit

pollution to the maximum acceptable level of ten units, all it needs to do is sell no

more than ten tickets. Either way, whether by pollution standards or by rights, the

level of pollution is kept down to ten units, but the pollution rights method allows

firms that want to avoid the cost of a cleanup to bid for tickets.

Conventional supply and demand curves, as in figure 5.9, illustrate the potential

market for such rights. The supply curve is determined by EPA policymakers, who limit

the number of tickets to ten. Because in this example the supply is fixed, the supply

curve must be vertical (perfectly inelastic). Whatever the price, the number of pollution

rights remains the same. The demand curve is derived from the costs firmsmust bear to

clean up their emissions. The higher the cost of the cleanup, the more attractive

pollution rights will be. As with all demand curves, price and quantity are inversely

related. The lower the price of pollution rights, the higher the quantity demanded.

Table 5.3 shows the total quantity demanded by the firms at various prices. At a

price of zero, the firms want twenty-five rights (five each). At a price of $201, they

demand only twenty-one. Firm A wants only three, because the cost to clean up its

first two units (at costs of $100 and $200) is less than to buy rights to emit them at a

price of $201. Firm B wants four rights, as its cleanup costs are higher.

Given the information in table 5.3, the market clearing price (the price at which

the quantity of property rights demanded exactly equals the number of rights for

Table 5.3 Demand for pollution rights

Price ($) Quantity Price ($) Quantity

0 25 1,601 9

101 24 1,801 7

201 21 2,001 6

401 19 2,201 5

601 16 3,001 4

801 14 4,001 3

1,001 11 5,001 2

1,401 10 5,601 0
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sale) will be something over $1,400 (say $1,500, as shown in figure 5.9). Who will

buy those rights, and what will the cost of the program be?

At a price of $1,500 per ticket, firm A will buy one and only one ticket. At that

price, it is cheaper for the firm to clean up its first four units (the cost of the cleanup

is $100 + $200 + $400 + $800). Only the fifth unit, which would cost $1,600 to clean

up, makes the purchase of a $1,500 ticket worthwhile. Similarly, firm B will buy

three tickets, firm C none, firm D two, and firm E four. The cost of any cleanup must

be measured by the value of the resources that go into it. The value of the resources

is approximated by the firms’ expenditures on the cleanup – not by their expendi-

tures on pollution tickets. (The tickets do not represent real resources, but a transfer

of purchasing power from the firms to the government.) Accordingly, the economic

cost of reducing pollution to ten units is $9,300: $1,500 for firm A; $800 for B;

$3,000 each for C and D; and $1,000 for E. This figure is significantly less than the

$13,500 cost of the cleanup when each firm is required to eliminate three units of

pollution. Yet in each case, fifteen units are eliminated. In short, the pricing system

is more economical – more cost-effective or efficient – than setting standards.

Because it is more efficient, it is also the more economical way of producing

goods and services. More resources go into production and fewer into cleanup.

The idea of selling rights to pollute may not sound attractive, but it makes sense

economically. When the government sets standards, it is giving away rights to

pollute. In our example, telling each firm that it must reduce its sulfur dioxide

emissions by three units is effectively giving each one permission to dump two units

into the atmosphere. One might ask whether the government should be giving away

rights to the atmosphere, which has many other uses besides the absorption of
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Figure 5.9 Market for pollution rights

Reducing pollution is costly (see table 5.2). It

adds to the costs of production, increasing

product prices and reducing the quantities of

products demanded. Therefore, firms have a

demand for the right to avoid pollution

abatement costs. The lower the price of such

rights, the greater the quantity of rights that

firms will demand. If the government fixes

the supply of pollution rights at ten and sells

those ten rights to the highest bidder, the

price of the rights will settle at the

intersection of the supply and demand

curves – here, about $1,500.
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pollution. Though some pollution may be necessary to continued production, that is

no argument for giving away pollution rights. Land is needed in many production

processes, but the Forest Service does not give away the rights to public lands. When

pollution rights are sold, on the other hand, potential users can express the relative

values they place on the right to pollute.7 In that way, rights can be assigned to their

most valuable and productive uses.

The problem with the government selling rights to pollute to the five firms in our

tabular example is that all five have a reason politically to oppose the sales of rights.

They incur higher out-of-pocket expenditures under the pollution rights sales than

they incur under the standards, partially because they have to buy all rights for the

pollution units they want to continue to emit under the sales system. They get two

pollution rights free under the standard system. The government can break the

business political opposition by simply giving polluters the rights to pollute, which

they can then turn around and sell. When they do sell them, the equilibrium price of

the rights will be the same as it was when the government sold them (because the

supply of pollution rights, ten, and the demand for them are unchanged). This is

exactly what the US Congress proposed to do in its environmental laws passed by

the House and Senate in 2009 (Talley and Bartley 2009).

[See online Video Module 5.4 Selling rights to pollute]

Part B Organizational economics and management

The consequences of “quicksilver capital” for business
and government

In Part A, we developed the theory of international trade and environmental

economics. In this Part B, we explore the ways in which international trade and

trade policies can affect the environment and how environmental policies can affect

international trade. Critical links between the two include resource and capital

mobility on a global scale.

Economists and policy makers alike widely acknowledge the growing competi-

tion that springs from goods and services moving with greater ease across national

borders. Cars made in Korea, Germany, and Japan compete for market share in the

United States, and elsewhere. Wines from Australia and Chile sell around the world.

7 Note that the system allows environmental groups as well as producers to express the value they

place on pollution rights. If environmental groups think that ten units of sulfur dioxide is too

much pollution, they can buy some of the tickets themselves and then not exercise their right to

pollute.
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The growing global competition has been spawned by companies tapping their

comparative cost advantages and by the falling price of transportation.

Economists have paid less attention to the global competition that springs from

the increased mobility of capital (meaning real capital in the form of plant and

equipment, as well as financial capital). Capital mobility could very well be as

powerful a competitive force, as the mobility of goods within and across countries

has escalated. Real capital doesn’t actually have to move. Financial capital can

move through electronic shifts in bank balances. The result can be the shut down of

a plant in one country and the construction of a plant in another. In this way, much

of the US textile and furniture industry concentrated in North and South Carolina

has “moved” to China and Southeast Asian countries.

How has capital become more mobile? Consider that the mobility of much capital

is inversely related to its size, and then consider the continuing effect technology is

having on the size of capital. We cannot possibly recount here all of the details of

recent technological and restructuring trends, but a few observationsmay be helpful

in describing the trends we have in mind.8

The most dramatic example of the downsizing of capital is found in the computer

field. When universities bought their first mainframe computers in the early 1960s,

computers filled suites of offices and had a meager 8K of internal memory. Today, a

high-end laptop (if not netbook) computer has more memory and computing power

than university mainframes had in the mid-1990s.

With the miniaturization of computers has come the downsizing of other types of

capital. Factories made of steel and concrete still dot the landscape, but their eco-

nomic dominance seems to be a feature more of the underdeveloped and still devel-

oping economies of China, India, and Southeast Asia than of the western world.

Capital in the form of steel and concrete plants, much like caterpillars, is hardly fleet

of foot. Much capital in advanced economies has turned into something of a butterfly.

The critical assets of companies are no longer just, or even primarily, steel and

concrete buildings. They are increasingly the information and the brainpower at the

companies’ disposal for creating the quintessential company asset – good ideas for

doing things better, faster, more cheaply, and more profitably at the most favorable

location (a point captured by the late Walter Wriston in the epigraph to this chapter).

Knowledge is not only the major productive input in many firms, it is often the

primary output as well. As economic pundit George Gilder recognized before many

other technology watchers, “The displacement of materials with ideas is the essence

of all real economic progress” (Gilder 1989, 63). With information, knowledge, and

ideas now representing some of the most productive capital and resources, consum-

ers of business obviously benefit. Productive capacity can be moved around the

8 See McKenzie and Lee 1991; McKenzie 1997.
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globe literally with a few keystrokes on a computer and at the speed of electrical

impulses, allowing those firms who can produce the best products at the lowest price

to attract productive capital and resources from all over the world and sell their

products to consumers all over the world.

Trade and mobility of capital make businesses more competitive and increase our

standard of living.With the emergence of a global economy, consumers are no longer

as dependent as they once were on local suppliers. Producers canmove their capital to

locations where the resources they need for production are relatively more abundant

than in their national markets. Then with modern telecommunications technology,

managers can stay in touch with their home offices at much lower cost than at any

time in human history. By the same token, executives in home offices can readily

monitor the operations of their companies’ far-flung production facilities with mod-

ern wireless telecommunications and Internet technology. Of course, with the same

technology, consumers can buy what they want from producers abroad who have

relatively lower costs and can, again, do so with a few computer keystrokes.

Moreover, the expanded competition from international sources can undermine the

market power of firms that once may have conducted business comforted by the fact

that it was too costly for foreign firms to move into the domestic markets.

As wewill see later in this section, the growingmobility of goods and services and

of capital on a global scale can have profound effects on environmental quality and

policies in two principal ways. First, more intense competition can induce firms to

seek ways of externalizing their production costs where they are. Second, firms can

be induced to move from countries with more constraining environmental laws to

those with fewer constraints, the result of which can be increased environmental

degradation and pressure on governments to enact environmental regulations with

greater concern for costs to capital.

To read about the mobility of whole industries – cotton and textiles – across the

globe and through the last two centuries, consult online Perspective 5, The travels

of a T-shirt in a global economy.

Capital mobility and business competitiveness

The very technology lauded for expanding investment andmarket opportunities has

a downside for firms, their workers, and governments: workers in different nations

are pitted against one another for wages and fringe benefits. If they seek payment

bundles (wages and fringe benefits) that are out of line with their productivity and

drive up the relative costs of their firms vis-à-vis firms in other countries, imports

can be expected to flow into their countries from abroad, undermining their job

security. Such heightened competitiveness in goods markets can translate into

managers seeking to shift their own production facilities to the sources of their
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competition from imports. Businesses can be expected to move their capital to

countries where production costs are contained by the relative abundance of work-

ers or to countries that have a comparative advantage in labor-intensive goods.

Capital mobility literally can force managers to trim the “fat” out of their organ-

izations and seek worker incentive systems that can drive up the demands managers

impose on their workers. If firms in the domestic economy can outsource a portion or

all of their production to foreign countries, then themore mobile capital becomes and

the greater the pressure to outsource. If firms can outsource but don’t outsource to

lower-cost foreign venues, then their market positions are subject to being under-

mined by firms that do take opportunities to outsource. Accordingly, firms can be

forced to curb their enthusiasm for “green” production policies, since such policies

can add to their cost structures and hand their domestic and foreign competition a

pricing advantage. Greater capital mobility, in other words, intensifies the Prisoner’s

Dilemmas faced by businesses and their workers, making them global in scope.

Capital mobility and government competitiveness

Less obvious, but just as true, the growth in capital mobility also can affect

taxpayers as governments around the globe are subject to more competitive pres-

sures. We are all consumers of not just the output of businesses, but also the output

of governments. We pay for government services through taxes, and hope to get

good value for the money we spend. Unfortunately, we have far less control, as

consumers, over the cost and quality of government services we receive because we

cannot easily shift our patronage to another government. Governments have not

faced nearly as much competition for their taxpayers’ dollars as businesses have

faced in getting consumers’ dollars. But the technological improvements that put

more competitive pressures on businesses to serve consumer interests also can be

pressuring governments, albeit with less force and lower effect.

What does the growingmobility of capital on a global scale mean for governments

and the policies they choose? First and foremost, governmentsmust face up to the fact

that governments do business within a given parcel of land. On the other hand, with

growing capital mobility on a global scale, a growing number of firms can and must

do business on practically any parcel of land. All the while businesses must treat

governmentally imposed taxes and regulations like any other cost of doing business

and must respond accordingly – that is, move elsewhere if government-imposed cost

conditions warrant it. In general, all levels of government must realize that their

public policies should hamper the business competitiveness within their jurisdiction

as little as possible. To do otherwise can mean that capital and jobs go elsewhere.

In bygone eras, politicians and policy makers could sit around glibly chatting

about what they wanted to do, or what their constituents would allow them to do,
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with little regard for what governments elsewhere in the nation or world were doing.

They could tax and regulate in the knowledge that capital could not move, except at

a snail’s pace and at great cost. If an interest groupwanted an added tax or a subsidy,

the only relevant issue was typically whether the politicians had the votes. And

political leaders didn’t have to worry much about how efficient they were compared

with other governments. As a result, few governments were very efficient (espe-

cially since they often were monopoly suppliers and were not subject to the

pressures of corporate takeover markets, topics covered in later chapters).

But in a global economy, governments at all levels have to think more compet-

itively, which is something many governments around the world are not yet fully

experienced at doing. But now, more than ever, political authorities must begin to

look around the world to determine who has the very highest standards for govern-

ment performance and seek to meet those standards with enhanced diligence. When

the Obama Administration proposed higher taxation of American corporations’

profits earned outside the country in early 2009, the editors of the Wall Street

Journal had “quicksilver capital” in mind when they warned that the United

States already has a relatively high corporate tax rate (39.25 percent) relative to

other major countries, as measured by the Organization for Economic Cooperation

and Development (Editors, Wall Street Journal 2009). Japan has a slightly higher

corporate tax rate at 39.54 percent, but other countries have lower rates:

When the US economy tumbled into the “Great Depression” in late 2007, the

California economy fell into an even “Greater Depression,” partially because its

housing market had become more inflated than in almost all other states and

partially because its personal and corporate income tax rates were higher than

other states. In 2009, California had the third-highest unemployment rate and the

largest state budget deficit because of the fall-off in income tax receipts due to

businesses moving to other states (Nevada, Texas, and Idaho). A tax study commis-

sion recommended the elimination of the 8.84 percent corporate income tax (to be

replaced by a “value-added tax,” akin to a sales tax) and a reduction in the top

personal income tax rate from 10.55 percent to 7.5 percent – all founded on the

argument that such tax moves could abate, if not reverse, the capital outflow from

the state (Parsky 2009; Wall Street Journal 2009).

France 34.43 percent
Germany 30.18 percent
United Kingdom 28.00 percent
Korea 27.50 percent
Netherlands 25.50 percent
Czech Republic 21.00 percent
Ireland 12.50 percent
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Obviously, large states andmajor countries can still impose significant tax rates on

business (and people), but the point is that governments must be mindful in selecting

their tax rates that they, like businesses, are in competition with “the very best” in the

world for the capital they need (although the competitiveness of governments may be

less intense than the competitiveness in business). Governments must realize, at the

very least, that the growing mobility of capital necessarily makes tax cuts more

attractive and tax increases more questionable than when capital could move only

at a crawl. Why? Because the greater responsiveness of capital means governments

can have more capital in their jurisdictions with tax cuts, and with that potentially

expanded base will be able to more than offset the impact of tax cuts. The converse

also applies. Of course, tax increases also can attract business so long as the revenues

are used for purposes that increase business (and worker) productivity by more than

they deduct from businesses’ after-tax bottom lines. The point is that growing capital

mobility can impose fiscal discipline on governments in the same way that it can

impose competitive discipline on businesses.

For that matter, everyone associated with government – all those who draw from

government in various forms (professors included!) – must accept the tightening

grip of the economic, as distinct from political, limits to what governments can do.

Hence, every proposed programmust be evaluated to a greater extent in terms of the

other programs that will have to be given up. Many commentators have suggested

that the ongoing long-term decline in national tariff barriers around the world, less

regulation, lower marginal tax rates, and more privatization is evidence of political

leaders’ adoption of a free-trade ideology. Perhaps that is the case, but we suspect

that the growing mobility of capital (and production and jobs) has contributed to

political leaders seeing the necessity of freeing upmarkets and international trade in

order to contain the production costs businesses face within their jurisdictions.

Proponents of privatization of various government services – from garbage

collection to the distribution of public housing units to the provision of education –

make an important point: just because the public treasury funds a service does not

mean that public agencies must deliver it. Privatization proponents’ goal is to make

government more efficient by choosing from an array of alternative delivery

systems (government included) that can make governmental jurisdictions more

efficient and competitive among themselves and increase the likelihood of sustain-

ing the existing capital base and additional capital flow. Needless to say, govern-

ments, especially large ones such as the United States and China, retain considerable

political discretion. Our point here is that global economic and technological forces

have at least marginally undercut governments’ political discretion.

Capital mobility has significant economic downsides and upsides for degradation

of the global environment and for environmental policies; these are discussed in

online Reading 5.5 for this chapter.
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Practical lesson for MBAs: protectionist strategies

The cases for and against free – or more accurately, freer – trade are extended in a reading on

the publisher’s website for this book. Here, we note that the debate over trade protection

generally concerns what “nations” want, should want, or can expect to occur from the

imposition of tariffs and quotas. Many MBA students will likely have been reading the

preceding pages from a different perspective, how the analysis can be used to promote their

own and their firms’ interests – or just their firms’ profitability. And there are major lessons to

be taken from the analysis from such a perspective.

If your firm faces foreign competition, it can increase its profits by producing a better

product, cutting costs, or developing an effectivemarketing campaign. But your firm alsomay

seek to influence politicians to impose tariffs on imports that compete with your firm’s

products, which will allow your firm to increase both its prices and sales because the firm’s

market demand will rise. Your firm may also seek the elimination of tariffs imposed on parts

and materials you use in your production processes. You can then reduce your production

costs and increase sales as you lower your prices.

If you can’t secure tariff protection, your best bet can be to join the importers. Either

increase your purchases of foreign imports or shift production to the countries that have a

comparative cost advantage in your product. You can shift production for offensive and

defensive reasons. The offensive reason is that the production-location shift can increase your

firm’s profitability. The defensive reason is that, if you don’t make the shift, firms that are

willing to move their capital can outcompete you in your product markets.

On the other hand, if your firm exports products to foreign countries, you should consider

seeking the elimination of import restrictions on products you do not produce. Such import

restrictions can reduce the sales of firms in foreign countries. The reduction of sales by foreign

firms in other countries can crimp the ability of people in those countries to buy imports,

including goods your firm exports. Your firm should consider being an “anti-protectionist” for

a good old-fashioned reason: to improve your firm’s profitability by increasing foreign sales.

Because of the inexorable tie between imports and exports, soybean farmers in South Carolina

and Boeing Aircraft, both of whom export a substantial share of their production to foreign

countries, have opposed the lobbying efforts of, say, textile firms to acquire tariffs and quotas

on imported textiles.

Further readings online

Reading 5.1 The law of comparative advantage and trade between China and the

United States

Reading 5.2 The cases for and against free trade
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Reading 5.3 Bastiat’s satirical case for free trade: “A petition”

Reading 5.4 Spam as a pollution problem

Reading 5.5 The downside and upside of capital mobility

The key takeaways from chapter 5 are the following:

1 Trade can be mutually beneficial so long as the traders specialize in the production of

the good(s) in which they have a comparative advantage. That is to say, even a trader who

is less productive than everyone else in everything can find trade beneficial.

2 Generally speaking, tariffs and quotas reduce the aggregate real incomes of the

countries that impose them, as well as countries that are subject to them, because they

deny mutually beneficial trades.

3 Those industries protected by tariffs and quotas can gain from them, but only at the

expense of consumers who must pay higher prices for the protected goods and at the

expense of exporters who are not able to export as much as they would without the trade

protections.

4 A market economy will overproduce goods and services that impose external costs

on society. It will underproduce goods and services that confer external benefits.

5 Sometimes, but not always, government intervention can be justified to correct for exter-

nalities. To be worthwhile, the benefits of action must outweigh the costs.

6 Some ways of dealing with external costs and benefits are more efficient than others.

7 Some critics of markets suggest that markets are bound to fail because of the gains

to business from being dishonest, which implies a form of “externality.” Nevertheless,

markets have built-in incentives for people to be more honest than they might other-

wise be.

Review questions >>
............................................................................................................

1 Using supply and demand curves, show how a US tariff on a foreign-made good will affect

the price and quantity sold in the country that imports the good and in the country that

exports the good.

2 How will an import quota on sugar affect (a) the price of sugar produced and sold

domestically, (b) sugar produced domestically and sold abroad?
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3 If a tariff is imposed on imported autos and the domestic demand for autos rises, whatwill

happen to auto imports? If a quota is imposed on imported autos and the demand for

autos increases, what will happen to auto imports?

4 If the major domestic auto producers are given a bailout for their financial troubles (as

they were in 2009 in the United States), what will be the market effects on domestic and

foreign auto producers?

5 Consider the following production capabilities of France and Italy for cheese and bread

for a given use of inputs. Which nation will export cheese to the other? What might be a

mutually beneficial exchange rate for cheese and bread?

Cheese units Bread units

France 40 or 60

Italy 10 or 5

6 “Tariffs on imported textiles increase the employment opportunities and incomes of

domestic textiles workers. They therefore increase aggregate employment and income.”

Evaluate this statement.

7 Because the balance of paymentsmust always balance, how can a disequilibrium situation

occur?

8 How much would a business spend to get a tariff? What economic considerations will

have an impact on the amount spent?

9 Developers frequently buy land and hold it on speculation; in effect, they “bank” land.

Should firms be permitted to buy and bank pollution rights in the same way?Would such

a practice contribute to overall economic efficiency?

10 “If allowing firms to trade pollution rights lowers the cost ofmeeting pollution standards,

it should also allow government to tighten standards without increasing costs.” Do you

agree or disagree? Why?

11 If businesses are permitted to sell pollution rights, should brokers in pollution rights be

expected to emerge? Why or why not? Would such agents increase the efficiency with

which pollution is cleaned up?

12 If pollution rights are traded, should the government impose a price ceiling on them?

Would such a system contribute to the efficient allocation of resources? If you were a

producer, whichmethod of pollution control would you favor, the setting of government

standards or the auction of pollution rights by government? Why?
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13 Reconsider the pollution abatement costs of the five firms in table 5.2. Which firms can

be expected to vote for the standard method of pollution control? For the sale-of-

pollution-rights method?

14 Suppose the five firms in table 5.2 were each given two rights to pollute that they can sell.

Which firms would buy additional pollution rights? Which firms would sell? What would

be the cost of pollution control before and after the firms buy and sell rights?

15 How can greater capital mobility across national boundaries affect governments’ tax

policies? Why must businesses pay attention to the tax rates in different countries?

16 How might greater capital mobility affect countries’ environmental policies? Will

businesses necessarily be pleased with the consequences of capital mobility on countries’

environmental policies?

17 Consider the case in which tighter environmental controls have consequential positive

effects on the environment within the next generation. Then consider the case in which

the consequential positive environmental effects are not realized for a thousand years.

Under which case would you expect greater environmental controls? Why?
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Book II

Demand and production theory

............................................................................................................

In the first five chapters we provided a broad overview of the forces of supply

and demand. In Book II, we develop with greater care and depth the theoretical

underpinnings of demand (chapter 6) and supply (chapters 7 and 8). We will use

these theories in Book III to explore firms’ production and organizational strategies

under different competitive and monopolistic market conditions.





6
............................................................................................................

Consumer choice and demand
in traditional and network markets

It is not the province of economics to determine the value of life in “hedonic units”

or any other units, but to work out, on the basis of the general principles of conduct

and the fundamental facts of social situations, the laws which determine prices of

commodities and the direction of the social economic process. It is therefore not

quantities, not even intensities, of satisfaction with which we are concerned… or any

other absolute magnitude whatever, but the purely relative judgment of comparative

significance of alternatives open to choice.

Frank H. Knight

People adjust to changes in some economic conditions with a reasonable degree

of predictability. When department stores announce lower prices, customers

will pour through the doors. The lower the prices go, the larger the crowd will be.

When the price of gasoline goes up, drivers will make fewer and shorter trips. If the

price stays up, drivers will buy smaller, more economical cars. Even the Defense

Department will reduce its planned purchases of tanks and bombers when their

prices rise.



Behavior that is not measured in dollars and cents is also predictable in some

respects. Students who stray from the sidewalks to dirt paths on sunny days stick

to concrete when the weather is damp. Professors who raise their course require-

ments and grading standards find their classes shrinking in size. Small children shy

away from doing things for which they recently have been punished. When lines for

movie tickets become long, some people go elsewhere for entertainment.

On an intuitive level, you very likely find these examples of behavior reasonable.

Going one step beyond intuition, the economist would say that such responses are

governed by the law of demand, a concept we first introduced in chapter 3 and

now take up in greater detail, with greater precision, and with more varied appli-

cations. In this chapter, we show how our understanding of a firm’s strategy can

be enhanced by simply classifying various goods into such categories as “normal”

and “inferior” goods, “substitute” and “complementary” goods, and “network” and

“lagged-demand” goods, with the nature of the goods affecting their demands. We

will also introduce formally the concepts of “elastic” and “inelastic” demands, all of

which suggests that the development of profit-maximizing pricing strategies requires

that MBAs know more about goods than merely that their demands slope downward.

Part A Theory and public policy applications

Predicting consumer demand

The assumptions about rational behavior described in chapter 2 provide a useful

basis for explaining behavior. People will do things for which the expected benefits

exceed the expected costs. They will avoid doing things for which the opposite is

true. The law of demand, which is a logical consequence of the assumption of

rational behavior, allows us tomake such general predictions of consumer behavior.

Our ability to predict is always limited. We cannot specify with precision every

choice the individual will make. For instance, we cannot say at the conceptual level

anything about what a particular person wants or how sensitive her desire for what

she values is to changes in prices. But we can predict the general direction of her

behavior, given her wants, with the aid of the law of demand which we now derive.

[See online Video Module 6.1 Law of demand.]

Rational consumption: the concept of marginal utility

The essence of the economist’s notion of rational consumer behavior is that con-

sumers will allocate their incomes over goods and services so as to maximize their
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satisfaction, or utility. This implies that consumers compare the value of consuming

an additional unit of various goods.

Generally speaking, the value the individual places on any one unit of a good

depends on the number of units already consumed. For example, you may be

planning to consume two hot dogs and two Cokes for your next meal. Although

you may pay the same price for each unit of both goods, the value you place on the

second unit of each good will generally be less than the value realized from the first

unit (at least beyond some point as consumption proceeds).1 For example, the value

of the second hot dog – its marginal utility – depends on the fact that you have

already eaten one. We represent marginal utility asMU, which equals the change in

total utility from consuming one more unit.

Achieving consumer equilibrium
Marginal utility determines the variety and the quantity of goods and services you

consume. The rule is simple. If the two goods, Cokes and hot dogs, both have the

same price (a temporary assumption), you will fully allocate your income so that the

marginal utility of the last unit consumed of each will be equal. This rule can be

stated as

MUc ¼ MUh

whereMUc equals the marginal utility of a Coke andMUh equals the marginal utility

of a hot dog. This is to say, if the price of a Coke is the same as the price of a hot dog,

the last Coke you drink should give you the same amount of enjoyment as the last

hot dog you eat. If this is not the case, you could increase your utility with the same

amount of money by reducing your consumption of the good with the lowest

marginal utility by one unit and buying another unit of the one with the highest

marginal utility. When the marginal utilities of

goods purchased by the consumer are equal, the

resulting state is called consumer equilibrium. Unless

conditions – income, taste, prices, etc. – change, the

consumer equilibrium remains the same.

An example can illustrate how equilibrium is reached. Suppose for the sake

of simplicity that you can buy only two goods, Cokes and hot dogs. Suppose further

that each costs the same, $1, and you intend to spend your whole income. For

purposes of illustrating the point, assume that utility (joy, satisfaction) can be

measured. Finally, suppose that the marginal utility of the last Coke you consume

Consumer equilibrium is a state of stability in

consumer purchasing patterns in which the

individual has maximized her utility.

1 We focus on diminishing marginal utility because that is the relevant range of consumption

for most people consuming most goods. If people experience increasing marginal utility for

goods, then they will continue to consume them and will face choice problems only when

diminishing marginal utility sets in.
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is equal to 20 utils (a util being a unit of satisfaction, or utility) and the marginal

utility of the hot dog is 12 utils. Obviously you have not maximized your utility, for

the marginal utility of your last Coke is greater than (>) the marginal utility of your

last hot dog:

MUc4MUh

You could have purchased one fewer hot dog and used the dollar saved to buy an

additional Coke. In doing so, you would have given up 12 utils of satisfaction (the

marginal utility of the last hot dog purchased), but you would have acquired an

additional 20 utils from the new Coke. On balance, your total utility would have

risen by 8 utils (20 − 12). You can continue to increase your utility without spending

any more by adjusting your purchases of Cokes and hot dogs until their marginal

utilities are equal. Wemake the reasonable assumption here that the marginal utility

of both Cokes and hot dogs decreases as more are consumed (at least beyond some

point). This is known as the law of diminishing marginal utility.

According to the law of diminishing marginal utility, as more of a good is

consumed, its marginal utility (or value relative to the marginal value of the good

or goods given up) eventually diminishes. Thus, if MUh > MUc, and MUh falls

relative to MUc as more hot dogs and fewer Cokes are consumed, sooner or later

the result will beMUh = MUc. The law of diminishing marginal utility applies to all

goods.2

Adjusting for differences in price and unit size
Different goods, including Cokes and hot dogs, are seldom sold at exactly the same

price, so we drop the assumption of equal prices. Now the condition for choosing the

combination of Cokes and hot dogs that maximizes utility becomes:

MUc

Pc
¼ MUh

Ph

where MUc equals the marginal utility of a Coke, MUh the marginal utility of a hot

dog, Pc the price of a Coke, and Ph the price of a hot dog. The consumer must allocate

her money so that the last penny spent on each commodity yields the same amount

of satisfaction. We leave it to the reader to consider how the consumer can increase

2 For some goods, as noted, it may very well be the case that as one starts consuming units of

a given good (beer, for example), the marginal utility of successive units initially rises. If

marginal utility always rose, thenwemight expect a person to end up devoting her entire income

to the consumption of the one good. Since people typically consume combinations of many

goods (and illustrations involving only two goods are meant to represent typical behavior),

we must assume that diminishing marginal utility applies within the income constraint of the

representative consumers.
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her utility without spending more money if the above equality is not satisfied, and

how doing so will eventually result in the equality being satisfied.

So far, we have been talking in terms of buyingwhole units of Cokes and hot dogs,

but the same principles apply to other kinds of choices as well. Marginal utility is

involved when a consumer chooses a 12-ounce rather than a 16-ounce can of Coke,

or a regular-size hot dog rather than a foot-long hot dog. The concept could also be

applied to the decision of whether to add cole slaw and chili to the hot dog. The

pivotal question the consumer faces in all these situations is whether the marginal

utility of the additional quantity consumed is greater or less than the marginal

utility of other goods that can be purchased for the same price.

Most consumers do not think in terms of utils when they are buying their lunch,

but this does not mean that they are not weighing the alternatives (as if they were

thinking in terms of the utils obtained from each additional unit). Suppose you walk

into a snack bar with only three dollars to spend for lunch. Your first reaction may

be to look at the menu and weigh the marginal values of the various things you can

eat. If you have twenty cents to spare, do you not find yourself mentally asking

whether the difference between a large Coke and a small one is worth more to you

than lettuce and tomato on your hamburger? (If not, why do you choose a small

Coke instead of a large one?) You are probably so accustomed to making decisions

of this sort that you are almost unaware of the act of weighing the marginal values

of the alternatives.

Consumers do not usually make choices with conscious precision. Nor can they

achieve a perfect equilibrium – the prices, unit sizes, and values of the various

products available may not permit it. They are trying to come as close to equality as

possible. The economist’s assumption is that the individual will move toward

equilibrium, not that he or she will always achieve it.

To illustrate, suppose your marginal utility for Cokes and hot dogs is as shown in

table 6.1.

If a Coke is priced at $0.50 and a hot dog at $1, $3 will buy you two hot dogs and

two Cokes – the best you can do with $3 at those prices. Now suppose the price of

Table 6.1 Marginal utility for Cokes and hot dogs

Unit

consumed

Marginal utility

of Cokes at $0.50 (utils)

Marginal utility of

hot dogs at $1 (utils)

First 10 30

Second 9 15

Third 3 12
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Coke rises to $0.75 and the price of hot dogs falls to $0.75. With a budget of $3 you

can still buy two hot dogs and two Cokes, but you will no longer bemaximizing your

utility. Instead you will be inclined to reduce your consumption of Coke and

increase your consumption of hot dogs.

At the old prices, the original combination (two Cokes and two hot dogs) gave you a

total utility of only 64 utils (45 from hot dogs and 19 from Cokes). If you cut back to

one Coke and three hot dogs now, your total utility will rise to 67 utils (57 from hot

dogs and 10 fromCoke). Your new utilitymaximizing combination – the one that best

satisfies your preferences – will therefore be one Coke and three hot dogs. No other

combination of Coke and hot dogs will give you greater satisfaction. (Try to find one.)

Changes in price and the law of demand
If the price of hot dogs goes down relative to the price of Coke, the rational person

will buy more hot dogs. If the price of Coke rises relative to the price of hot dogs, the

rational person will buy less Coke.3 If the consumer is in equilibrium to begin with,

then

MUc

Pc
¼ MUh

Ph

When the price of Coke rises and the price of hot dogs falls, then there is a

disequilibrium, meaning that

MUc

Pc

5
MUh

Ph

To reestablish equilibrium, the consumer must

shift expenditures from Cokes to hot dogs. This

principle will hold true for any good or service,

and is commonly known as the law of demand (first

introduced in chapter 2). If the relative price of a

good falls, the individual will buy more of the good.

If the relative price rises, the individual will buy less.

Figure 6.1 shows the demand curve for Coke – that is, the quantity of Coke

purchased at different prices. The inverse relationship between price and quantity

is reflected in the curve’s downward slope. If the price falls from $1 to $0.75, the

quantity the consumer will buy increases from two Cokes to three. The opposite will

occur if the price goes up. (The law of demand can also be derived using what

The law of demand states the assumed inverse

relationship between product price and

quantity demanded, everything else held

constant.

3 In our example, this equality is not always satisfied when the consumer is doing the best he

can do because we aren’t considering fractional amounts of Cokes and hot dogs. In our example,

a price change creates a situation where a change in the consumption bundles allows the

consumer to move closer to the above equality, if not actually to an equality.
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economists call “indifference curves,” which are graphical devices for structuring

consumer preferences based on the simple proposition that consumers prefer more

to less of any good. For an analysis of indifference curves see online Reading 6.1 and

Video Modules 6.5 and 6.6. (We apply indifference-curve thinking to the issue of

howmuch workers need to be paid when they are relocated to an area of the country

with higher housing costs in online Reading 6.2 and Video Module 6.7.)

Thus the assumption of rational behavior, coupled with the consumer’s willingness

and ability to substitute less costly goods when prices go up, leads to the law of

demand. We cannot say howmany Cokes and hot dogs a particular person will buy to

maximize his satisfaction. That depends on the individual’s income and preferences,

which depend in turn on other factors (howmuch he likes hot dogs, whether he is on a

diet, and how much he worries about the nutritional deficiencies of such a lunch). But

we can predict the general response, whether positive or negative, to a change in prices.

Price is the value of whatever a person must give up in exchange for a unit of

a good or service. It is a rate of exchange and is typically expressed in dollars per unit.

Note that price is not necessarily the same as cost. In an exchange between two

people – a buyer and a seller – the price at which a good sells can be above or below

the cost of producing the good. What the buyer gives up to obtain the good does not

have to match what the seller–producer gives up in order to provide the good.

Nor is price always stated in dollars and cents. Some people have a desire to watch

sunsets – a desire characterized by the same downward sloping demand curve as the

one for Coke. The price of the sunset experience is not necessarily denominated in

money. Instead, it may be the lost opportunity to do something else or the added cost

and trouble of finding a home that will offer a view of the sunset. (In that case, price

and cost are the same because the buyer and the producer are one and the same.) The

law of demand will apply nevertheless. The individual will spend some optimum

number of minutes per day watching the sunset and will vary that number of

minutes inversely with the price of watching. And the price of pleasant views
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Figure 6.1 The law of demand

Price varies inversely with the quantity

consumed, producing a downward

sloping curve such as this one. If the price

of Coke falls from $1 to $0.75, the

consumer will buy three Cokes instead of

two.
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often takes the form of money when, for example, people pay more for a house that

offers a nice view of the ocean than for one that doesn’t.

[See online Video Module 6.2 Optimizing behavior]

From individual demand to market demand

Thus far, we have discussed demand solely in terms of the individual’s behavior. The

concept is most useful, however, when applied to whole markets or segments of the

population for goods consumed separately by indi-

viduals, withmarket demand interacting with market

supply to determine price. To obtain the market

demand for a product, we need to find some way

of adding up the wants of the individuals who col-

lectively make up the market.

The market demand can be shown graphically as the horizontal summation of the

quantity of a product each individual will buy at each price. Assume that the market

for Coke is composed of two individuals, Anna and Betty, who differ in their demand

for Coke, as shown in figure 6.2. The demand of Anna is DA and the demand of

Betty isDB. Then to determine the number of Cokes both of themwill demand at any

price, we simply add together the quantities each will purchase, at each price (see

table 6.2). At a price of $11, neither person is willing to buy any Coke; consequently,

the market demand must begin below $11. At $9, Anna is still unwilling to buy any

Coke, but Betty will buy two units per unit of time, say a week. The market quantity

demanded is therefore two. If the price falls to $5, Anna wants two Cokes and Betty,

given her greater demand, wants much more, six. The two quantities combined

equal eight. If we continue to drop the price and add the quantities bought at each
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Figure 6.2 Market demand curve

The market demand curve for Coke,

DA+B, is obtained by summing the

quantities that individuals A and B are

willing to buy at each and every price

(shown by the individual demand curves

DA and DB).

Market demand is the summation of the

quantities demanded by all consumers of a

good or service at each and every price during

some specified time period.
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new price, we will obtain a series of market quantities demanded. When plotted on a

graph, they will yield curve DA+B, the market demand for Coke (see figure 6.2). This

is, of course, an extremely simple example, because only two individuals are

involved. The market demand curves for much larger groups of people, however,

are derived in essentially the same way. The demands of Fred, Marsha, Roberta, and

others would be added to those of Anna and Betty. As more people demand more

Coke, the market demand extends further to the right.

Elasticity: consumers’ responsiveness to price changes

In themedia and in general conversation, we often hear claims that a price changewill

have no effect on purchases. Someone may predict that an increase in the price of

prescription drugs will not affect people’s use of them. The same remark is heard in

connectionwithmanyother goods and services, from

gasoline and public parks to medical services and

salt. What people usually mean by such statements

is that a price change will have only a slight effect on

consumption. The law of demand states only that a

price change will have an inverse effect on the quan-

tity of a good purchased. It does not specify how

much of an effect the price change will have.

Table 6.2 Market demand for Coke

Price of Coke ($) (1)

Quantity demanded

by Anna (DA) (2)

Quantity demanded

by Betty (DB) (3)

Quantity demanded

by both Anna

and Betty (DA+B) (4)

11 0 0 0

10 0 1 1.0

9 0 2 2.0

8 0.5 3 3.5

7 1.0 4 5.0

6 1.5 5 6.5

5 2.0 6 8.0

4 2.5 7 9.5

3 3.0 8 11.0

2 3.5 9 12.5

1 4.0 10 14.0

Note: The market demand curve, DA+B, in figure 6.2 is obtained by plotting the quantities in

column (4) against their respective prices in column (1).

Price elasticity of demand is a measure of the

responsiveness of consumers, in terms of the

quantity purchased, to a change in price,

everything else held constant.

Inelastic demand is a relatively insensitive

consumer response to price changes. If the

price goes up or down, consumers will

respond with a small decrease or increase in

the quantity demanded.
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In other words, we have established only that the market demand curve for a good

will slope downward. The actual demand curve for a product may be relatively flat,

like curve D1 in figure 6.3, or relatively steep, like curve D2. Notice that at a price of

P1, the quantity of the good or service consumed is the same in both markets. If the

price is raised to P2, however, the response is substantially greater in market D1 than

in D2. In D1, consumers will reduce their purchases all the way to Q1. In D2,

consumption will drop only to Q2.

Economists refer to this relative responsiveness of demand curves as the price

elasticity of demand. Demand is relatively elastic or inelastic, depending on the degree

of responsiveness to price change.

Demand curveD1 in figure 6.3may be characterized

as relatively elastic. Demand curve D2 in figure 6.3

is relatively inelastic.

The elasticity of demand is a useful concept, but

our definitions of elastic and inelastic demands are

imprecise. What do we mean by “relatively sensitive” or “relatively insensitive”?

Under what circumstances is consumer response sensitive or insensitive? There are

two ways to add precision to our definition. One is to calculate the effect of a change

in price on total consumer expenditures (which must equal producer revenues). The

other is to develop a mathematical formula that will yield different values for

various levels of elasticity. We next deal with each in turn.

Analyzing total consumer expenditures
An increase in the price of a particular product can cause consumers to buy less.

Whether total consumer expenditures (which necessarily equal total business rev-

enues) rise, fall, or stay the same, however, depends on the extent of the consumer

response. Many people assume that businesses will maximize profits by charging
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Figure 6.3 Elastic and inelastic demand

Demand curves differ in their relative elasticity.

Curve D1 is more elastic than curve D2, in the

sense that consumers on curve D1 are more

responsive to a given price change (P2 to P1)

than are consumers on curve D2.

Elastic demand is a relatively sensitive

consumer response to price changes. If the

price goes up or down, consumers will

respond with a large decrease or increase in

the quantity demanded.
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the highest price possible. But high prices are not always the best policy. For

example, if a firm sells 50 units of a product for $1, its total revenue (consumers’

total expenditures) for the product will be $50 (50 × $1). If it raises the price to $1.50

and consumers cut back to 40 units, its total revenue could rise to $60 (40 × $1.50). If
consumers are highly sensitive to price changes for this particular good, however,

the 50 cent increase may lower the quantity sold to 30 units. In that case, total

consumer expenditures would fall to $45 ($1.50 × 30).

Similarly, lowering price doesn’t always lower revenues. If a firm establishes a

price of $1.50 and then lowers it to $1, the quantity sold may rise enough to increase

total revenues. Whether this happens, however, depends on the degree of consumer

response. In other words, consumer responsiveness determines whether a firm

should raise or lower its price. (Although we shall see later that generally the firm

is not interested in maximizing revenues.)

We can define a simple rule of thumb for using total consumer expenditures to

analyze the elasticity of demand. Demand is elastic if:

* total consumer expenditures rise when the price falls, or
* total consumer expenditures fall when the price rises.

Demand is inelastic if:

* total consumer expenditures rise when the price rises, or
* total consumer expenditures fall when the price falls.

Demand is unitary elastic when total revenues remain unchanged with an

increase or decrease in the price.

Determining elasticity coefficients
Althoughwe have refined our definition of elasticity, it

still does not allow us to distinguish degrees of elas-

ticity or inelasticity. Elasticity coefficients do just that.

Expressed as a formula,4 the elasticity coefficient is

Ed ¼ Percentage change in quantity

Percentage change in price
� Change in price

Initial price

The elasticity coefficient of demand (Ed) is the

ratio of the percentage change in the

quantity demanded to the percentage

change in price.

4 There are actually two formulas for elasticity recognized by economists, one for use at specific

points on the curve, called point elasticity, and one for measuring average elasticity between

two points, called arc elasticity. The formula for point elasticity, which is used for very small

changes in price and quantity, is:

Ed ¼ Change in quantity demanded

Initial quantity demanded
� Change in price

Initial price
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Elasticity coefficients can tell us much at a glance. When the percentage change in

quantity is greater than the percentage change in price, the elasticity coefficient is

greater than 1.0. In these cases, demand is said to be elastic. When the percentage

change in quantity is less than the percentage change in price, the elasticity

coefficient is less than 1.0 and demand is said to be inelastic. When the percentage

change in the price is equal to the percentage change in quantity, the elasticity

coefficient is 1.0, and demand is unitary elastic.5

Elasticity coefficients provide useful information on the relationship between

price changes and revenue changes, as discussed earlier. For reasons that will

Elastic demand Ed > 1
Inelastic demand Ed < 1
Unitary elastic demand Ed = 1

or

Ed ¼ Q1 � Q2

Q1
� P1 � P2

P1

The formula for arc elasticity is:

Ed ¼ 1=2
Q1 � Q2

Q1 þ Q2ð Þ �
1=2

P1 � P2

P1 þ P2ð Þ

where the subscripts 1 and 2 represent two distinct points, or prices, on the demand curve.

(Note that although the calculated elasticity is always negative, economists, by convention,

speak of it as a positive number. Economists, in effect, use the absolute value of elasticity.)
5 To prove this result, let’s look at marginal revenueMR, or the change in total revenue in response

to a change in quantity Q. Taking the derivative of P(Q) ● Q with respect to Q, we obtain

MR ¼ d PðQÞ � Q½ �
dQ

¼ PðQÞ þ dP

dQ
� Q

Factoring price out of the right-hand side of this equation gives us

MR ¼ P 1þ dP

dQ
� Q
P

� �

which, because

E ¼ � dQ

dP

� �
Q=P; is the same as

MR ¼ P 1� 1

E

� � 40 if E41
¼ 0 if E¼ 1
50 if E51

From this it follows immediately that an increase in Q (a decrease in P) increases total revenue

if E > 1, has no effect on total revenue if E = 1, and reduces total revenue if E < 1.
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become clear, pricing a product to maximize profits almost always requires placing

the price on the elastic portion of the demand curve.

Elasticity and slope of the demand curve
Students often confuse the concept of elasticity of demand with the slope of the

demand curve. A comparison of their mathematical formulas, however, shows that

they are quite different:

Slope ¼Rise

Run
¼ Change in price

Change in quantity

Elasticity ¼ Percentage change in quantity

Percentage change in price

The confusion is understandable. The slope of a demand curve does say something

about consumers’ responsiveness: it shows howmuch the quantity consumed goes up

when the price goes down by a given amount. But slope is an unreliable indicator of

consumer responsiveness because it varies with the units of measurement for price

and quantity. For example, suppose that when the price rises from $10 to $20,

quantity demanded decreases from 100 pounds to 60 pounds The slope is −1/4:

Slope ¼ �10

40
¼ �1

4

If a price is measured in cents instead of dollars (with quantity still measured in

pounds), however, the slope comes out at –25:

Slope ¼ �1; 000

40
¼ �25

1

No matter what units are used to measure price and quantity, however, the

percentage changes in price and quantity remain the same and the elasticity of

demand is not affected by changes from one set of units to another.

Elasticity along a straight-line demand curve
Since slope and elasticity are different concepts, it should not surprise anyone that

the elasticity coefficient will generally be different at different points on the

demand curve. Consider the linear demand curve in figure 6.4. At every point on

the curve, a price reduction of $1 causes quantity demanded to rise by ten units,

but a $1 decrease in price at the top of the curve is a much smaller percentage

change than a $1 decrease at the bottom of the curve. Similarly, an increase of ten

units in the quantity demanded is a much larger percentage change when the

quantity is low than when it is high. Therefore, the elasticity coefficient falls as

consumers move down their demand curve. Generally, a straight-line demand
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curve has an inelastic range at the bottom, a unitary elastic point in the center, and

an elastic range at the top.6

[See online Video Module 6.3 Elasticity.]
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Figure 6.4 Changes in the elasticity

coefficient

The elasticity coefficient decreases as

a firm moves down the demand

curve. The upper half of a linear

demand curve is elastic, meaning

that the elasticity coefficient is

greater than one. The lower half is

inelastic, meaning that the elasticity

coefficient is less than one. This

means that the middle of the linear

demand curve has an elasticity

coefficient equal to one.

6 To prove this, we recognize that the equation for a linear domain curve can be expressed

mathematically as

P ¼ A� BQ

where P represents price, Q is quantity demanded, and A and B are positive constants. The total

revenue associated with this demand curve is given by

PQ ¼ AQ� BQ2

The marginal revenue is obtained by taking the derivative of total revenue with respect to Q, or

MR ¼ A� 2BQ

We know that whenmarginal revenue is equal to 0, elasticity is equal to 1. This implies that E = 1

when

A� 2BQ ¼ 0

or when

Q ¼ 1

2
� A
B

We know that when the demand curve intersects the Q axis, P = 0 and

Q ¼ A

B

Thus, with a linear demand curve, E = 1 when Q is one-half the distance between Q = 0 and the Q

that drives price down to 0.
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Applications of the concept of elasticity

Elasticity of demand is particularly important to producers. Together with the cost

of production, it determines the prices firms can charge for their products. We have

shown that an increase or decrease in price can cause total consumer expenditures

to rise, fall, or remain the same, depending on the elasticity of demand. Thus if a firm

lowers its price and incurs greater production costs (because it is producing and

selling more units), it may still increase its profits. As long as the demand curve is

elastic, revenues can (but will not necessarily) go up more than costs. Cell phone

companies have lowered their rates in response to intense competition, but also

partly in response to their highly elastic demand.

Producers of concerts and dances estimate the elasticity of demand when they

establish the price of admission. If tickets are left unsold at an admission price of

$10, a lower price, say $7, may increase profits. Even if costs rise (for extra workers

and more programs), revenues may still rise more.

We noted in passing in chapter 4 that government, too, must consider elasticity of

demand, for the consumer’s demand for taxable items is not inexhaustible. If a govern-

ment raises excise taxes on cars or jewelry too much, it may end up with lower tax

revenues. The higher tax, added to the final price of the product, may cause a negative

consumer response. It is no accident that the heaviest excise taxes are usually imposed

on goods for which the demand tends to be inelastic, such as cigarettes and liquor.7

We also mentioned earlier how a “fat tax” on fatty and sugary foods and drinks can

be used for two purposes: (1) to raise revenues for governments and (2) to curb the

country’s growing obesity and related health care problems.8 However, while most

researchers agree that obesity is a growing problem around the world, especially in

7 The same reasoning applies to property taxes. Many large cities have tended to underestimate the

elasticity of demand for living space. Indeed, a major reason for the recent migration from city to

suburbs in many metropolitan areas has been the desire of residents to escape rising tax rates. By

moving just outside a city’s boundaries, people can retain many of the benefits a city provides

without actually paying for them. This movement of city dwellers to the suburbs lowers the

demand for property within the city, undermining property values, and destroying the city’s tax

base. Thus, even governments need to pay attention to the elasticity of demand for the services

they provide if they want to maintain their tax revenues. We can predict that the elasticity of

demand for the services of local governments is greater than the elasticity of demand for services

of the national government because people can more easily move from one local government to

another (vote with their feet) than they can from one national government to another.
8 According to one study, calorie intake per capita in the United States from beverages increased

by nearly threefold in the last quarter of the twentieth century. At the start of the twenty-first

century beverages accounted for 10–15 percent of the calorie intake of children and adolescents,

with each extra can of soda drunk per day increasing children’s chances of becoming obese by

60 percent (Ludwig, Peterson, and Gortmaker 2001).
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the United States, the exact effect of price increases from a proposed fat tax on the

consumption of fatty and sugary foods and drinks varies considerably across studies.9

* One study by academic nutritionists found that a 10 percent increase in the price

of soft drinks leads to a 7.8 percent decrease in sales, making demand inelastic

(Brownell and Frieden 2009).
* A beverage industry study showed that a 6.8 percent increase in the price of sodas

leads to a 7.8 percent drop in consumption; a 12 percent increase in the price of

Coca-Cola taken by itself causes sales to fall by 14.6 percent, making for elastic

demands in both cases (Beverage Digest 2008).
* Economists have found that a 10 percent tax on sodas will reduce consumption

by 8 to 11 percent, making the elasticity of demand close to unitary elastic and

leaving government tax revenues more or less constant, and soda tax would

likely have little effect on people’s excess weight (Brownell and Frieden 2009).

The effects of “fat taxes” on weight gain also vary from study to study.

* One set of researchers have found that, for more than 800 people studied,

reducing people’s intake of 100 calories a day from sodas leads to a weight

reduction of only half a pound over eighteen months (reported by Kaplan 2009).
* Other researchers found that a “fat tax” on all fatty and sugary foods would

reduce the obesity rate by only 1 percent (Gelbach, Klick, and Stratmann 2007).
* The academic nutritionists cited above have concluded that a 1-cent-per-ounce

tax on sodas could reduce the average weight of Americans by 2 pounds a year

(Brownell and Frieden 2009).

The important point in the emerging debate over “fat taxes” is that the political

and public acceptance of fat taxes will likely depend critically on the computed

elasticity of demand for fatty and sugary foods.

Determinants of the price elasticity of demand

So far, our analysis of elasticity has presumed that consumers are able to respond to

a price change. However, various factors can affect consumers’ ability to respond,

such as the number of substitutes and the amount of time consumers have to

respond to a change in price by shifting to other products or producers.

9 In 1960–2, the average obesity rate for adults was 13.3 percent. By 2003–6, the average obesity

rate for adults had more than doubled to 34.1 percent, as measured by the National Center for

Health Statistics (2009). Thirty-five diseases – including hypertension; heart disease; cancers of

the breast, colon, and prostate; type 2 diabetes; osteoarthritis; gallbladder disease; and incon-

tinence – have been linked to obesity, according to the National Heart, Lung, and Blood Institute

(1998).
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Substitutes
Substitutes allow consumers to respond to a price increase by switching to another

good. If the price of orange juice goes up, you can substitute a variety of other

drinks, including water, wine, or soda.

The elasticity of demand for any good depends very much on what substitutes are

available. The existence of a large number and variety of substitutes means that

demand is likely to be elastic. That is, if people can switch easily to another product

that will yield approximately the same value, many will do so when prices increase.

The similarity of substitutes – how well they can satisfy the same basic want – also

affects elasticity. The closer substitutes are to a product, the more elastic the demand

for the product will be. If there are no close substitutes, demand will tend to be

inelastic. What we call “necessities” are often things that lack close substitutes.

Few goods have no substitutes at all. Because there are many substitutes for

orange juice – soda, wine, prune juice, and so on – we would expect the demand

for orange juice to be more elastic than the demand for salt, which has fewer viable

alternatives. Yet even salt has synthetic substitutes. Furthermore, although human

beings need a certain amount of salt to survive, most of us consumemuchmore than

the minimum and can easily cut back if the price of salt rises. The extra flavor that

salt adds is a benefit that can be partially recouped by buying other things.

At the other extreme from goods with no substitutes are goods with perfect

substitutes. Perfect substitutes exist for goods produced by an individual firm

engaged in perfect competition. An individual wheat farmer, for example, is only

one among thousands of producers of essentially the same product. The wheat

produced by others is a perfect substitute for the wheat produced by the single

farmer. Perfect substitutability can lead to perfect elasticity of demand.

The demand curve facing the perfect competitor is horizontal, like the one in

figure 6.5. If the individual competitor raises her price even a minute percentage
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Figure 6.5 Perfectly elastic demand

A firm that has many competitors may lose all its

sales if it increases its price even slightly. Its

customers can simply move to another producer.

In that case, its demand curve is horizontal, with

an elasticity coefficient of infinity.
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above the goingmarket price, consumers will switch

to other sellers. The elasticity coefficient of such a

horizontal demand curve is infinite. Thus this demand

curve is described as perfectly elastic.

Time
Consumption requires time. Accordingly, a demand curve must describe some

particular time period. Over a very short period of time – say, a day – the demand

for a good may not react immediately. It takes time to find substitutes. With enough

time, however, consumers will respond to a price increase. Thus a demand curve that

covers a long period will be more elastic than one for a short period.10

Changes in demand

The determinants of the elasticity of demand are fewer and easier to identify than

the determinants of demand itself. As discussed in chapter 3, the demand for almost

all goods is affected in one way or another by:

* consumer incomes
* prices of other goods
* number of consumers
* expectations concerning future prices and incomes
* consumer tastes and preferences.

Additional variables apply in differing degrees to different goods. The amount

of ice cream and the number of golf balls bought both depend on the weather

(in Montana fewer golf balls are sold in the winter than the summer). The number of

cribs demanded depends on the birthrate. Together, all these variables determine the

A perfectly elastic demand is a demand that

has an elasticity coefficient of infinity. It is

expressed graphically as a curve horizontal to

the X-axis.

10 Oil provides a good example of how the elasticity of demand can change over time. When

the price of oil, and therefore gasoline, increased sharply in the first half of 2008, consumers

were limited in their ability to reduce consumption because of their gas-guzzling SUVs and

suburban homes located far from their workplaces. If those high gas prices remain high for a

long time, however, consumers will begin buying smaller cars and some will relocate closer to

work, and the consumer response to the higher gas prices will become greater. The long-term

demand curve for gasoline is much more elastic than the short-term demand curve. The

short-run demand for large SUVs plunged, along with their prices, which is another reason for

lower elasticity of demand for gasoline in the short run. With the lower resell prices of SUVs

(and the hikes in the prices of smaller cars), the prices of operating SUVs did not rise as much as

the price in gasoline.
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position of the demand curve. If any variable changes, so will the position of the

demand curve.

We showed in chapter 3 that if consumer preference for a product – say, low-rise

pants – increases, the changewill be reflected in an outwardmovement of the demand

curve (as we show here in figure 6.6). That is what happened during the early 2000s,

when people’s (mainly women’s) tastes changed and wearing pants (at times, at half-

moon!) became chic. By definition, such a change in taste means that consumers are

willing to buy more of the good at the going market price. If the price is P1, the

quantity demanded will increase from Q2 to Q3. A change in tastes can also mean that

people are willing to buy more low-rise pants at each and every price. At P2 they are

nowwilling to buyQ2 instead of Q1 low-rise pants. We can infer from this pattern that

consumers are willing to pay a higher price for any given quantity. In figure 6.6, the

increase in demand means that consumers are willing to pay as much as P2 for Q2

pairs of low-rise pants, whereas formerly theywould pay only P1. (If consumers’ tastes

change in the opposite direction, the demand curve moves downward to the left as a

quantity demanded at a given price decreases, see figure 6.7.)

Whether demand increases or decreases, the demand curve will still slope down-

ward. Everything else held constant, people will buy more of the good at a lower

price than a higher one. To assume that other variables will remain constant is, of

course, unrealistic because markets are generally in a state of flux. In the real world,

all variables do not stay put just to allow the price of a good to change by itself. Even

if conditions change at the same time that price changes, the law of demand tells us

that a decrease in price will lead people to buy more than they would otherwise, and

an increase in price will lead them to buy less.
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Figure 6.6 Increase in demand

When consumer demand for low-rise

pants increases, the demand curve shifts

from D1 to D2. Consumers are now

willing to buy a larger quantity of low-

rise pants at the same price, or the same

quantity at a higher price. At price P1, for

instance, they will buy Q3 instead of Q2.

And they are nowwilling to pay P2 forQ2

low-rise pants, whereas before they

would pay only P1.
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For example, figure 6.7 shows a situation where the demand for low-rise pants

has decreased because consumers are less willing to buy the product as another style

becomes fashionable. A price reduction can partially offset the decline in demand. If

producers lower their price from P2 to P1, quantity demanded will fall only to Q2

instead of Q1. Although consumers are buying fewer low-rise pants than they once

did (Q2 as opposed to Q3) because of changing tastes, the law of demand still holds.

Because of the price change, consumers have increased their consumption over

what it would otherwise have been.

Normal and inferior goods

A change in consumer incomes will affect demand in more complicated ways. The

demand for most goods, called normal goods, increases with income. Golf lessons are

very likely a good example of a normal good (since

so many higher-income people can be seen taking

them, relatively speaking). Beans are an example of

what a good many people would consider inferior.

People who rely on beans as a staple or filler food

when their incomes are lowmay substitute meat and

other higher-priced foods when their incomes rise.

A normal good or service is any good or service

for which demand rises with an increase in

income and falls with a decrease in income.An

inferior good or service is any good or service

for which demand falls with an increase in

income and rises with a decrease in income.
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Figure 6.7 Decrease in demand

A downward shift in demand,

from D1 to D2, represents a

decrease in the quantity of low-

rise pants consumers are willing

to buy at each and every price. It

also indicates a decrease in the

price they are willing to pay for

each and every quantity of low-

rise pants. At price P2, for

instance, consumers will now buy

only Q1 low-rise pants (not Q3, as

before); and they will now pay

only P2 for Q1 low-rise pants – not

P3, as before.

230 Microeconomics for MBAsA



Thus, whereas economists can confidently predict the directional movement of

consumption when prices change, they cannot say what will happen to the demand

for a particular good when income changes, because each individual determines

whether a particular good is a normal or inferior good. Different people will tend to

answer this question differently in different markets. Beans may be an inferior good

to most low-income consumers but a normal good to many others.

For example, how do you think a change in income will affect the demand for

low-, medium-, and high-quality liquor? You may have some intuitive notion

about the effect, but you are probably not as confident about it as you are about

the effect of a price decrease. In fact, during past recessions, the demand for both

low- and high-quality liquor has increased. Some consumers may have switched to

high-quality liquor to impress their friends, and to suggest that they have been

unaffected by the economic malaise. Others may have tried to maintain their old

level of consumption by switching to a low-quality brand.

When the recession began in late 2007, most retailers started reporting declines in

sales of their goods, especially stores catering to higher-end customers. However,

Walmart and Costco began reporting increases in sales throughout 2008 and 2009,

as buyers moved to down-market products.

Substitutes and complementary goods

The effect of a change in the price of other goods is similarly complicated. Here the

important factor is the relationship of one good – say, ice cream – to other

commodities. Are the goods in question substitutes for ice cream, such as frozen

yogurt? Are they complements, such as cones? Are they used independently of ice

cream? Demand for ice cream is unlikely to be affected by a drop in the price of baby

rattles, but it may well decline if the price of frozen yogurt drops.

Substitute goods
Two products are generally considered substitutes if the demand for one goes up

when the price of the other rises. Zippers are substitutes for buttons in clothing

construction. If the price of zippers goes down, the demand for buttons can be

expected to fall as consumers and clothing companies shift from buttons to

zippers.

The price of a product does not have to rise above the price of its substitute before

the demand for the substitute is affected. Assume that the price of sirloin steak is $6

per pound and the price of hamburger is $2 per pound. The price difference reflects

the consumer belief that the two meats differ in quality. If the price of hamburgers

rises to $4 per pound while the price of sirloin remains constant at $6, many buyers
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will increase their demand for steak. The perceived difference in quality now out-

weighs the difference in price.

Complementary goods
Because complementary products – razors and razor blades, oil and oil filters, Blu-

Ray DVDs and Blu-Ray DVD players – are consumed jointly, a change in the price of

one will cause an increase or decrease in the demand for both products simulta-

neously. An increase in the price of razor blades, for instance, will induce some

people to switch to electric razors, causing a decrease in the quantity of razor blades

demanded and a decrease in the demand for safety razors. Again, economists cannot

predict how many people will decide that the switch is worthwhile; they can merely

predict from theory the direction in which demand for the product will move. (Many

students often worry about the law of demand on the grounds that people are not

always as rational as economists assume and that some goods may have upward

sloping demand curves because prices carry messages about goods’ relative value

and about the relative economic standing of the buyers of the goods.)

Objections to demand theory

From years of teaching the theory of demand, we have learned that MBA students

often question aspects of demand theory, pointing out that:

* Consumers are not as rational as the law of demand presumes.
* Consumers exhibit some randomness in their buying decisions.
* Consumers often buy goods even as prices rise because higher prices convey a

message to others whom the consumers want to impress.

These objections are also discussed in online Perspective 6, which reinforces the

basic conclusion: Demand curves slope downward.11

Online Perspective 6
Common concerns relating

to the law of demand

11 In the new subdiscipline behavioral economics, psychologists and economists have documented

a variety of “irrational” behaviors (Ariely 2008; Thaler and Sunstein 2008).
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Part B Organizational economics and management

Pricing strategies based on lagged demands, network effects,
and rational addiction

Almost all microeconomics textbooks provide a lengthy discussion of the demand

for “standard” goods, as we have done in Part A of this chapter. They (and we)

explain that the quantity of the good purchased will be related to the price of the

good in question and a number of other considerations (such as weather, income,

and the prices of other goods), as we have stressed. The lower the price of a candy

bar, for example, the greater the quantity purchased, and vice versa. This inverse

relationship between price and quantity is so revered in economics that it has a

special label, the “law of demand.” The general rule deduced is that the more scarce

the good, the greater the (marginal) value and price.

Little is said in most textbooks, however, about how the consumption level of a

good (candy bars) todaymight affect the demand in the future. Also, little or nothing

is written about how the benefits (and demand) can depend upon how many other

people have bought candy bars. This lack of coverage is understandable. The benefit

that one person gets from eating a candy bar in one time period does not materially

affect the benefits received from eating another bar later, and is also not materially

affected by how many other people are buying and consuming candy bars. People

just buy and consume candy bars independently of one another, and couldn’t care

less about how much other people are enjoying candy bars.

This is not true for two special classes of goods called lagged-demand goods and

network goods. A lagged-demand good has one defining feature: the greater the

quantity purchased today, the greater the demand

tomorrow. Good examples of lagged-demand goods

include cigarettes, alcohol, and street drugs, given

that they tend to be addictive. As we shall show, the

theory of lagged demand is similar to the theory of

“rational addiction,” or the view that before con-

sumption begins, people can rationally weigh the

long-term costs and benefits, or pros and cons, of consuming goods that can be

physically compelling in consumption. In the emerging demand theory relating to

lagged, network, and addictive goods are pricing strategies that do not surface in

discussions of the demand for standard goods.

A network good has one defining feature: The greater the number of buyers, the

greater the benefits to most, if not all, buyers. These goods are said to exhibit a

“network effect” (or are sometimes called “network externalities”), which means

A lagged-demand good is one in which

consumption today affects consumption

tomorrow (or in future time periods).A

network good is a product or service whose

value to consumers depends intrinsically on

how many other people buy the good.
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that the attractiveness or value of a product to buyers increases with others’ use of

that product. Good examples of network goods include telephones, fax machines,

and computer software. One person’s telephone is useless unless someone else owns

a phone, and the more people there are who are buying phones, the greater the value

of the phone is to everyone, because more people can be called.

As you can see, lagged-demand goods and network goods have much in com-

mon – the interconnectedness of consumption. This commonality has important

implications for pricing strategy.

[See online Video Module 6.4 Demand for network goods]

Lagged demands
One of the authors of this book (Lee) was involved in the development of the theory

of lagged demands (Lee and Kreutzer 1982). He and economist David Kreutzer have

argued that the future demands for some goods can be, and often are, dependent on

the current demand. From this perspective, a lagged-demand good is one in which

the future good is a complement to the current good; they go together. According to

Lee and Kreutzer,

The crucial assumption behind our analysis is that lags exist in the demand for the resource;

future demands are influenced by current availability. The demand for petroleum is clearly an

example of such a lagged demand structure, with future demand for petroleum significantly

influenced by investment decisions made in response to current availability. (1982, 580)

As with all complements, the future demand for a product depends upon the current

price for the good. Behind such an obvious point lie important insights that might

otherwise go unrecognized when seen from the usual view of demand.

As a consequence of the complementarity in consumption over time, firms faced

with lagged demand have an incentive to lower their current price in order to

stimulate future sales. They might even charge a price in the inelastic range of

their current demand curves (or approach that range), despite losing current rev-

enues (and profits) from doing so, just so that they can stimulate a greater future

demand, which will permit them to raise future prices and generate greater profits in

the future. This is only true, of course, as long as the producers’ rights to exploit

future profits are not threatened.

What makes this perspective interesting is that, under conditions of lagged

demand, a cartel of firms (considered in detail in chapter 11) may form, not with

the intent of raising the group’s current price but rather with the intent of lowering

the current price (below) and expanding current output (above) levels that would

exist under competition. The standard view is that firms form cartels to increase

their prices above the level that would be possible under competition, and that

cartels tend to break down because individual firms will cheat on the cartel

234 Microeconomics for MBAsB



agreement by lowering price to gain customers at the expense of the other cartel

firms.12

Also, the conventional treatment of demand, under which tomorrow’s demand is

unrelated to today’s consumption, predicts that threats to the future stability of

property rights will lead to “overproduction” during the current time period. This is

the case because if a firm – for example, an oil company – fears losing its property

rights to its reserves, then it has an incentive to increase production and expand

sales today. Never mind that the added supply of oil might depress the current price.

The oil firm can reason that if it doesn’t pump the oil out of the ground in the short

term, it will not have rights to the oil in the future.

For goods subject to the lagged-demand phenomenon, any looming threat to

property rights can cause some firms to do the opposite: reduce the production of oil

(or the exploitation of any other resource), hike the current price, and extract

whatever profits remain. When its property rights are threatened, the firm no longer

has an incentive to artificially suppress its current price in order to cultivate future

demand.

Similarly, standard excise tax theory suggests that producers’ opposition to

excise taxes should be tempered by the fact that the tax can be extensively passed

on to the consumers in the form of a price increase (that must always be less than

the tax itself). The theory of lagged demand suggests otherwise: producers of

such goods have a substantial incentive to oppose the tax because of the elastic

nature of their long-run demands. Although they may be able to pass along

a major share of the tax in the short run, they will not be able to do so in the

long run.

Rational addiction
Gary Becker and Kevin Murphy (1988) have developed a similar argument but with

the purpose of developing an economic theory of “addiction,” a general concept that

suggests a connection between current and future consumption of a good or

activity. The connection is, however, physical, or maybe chemical, as in the case

of cigarettes. People’s future demand for smokes can be tied to their current con-

sumption simply because of the body’s chemical dependency on nicotine. As in the

case of lagged-demand goods, producers of addictive goods have an incentive to

suppress the current price of their good – cigarettes – in order to stimulate the future

demand for it. The lower the current price, the greater the future demand and the

greater the future consumption.

12 Such a cartel may also dissolve because of rampant cheating involving price increases, with

all firms seeking to benefit from the greater demand stimulated by lower prices charged by

other cartel members.
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This complementarity in consumption for an addictive (and lagged demand) good

is illustrated in figure 6.8. At price P3 in the current time period, the consumption

will be Q1 in the current time period. However, because of that current consumption

level, the demand in the future rises toD2. At a price of P2, current consumption rises

to Q2, but the future demand rises to D3. You can imagine that at even lower prices,

P1, some even higher demand curve, D3, will occur in the future. Figure 6.8 shows

why firms have an incentive to lower the current price: The future demand rises.

With other complementary goods, if the price of one complement goes down and

more of it is sold, then the demand for the other complement goes up, with its price

rising. The same thing happens in this case, but the complements are the same good

that are consumed in different time periods.

The current demand for one addictive good, cigarettes, might be highly inelastic,

as is commonly presumed in microeconomics, but this does not mean that the long-

run demand is necessarily inelastic. As illustrated in figure 6.8, the short-term

demand curves D1–D3 are each very inelastic, but the long-term demand curve

(Dlr1, Dlr2) is rather elastic.

Indeed, Becker and Murphy (1988, 695) maintain that the more addictive the

good, the more elastic will be the long-term demand. This is the case because
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Figure 6.8 Rational addiction and network effects and demand

As the price falls from P3 to P2, the quantity demanded in the short run rises from Q1 to Q2.

However, sales build on sales, causing the demand in the future to expand outward to,

say, D2. The lower the price in the current time period, the greater the expansion of

demand in the future. The more the demand expands over time in response to greater

sales in the current time period, the more elastic is the long-run demand.
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a reduction in the current time period might not stimulate current sales very much.

However, for highly addictive goods, current consumption can give an even greater

increase in the future demand because the buyers “have to have more of it,” thus

resulting in even more future consumption than would be the case for less addictive

goods. Hence, it is altogether understandable why in the 1960s cigarette firms would

often have “cigarette girls” in short skirts giving away small packs of cigarettes, and

why many drug dealers to this day eagerly give away the first “hits” to their

potential customers. Indeed, it seems reasonable to conclude from the Becker–

Murphy line of argument that the more addictive the good, the lower the current

price for first-time users. We might not even be surprised that, for some highly

addictive goods, the producers would “sell” their goods at below-zero prices (or

would pay their customers to take the good).

In contrast to the theory of lagged demand, this theory of rational addiction

suggests explanations for a variety of behaviors, most notably the observed differ-

ences in the consumption behavior of young and old, the tendency of overweight

people to go on “crash diets” even when they may want to lose only a modest

amount of weight, or alcoholics who become “teetotalers” when they decide to

curtail their drinking. Old people may be less concerned about addictive behavior,

everything else held constant, than the young. Old people simply have less to lose

over time from addictions than do younger people (given older people’s shorter

remaining life expectancies). People who are addicted to foodmay rationally choose

to drastically reduce their intake of food even though they may need to lose only a

few pounds because their intake of food compels them to “overconsume.” Similarly,

alcoholics may “get on the wagon” in order to temper their future demands for

booze because even amodest consumption level can have a snowballing effect, with

a little consumption leading to more drinks, which can lead to even more.

Network effects
The theory of “network effects” shares one key construct with the theory of lagged

demand: the interconnectedness of demands (Arthur 1996; Farrell and Klemperer

2007). In the theory of lagged demand, interconnectedness is formed through

time; in the theory of network effects, it is formed across people and markets. The

theory of network effects is analogous to telephone systems that form “networks”

tied together with telephone lines (as well as microwave disks and satellites). No

one would want to own a phone or buy a telephone service if he or she were the

only phone owner. There would be no one to call. However, if two people – A and

B – buy phones, then each person has someone to call, and there are two pair-wise

calls that can be made: A can call B, and B can also call A. As more and more

people buy phones, the benefits of phone ownership escalate geometrically –

there are progressively more people to call and even more possible pair-wise
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calls.13 The benefits that buyers garner from others who join the network can rise

simply from the potential to call others; they need not ever call all the additional

joiners.

Accordingly, the demand for phones can be expected to rise with phone ownership.

That is to say, the benefits from ownership go up as more people join the network.

Hence, people should be willing to paymore for phones as phone ownership increases.

Some of the benefits of phone ownership are said to be “external” to the buyers of

phones because people other than those who buy phones gain by the purchases (as was

true in our study of public goods and external benefits in chapter 6). In more concrete

terms, when one of the authors, Lee, buys a phone, then the other author, McKenzie,

gains from Lee’s purchase – and McKenzie pays nothing for Lee’s phone. For that

matter, everyone who has a phone gainsmore opportunities to call as other people buy

phones, or as the network expands (at least up to some point). The gains that others

receive from Lee’s or anyone else’s purchase are “external” to Lee, hence are dubbed

“external benefits” or, more to the point of this discussion, “network externalities.”

Accordingly, network effects can be discussed with the same figure that was

developed for rational addiction, figure 6.8. Under bothmarket conditions – rational

addiction and network effects – short-term prices of zero and even below zero are

potential market-development strategies. Such low prices can encourage current

consumption, which can elevate future demand and future prices. Indeed, the

prospects of higher prices (and profits) in the future are a key motivation for

short-price reductions, even to zero and beyond.

Scarcity, abundance, and economic value

Networks and network goods tend to turn one basic economic proposition on its

head: as any good becomes scarcer, it becomes more valuable. But in the case of

network goods, just the opposite is true: as a good becomes more abundant, its value

goes up (Kelly 1998, chapter 3). This does not mean, however, that the demand curve

for a network good slopes upward. Given the number of phones that others have,

people can be expected to buy more phones at a low price than a high price.

A phone company faces two basic problems in building its network. First, the

company has the initial problem of getting people to buy phones, as the benefits will

be low at the start. Second, if some of the benefits of buying a phone are “external”

13 If there are three phone owners – A, B, and C – then calls can be made in six pair-wise ways:

A can call B or C, B can call A or C, and C can call A or B. If there are four phone owners,

then there are twelve potential pair-wise calls; five phone owners, twenty potential pair-wise

calls; twenty phone owners, 380; and so forth. If the network allows for conference calls, the

count of the ways in which calls can be made will quickly go through the roof with the rise in

the number of phone owners.
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to the buyer, then each buyer’s willingness to buy a phone can be impaired. How

does the phone company build the network? One obvious solution is for the phone

company to do what the producers in the theory of lagged demand do: “underprice”

(or subsidize) their products – phones – or, at the extreme, give them away or even

pay people to install phones in their homes and offices.

Software networks

The network effects in the software industry – for example, operating systems – are

similar but, of course, differ in detail from the network effects in the telephone industry.

Indeed, the software developer may face more difficult problems, given that the

software development must somehow get the computer users on one side of the market

and application developers on the other side to join the network more or less together.

Few people, other than “geeks,” are likely to buy an operating system without

applications (for example, word processing programs or games) being available. If a

producer of an operating system is able to get only a few consumers to buy and use

its product, the demand for the operating system can be highly restricted. A major

problem is that few software firms will write applications for an operating system

with very limited users because the software firms will have few opportunities to sell

their products, which in turn keeps demand for the operating system low. However,

if the firm producing the operating system can motivate more consumers to pur-

chase it, a cycle of increased demand can result as the number of applications

written for the operating system grows, stimulating yetmore demand for the system,

and more applications written for it, and so on.

As in the case of telephones, some of the benefits of purchasing the operating

system (and applications) are “external” to the people who buy them. People who

join the operating system network increase the benefits to all previous joiners

because they have more people with whom they can share computers or files. All

joiners have the additional benefit of knowing that, as the network increases, they

are likely to have a greater number of applications from which to choose. However,

as in phone purchases, when the benefits are “external,” potential users have an

impaired demand for buying into the network. The greater the “external benefits,”

the greater the buying resistance (or willingness to cover the operating system cost).

The network may grow slowly at the start because people (both computer users and

programmers) may be initially skeptical that any given operating system will be able

to become a sizable network (and provide the “external benefits” that a large network

can provide). But if the network for a given operating system continues to grow, more

andmore people will begin to believe that the operating systemwill become sizable, if

not “dominant,” which means that the network can grow at an escalating pace.

In short, such network growth can reach a “tipping point,” beyond which the

growth in the market for the operating system will take on a life of its own – grow at
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an ever-faster pace because it has grown at an ever-faster pace (Gladwell 2000).

People will buy the operating system because everyone else is using it (which can

mean that the accelerating growth of one operating system causes a contraction in

the market share for other operating systems). After the “tipping point” has been

reached, the firm’s eventual market dominance and monopoly power (according to

the US Department of Justice, Klein et al. 1998) is practically assured.

This discussion is relevant to the history of the Apple and Microsoft operating

systems. Before the introduction of the IBM personal computer, Apple was the

dominant personal computer (PC), running the ProDOS operating system; however,

IBM and Microsoft jointly developed their respective operating systems, PC-DOS

and MS-DOS, in 1981. At that time, 90 percent of programs ran under some version

of the CP/M operating system. Two important factors likely undermined CP/M’s

market dominance. First, CP/M was selling at the time for $240 a copy; DOS was

introduced at $40. Second, IBM’s dominance of the mainframe computer market no

doubt convinced many buyers that some version of DOS would eventually be the

dominant operating system. In addition, Apple refused to “unbundle” its computer

system: it insisted on selling its own operating systemwith theMacintosh (and later-

generation models), and at a price inflated by the restricted availability of Apple

machines and operating systems (Evans, Nichols, and Reddy 1999, 4).

Microsoft took a radically different approach: It got IBM to agree to allow it to

licenseMS-DOS to other computermanufacturers, and then did just that to all comers,

in the expectation that competition among non-Apple computer manufacturers

would spread the use of their computers – and, not incidentally, Microsoft’s operating

system. This expectation was realized and the “abundance” of MS-DOS systems led to

an even greater demand for such systems, and to a lower demand for Apple systems.

Many people started joining the Microsoft network, not necessarily because they

thought that MS-DOS or Windows was a superior operating system to Apple’s but

because of the benefits of the larger network. Therewas a “tipping point” forMicrosoft

sometime in the late 1980s or early 1990s (possibly with the release of Windows 3.1)

that caused Windows to take off, sending Apple into a market-share tailspin.

In 1998, the Justice Department took Microsoft to court for violation of antitrust

laws. Among other charges, the government maintained that Microsoft was a monop-

olist because it held more than 90 percent of the market share in operating systems,

and that the company was engaging in “predatory” pricing of its browser, Internet

Explorer. Microsoft had been giving away Internet Explorer withWindows 95 and had

integrated it into Windows 98. The Justice Department claimed that the only possible

reason Microsoft could have to offer Internet Explorer was to eliminate Netscape

Navigator from the market. We can’t settle these issues here (see McKenzie 2000), but

we can point out that the Justice Department starts its case against Microsoft with the

admission that the operating system and softwaremarkets are full of “network effects.”

240 Microeconomics for MBAsB



Although it may be true that Microsoft engaged in pricing designed to eliminate

competition, it may also be true that Microsoft was responding to the dictates of

“network effects,” underpricing its product to build future demand. The company had

another reason for its actions: If Microsoft lowered its price on Internet Explorer (or

lowered its effective price for Windows by including Internet Explorer), then more

computers could be sold, whichmeans thatmore copies ofWindowswould be sold and

more copies ofMicrosoft’s applications –Word, Excel, etc. – would be sold. This means

that a lower price for Internet Explorer or Windows could give rise to higher sales,

prices, and profits on the other applications. (More details on the Microsoft antitrust

case of 1998 will be provided in chapter 10, which is on monopoly theory.)

Practical lessons for MBAs: treat the law of demand for what it is,
a relatively absolute absolute

The late University of Chicago economics professor Frank Knight, whose words form the

epigraph for this chapter, often told his students that there are no absolutes in this world –

other than that statement. However, some principles come so close to being absolutes that

they can be characterized as relatively absolute absolutes, by which Knight meant that we can

treat the principles more or less as absolutes until strong evidence proves otherwise. For

economists the lawof demand is treated not as an absolute absolute, but as a relatively absolute

absolute. The law of demand is a principle that has been tested and validated so often in so

many varied ways by so many economists that the overwhelming majority of economists have

come to think of it as true, bordering on a law of nature.

Granted, the law of demand may not always hold in every conceivable circumstance, but it

holdswith such frequency and durability thatMBA studentswould bewell advised to presume

the law of demand holds for whatever pricing problem they are considering until strong

evidence proves otherwise. Unless their firms operate in a perfectly competitive market

producing a “commodity,” which means their firms are price takers, all managers should

develop their pricing policy on the presumption that price and quantity are inversely related.

Having adopted the law of demand as a guiding pricing principle, managers assess the

elasticity of their market demand. If their demands are found to be inelastic (or unitary

elastic) within the relevant range of market sales, then they should definitely consider

raising their prices to improve their profitability. If demand is inelastic, a higher price will

lead to greater revenues. The resulting lower sales will lead to lower production costs. If the

demand is unitary elastic, then revenues will remain the same when the price is raised, but

costs will fall with lower sales. Accordingly, in both cases a higher price will improve firm

profitability.
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Even when demand is elastic, a price hike can be a profitable move, in spite of lower

resulting revenues. Profits can go up when the reduction in costs from lower sales is greater

than the reduction in revenues. As we will explain with greater clarity in chapter 10, a firm

producing a non-network good intent on maximizing profits should raise its price until its

price is in the elastic range of the demand curve.

As indicated in this chapter, a firm producing a good that has network effects should

consider a radically different pricing strategy. The firm should consider pricing its product at a

low (below-cost), zero, or even negative level with an eye toward boosting current sales. The

increase in current sales in and of itself can add to consumer value and can boost future

demand and sales even at elevated future prices. Pricing among initial producers of a network

good can be expected to be aggressive because more than current sales will be at stake. The

prospects of future market dominance can drive initial prices below production costs because

of the potential for elevated profits from future market dominance.

Further readings online

Reading 6.1 Indifference curves and budget lines (with accompanying

videomodules)

Reading 6.2 Covering relocation costs of new hires (along with an accompanying

video module)

The key takeaways from chapter 6 are the following:

1 Rational consumers will equate at the margins. That is to say, they will so allocate their

expenditures that the marginal utility of the last unit of every good is equal to every other.

2 The law of demand is a natural consequence of rational behavior.

3 Demand does not consist of what people would like to have or are willing to buy at a given

price; rather, it represents the inverse relationship between price and quantity, a rela-

tionship described by a downward sloping curve.

4 Although economists do not have complete confidence in all applications of the law of

demand, they consider the relationship between price and quantity to be so firmly estab-

lished, both theoretically and empirically, that they call it a law.

5 In the real world, when the price of a good goes down, the quantity purchased may fall

rather than rise. In such cases, economists normally assume (until strong evidence is
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presented to the contrary) that some other variable has changed, offsetting the positive

effects of the reduction in price.

6 The market demand curve for a private good is obtained by horizontally summing

individuals’ demand curves for the good.

7 Total revenuewill risewhen demand is elastic and the price is reduced, and vice versa. Total

revenue will fall when demand is inelastic and the price is reduced, and vice versa.

8 The slope and elasticity of a demand curve are not the same. The slope of a straight-line

demand curve is the same at all points along the demand curve. The elasticity of demand,

as measured by the elasticity coefficient, increases with movements up a straight-lined

demand curve.

9 When the price of a network good is lowered, the demand for the good can (eventually)

rise as the value of the good rises with the increase in the number of consumers. Producers

of the network good can (depending on the extent of the network effects) have an

incentive to charge zero and negative prices.

10 Not all downward sloping demand curves are alike. They differ radically in terms of the

elasticity of demand, or the responsiveness of consumers to a price change. The elasticity

of demand can heavily influence business pricing strategies.

Review questions >>
............................................................................................................

1 What role does the law of demand play in economic analysis?

2 If the price of jeans rises and the quantity sold goes up, does this mean that the demand

curve slopes upward? Why or why not?

3 If the prices of most goods are rising by an average of 15 percent per year, but the price of

gasoline rises just 10 percent per year, what is happening to the real, or relative, price of

gasoline? How do you expect consumers to react?

4 Suppose that a producer raises the price of a good from $4 to $7, and the quantity sold

drops from 250 to 200 units. Is demand for the good elastic or inelastic?

5 If the campus police force is expanded and officers are instructed to increase the number of

parking tickets they give out, why might the initial effect of this policy increase revenues

from fines more than the long-run effect? What does your answer have to do with the

elasticity of demand for illegal parking?
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6 If the government subsidizes flood insurance, what will happen to the price of

that insurance? What will happen to the value of the property that is lost during

floods? Why?

7 Many computer programs – for example, operating systems and word processors – are

said to be “network goods.” Software piracy is often relatively easy because of the digital

nature of software. Should software developers oppose all piracy?

8 Consider two markets, one in which the market “tips” and another in which it does not.

Compare the incentives of firms in the two markets to lower their prices initially before

the market tips.

9 Assume network effects in twomarkets. In one market, there are no “switching costs.” In

the other, there are substantial switching costs. How will the switching costs (or the

absence thereof) affect the initial price competition in the two markets?

10 Why would any firm ever pay consumers to take their products? Can you think of

examples of such a pricing strategy?
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7
............................................................................................................

Production costs and the theory
of the firm

The economist’s stock in trade – his tools – lies in his ability to and proclivity to

think about all questions in terms of alternatives. The truth judgment of the moralist,

which says that something is either wholly right or wholly wrong, is foreign to him.

The win–lose, yes–no discussion of politics is not within his purview. He does not

recognize the either–or, the all-or-nothing situation as his own. His is not the world of

the mutually exclusive. Instead, his is the world of adjustment, of coordinated conflict,

of mutual gain.

James M. Buchanan

Amazing things happen when people take responsibility for everything themselves.

The results are quite different, and at times people are unrecognizable. Work changes

and attitudes to it, too.

Mikhail Gorbachev, former Premier of the Soviet Union

Cost is pervasive in human action. Managers (as well as everyone else) are

constantly forced to make choices, to do one thing and not another. Cost – or

more precisely, opportunity cost – is the most highly valued opportunity not

chosen. Although money is the most frequently used measure of cost, it is not cost

itself.



Although we may not recognize it as such, cost also pervades our everyday thought

and conversation. When we say “that course is difficult” or “the sermon seemed

endless” or “changes to the product design at this stage can’t be made,” we are really

indicating something about the cost involved. If the preacher’s extended commen-

tary delayed the church picnic, the sermon was costly. Although complaints about

excessive costs sometimes indicate an absolute limitation, more often they merely

mean that the benefits of the activity are too small to justify the cost. Many people

who “can’t afford” a vacation actually have themoney but do not wish to spend it on

travel, and most students who find writing research papers “impossible” are simply

not willing to put forth the necessary effort.

This chapter explores the meaning of cost in business, specifically, and in human

behavior, generally. We begin by showing how the hidden costs of a choice often

can explain seemingly irrational behavior. We then develop further the concept of

marginal cost which, together with the related concepts of demand and supply,

defines the limits of rational behavior, from personal activities such as painting and

fishing to business decisions such as how much to produce.

In this and the following chapters, we use the cost analysis to make points that

seem to defy common sense in business. For example, we show that a firm should

not necessarily seek to produce at the level at which the average cost of production

is minimized or the average revenue is maximized.

In conventional economic discussions of production costs, incentives are

nowhere considered. This is the case because the “firm” is little more than a

theoretical “black box” in which things happen somewhat mysteriously. MBA

students who have taken an undergraduate course in microeconomics might

remember that economics textbooks typically acknowledge that the “firm” is the

basic production unit, but little or nothing is said of why the firm ever came into

existence or, for that matter, what the firm is. As a consequence, we are told little

about why firms do what they do (and don’t do). There is nothing in conventional

discussions that tells us about the role of real people in a firm.

How are firms to be distinguished from the markets they inhabit, especially in

terms of the incentives people in firms and markets face? That question is seldom

addressed (other than, perhaps, specifying that firms can be one of several legal

forms, for example, proprietorships, partnerships, professional associations, or

corporations). In conventional discussions of the “theory of the firm,” firms maxi-

mize their profits, which is their only noted raison d’être. But students of conven-

tional theory are never told how firms do what they are supposed to do, or why they

do what they do.

The owners, presumably, devise ways to ensure that everyone in the organization

follows instructions, all of which exist to squeeze every ounce of profit from every

opportunity. Students are never told what the instructions are or what is done to
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ensure that workers follow them. The structure of incentives inside the firm never

comes up because their purpose is effectively assumed away: people do what they

are supposed to do, naturally or by some unspecified mysterious process.

For people in business (and MBA students), the conventional economist’s

approach to the “firm” must appear strange indeed, given that businesspeople

spendmuch of their working day trying to coax people to do what they are supposed

to do. Nothing is more problematic in business than getting employees to consis-

tently devote their efforts to increasing their firms’ profits (as opposed to devoting

themselves to more personal concerns).

In Part A of this chapter, we start the development of a firm’s cost structure by

focusing on the critical issue of howmuch a firm should produce,marginal cost. Our

development of a firm’s cost structure will continue in chapter 8. We will use this

cost structure in chapters 9 and 10 to determine howmuch firms in different markets

facing different competitive pressures will produce to maximize profits.

In Part B of this chapter, we address the issue ofwhy firms exist. This is not just an

interesting academic question. Rather, the answer to this question can help us

understand why the existence of firms and incentives go hand in hand. It can also

help us understand production costs and the size and organization of firms, and why

firms’ cost structures are as they are drawn in Part A of this and the following

chapter. Just how low a firm’s costs are, and how profitable a firm is, will depend

critically upon how well production is coordinated both inside and outside the firm.

As we will see, firm size will affect its overall coordinating costs, as well as its

organizational structure and features. This is to say that Part B of this and the

following chapters provides practical guidance on how firms can minimize their

cost structures, which is treated theoretically in Part A. We offer more practical

guidance on cost control of a big-ticket item in many firms’ cost structure – health

insurance.

Part A Theory and public policy applications

Various cost conceptions

In this section, we begin the development of the cost structures of firms. We are not

simply concerned with what a firm’s costs are for a given output level and time

period; a firm’s accounting statements provide that information. Accounting state-

ments are historical by construction, not conceptual. In this book we seek to develop

the likely structure for a firm’s costs over a wide range of output levels, which can

help managers think about what output level they should choose.
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AnyMBA class includes students from a variety of industries that, of course, have

different production costs. Our goal here is to devise a cost structure that is generally

applicable to this wide range of industries, providing students with an analytical

device that can be helpful in considering production decisions for any firm. We

spotlight production decision rules that arise from merging our development of a

firm’s cost structure with the structure for demand in chapter 6. For purposes of

effective communication, if nothing else, economists have identified a number of

key cost concepts that will play important roles in the following analytics associated

with the development of a firm’s cost structure.

Explicit and implicit costs
Some costs are obvious: an out-of-pocket expenditure – themonthly price you pay for

a product or service. This is called an explicit cost. For example, the price of your book is

an explicit cost of taking a course in economics. Other

costs are less immediately apparent. Such costs of the

course might include the time spent going to class and

studying, the risk of receiving a failing grade, and the

discomfort of being confrontedwithmaterial thatmay

challenge some of your beliefs. These are implicit costs;

together they add up to the value of what you could

have done instead. Although implicit costs may not be recognized, they are oftenmuch

larger than the more obvious explicit costs of an action.

“Sunk costs”: why they don’t matter
Then, there are some “costs” that are recognized on accounting statements that

should not be considered in making business decisions. These costs are called “sunk

costs.” Accordingly, sunk costs should be ignored in decision making. This is

because current decisions cannot alter costs that

have already been incurred. Such costs are beyond

the realm of choice.

An example can help illustrate the irrelevance of

sunk, or fixed, costs. Suppose an oil exploration

firm purchases the mineral rights to a particular piece of property for $1 million

which, for purposes of clarity in argument, we assume initially has no resale market.

After several months of drilling, the firm concludes that the land contains no oil (or

other valuable mineral resources). Will the firm reason that, having spent $1 million

for the mineral rights, it should continue to look for oil on the land? If the chances of

finding oil are nonexistent, the rational firm will cease drilling on the land and try

somewhere else. The $1 million is a sunk cost that should not influence the decision

to continue or cease exploration. Indeed, the firm may begin drilling on land for

Explicit cost is the money expenditure

required to obtain a resource, product or

service.An implicit cost is the forgone

opportunity to do or acquire something else

or to put one’s resources to another use that

doesn’t require a monetary payment.

A sunk cost is a past cost. It is a cost that

already has been incurred, which means it

cannot be changed and, hence, is irrelevant to

current decisions.
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which it paid far less for the mineral rights, if management believes that the chances

of finding oil are higher there than on the $1 million property.

The underlying reason that sunk costs do not matter to current production

decisions is that the term “sunk costs” itself is misleading and something of a

misnomer, since “sunk costs” are not really “costs” at all. The opportunity cost of

an activity is the value of the best alternative not chosen. In the case of a historical

cost, however, there are no longer any alternatives. Although the oil exploration

firm at one time could have chosen an alternative way to spend the $1 million, after

the money was spent the alternative ceased to be available. Nor can the firm resell

the mineral rights for $1 million; those rights are now worth far less because of

accumulated evidence that the land contains little or no valuable minerals. Sunk

costs, however painful the memory of them might be, are gone and best forgotten.

Profits are made by looking forward, not backward.

If the land can be sold, then there is a cost of using or just holding onto it.

However, the cost that should be considered is not the $1million purchase price, but

rather its resale price, which could be far lower than the purchase price.

The cost of an education
A good illustration of the magnitude of implicit costs is the cost of an education.

Suppose an executive or fully employed MBA student takes a course and pays

$2,000 for tuition and $300 for books and other class materials. The money cost

of the course is $2,300, but that figure does not include the implicit costs to the

student. To take a course, the student must attend class for about thirty hours (on the

quarter system) and may have to spend three times that much time traveling to and

from class, completing class assignments, and studying for examinations. The total

number of hours spent on any one course, then, might be 120.

TheMBA student could have spent that time doing other things, including working

for a money wage. If the student’s time is valued at $40 per hour (the wage she might

have received if working), the time cost of the course is $4,800 (120 hours × $40/

hour). Moreover, if she experiences some anxiety because of taking the course, that

psychic or risk cost must be added to the total as well. If she would be willing to pay

$500 to avoid the anxiety, the total implicit cost of taking the course climbs to $5,300.

The implicit cost of the student’s time represents the largest component of the

total cost of the course, $7,600. The value of one’s time varies from person to

person.1 The time cost also explains the popularity of executive MBA programs,

1 For students who are unable to find work or have few productive skills, the time costs of taking

a course may be quite small. That is why most college students are young. Their time cost is

generally lower than that of experienced workers who must give up the opportunity to earn a

good wage in order to attend classes full time.
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which allow the students to do more of their work online and on weekends. By the

same token, few CEOs of major corporations can be found in MBA programs of any

type. Their explicit costs of the programs are much the same as everyone else’s, but

their implicit (time) costs are far higher, so much so that they have no hope of

recovering their MBA investments. This is especially true since many CEOs are in

their fifties and sixties and have only a few years left in their careers.

From a recognition of the opportunity cost involved in MBA education, it should

not surprise anyone if applications to MBA programs run somewhat counter-

cyclical. That is, applications to MBA programs tend to increase when the economy

goes into a recession and decrease in recovery phases of the business cycles. During

an economic downturn, people’s opportunity costs go down with a decrease in

business opportunities or, worse, unemployment. People’s opportunity costs go up

with a recovery.2

The cost of bargains
Every week, most supermarkets run large newspaper ads listing their weekly spe-

cials. Generally only a few items are offered at especially low prices, for store

managers know that most bargain seekers can be attracted to the store with just a

few carefully selected specials. After the customer has gone to the store that is

offering a special on, say, steak, he would have to incur a travel cost to buy other

items in a different store. Even though peanut butter may be on sale elsewhere, the

sum of the sale price and the travel cost exceed the regular price in the first store.

Through attractive displays and packaging, customers can be persuaded to buy

many other goods not on sale, particularly toiletries, which tend to bear high

markups. So stores manage to recoup some of the revenues lost on sale items by

charging higher prices on other goods. In other words, the cost of a bargain on

sirloin steak may be a high price for toothpaste.

Some shoppers make the rounds of the grocery stores when sales are

announced. For such people, time and transportation are cheap. A person who

values his or her time at $40 an hour is not going to spend an hour trying to save

a dollar or two. The cost of gas alone can make it prohibitively expensive to visit

several stores. Because of the costs of acquiring information, many shoppers do

not even bother to look for sales. The expected benefits are simply not great

enough to justify the information cost. These shoppers enter the market “ration-

ally ignorant.”

2 The analysis must be qualified because people’s incomes tend to fall and rise with an economic

downturn and upturn, which means that an income effect can mute the opportunity-cost effect

of the business cycle.
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Normal profit as a cost
In accounting, profit is what is on the “bottom line” on profit and loss (P&L) or

income statements, or the difference between recorded revenues and recorded

expenses. However, some costs of doing business are never reported on a company’s

books. Three such frequently unrecorded costs are:

1 the opportunity cost of the firm’s owner/manager (equal to the salary the owner/

manager could have received elsewhere)

2 the opportunity cost of capital (the earnings that could have been received had

the firm’s owner invested his finance in some risk-free investment, say, a govern-

ment bond)

3 the risk cost of doing business (or the expected losses from firm failure).

Even though these costs may not be recognized on a

firm’s books, they must be recovered in order for the

firm to continue in business. These costs are called

normal profits by economists. The “profit” reported

by a firm on its P&L statement is called book profits

by economists. Book profits can be more or less than

normal profits.

If book profits are less than normal profits, the firm

is said to have incurred an economic loss. If book

profits are greater than normal profits, the firm is

said to make economic profits. The amount by which

book profits exceed normal profits is economic profit.

Economic profit is a return that is more than neces-

sary to keep resources employed where they are.

Peter Drucker, a widely cited and respected management professor, once

quipped that, “Few U.S. businesses have been profitable since World War II”

(Drucker 2001, 117). Most readers may find such a statement hard to accept, and

those who do believe it may interpret Drucker as talking about business failure.

But Drucker was commenting about economic profits and, once that is understood,

his statement can be seen as a comment on the success of the US economy. As

Drucker wrote, “Until a business returns a profit that is greater than its cost of

capital [opportunity cost], it operates at a loss . . . The enterprise . . . returns less to

the economy than it uses up in resources” (2001, 117). On the other hand, if a lot

of firms made large economic profits, it would also be a sign of failure of the

economy – failure to reallocate resources to the profitable endeavors where the

resources add more to the economy than they are adding where currently

employed.

Book profits are the profits reported on firms’

“bottom lines” of their P&L statements.

Normal profits are the opportunity and risk

costs of doing business not reported on firms’

P&L statements that must be covered in order

that the owners will not redeploy firm

resources.

Economic profits are realizedwhen firms’ total

costs, including their unrecorded opportunity

and risk costs, are less than their total

revenues.An economic loss occurs when firms’

total costs, including their unrecorded

opportunity and risk costs, exceed their total

revenues.
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The special significance of marginal cost

So far, we have been considering cost as the determining factor in the decision to

undertake a particular course of action. Obviously benefits are important as well.

The rational person weighs the cost of an action against its benefits and comes to a

decision: whether to invest in an education, to shop around for a bargain, or to learn

how to fly. The question is, how much of a given good or service will an individual

choose to produce or consume? How does cost limit a behavior after a person has

decided to engage in it? The answer relies partially on the concepts of marginal cost.

We emphasize marginal cost in this chapter, but

marginal benefits are just as critical to our produc-

tion and consumption decisions, as will be discussed

more fully in chapter 10.

Rational behavior and marginal cost
Marginal cost is the cost incurred by reading one additional page, making one

additional friend, giving one additional gift, or going one additional mile.

Depending on the good, activity, or service in question, marginal cost may stay

the same or vary as additional units are produced. For example, imagine that Jan

Smith wants to give Halloween candy to ten of her friends. In a sense, Jan is

producing gifts by procuring bags of candy. If she can buy as many bags as she

wants at a unit price of 50 cents, themarginal cost of each additional unit she buys is

the same, 50 cents. The marginal cost is constant over the range of production.

However, marginal cost can vary with the level of output, for two reasons. First,

the opportunity cost of time must be considered. Suppose Jan wants to give each

friend a miniature watercolor, which she will paint herself over the course of the

day. To make time for painting, Jan can forgo any of the various activities that

usually make up her day. She may choose to give up recreational activities, garden-

ing chores, or time spent at work or study.

If she behaves rationally, she will give up the activities she values least. To do the

first painting, shemay forgo laying soil on a bare spot in her lawn. Themarginal cost

of her first watercolor is therefore a lawn eyesore. To paint the second watercolor,

Jan will give up the next more valuable item on her list of activities. As she produces

more and more paintings, Jan will forgo more and more valuable alternatives.

Hence, the marginal cost of her paintings will rise with her output.

If the marginal cost of each new painting is plotted against the quantity of

paintings produced, a curve like that in figure 7.1 will result. Because the marginal

cost of each additional painting is higher than the marginal cost of the last one, the

curve slopes upward to the right. Although the marginal cost curve is generally

assumed to slope upward, that need not be the case, as in the gifts of candy. In

Marginal cost is the additional cost incurred by

producing one additional unit of a good,

activity, or service.
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that example, Jan’s marginal cost was constant and the marginal cost curve is

horizontal.

The law of diminishing marginal returns
The second reason that marginal cost may vary with

output involves a technological relationship known

as the law of diminishing marginal returns. Under this

“law,” beyond some point, less output is received for

each added unit of a resource used. Alternatively

stated, more of the resource will be required to

produce the same amount of output as before.

Beyond some point, the marginal cost of additional

units of output rises.

Although the law of diminishing marginal returns applies to any production

process, its meaning can be easily grasped in the context of agricultural production.

Assume that you are producing tomatoes. You have a fixed amount of land (an acre)

but can vary the quantity of labor you apply to it. If you try to do planting all by

yourself – dig the holes, pour the water, insert the plants, and cover up the roots –

you will waste time changing tools. If a friend helps you, you can divide the tasks

and specialize. Less time will be wasted in changing tools.

The time you would have spent changing tools can be spent planting more

tomatoes, thus increasing the harvest. At first, output may expand faster than the

labor force. That is, one laborer may be able to plant one hundred tomatoes an
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Figure 7.1 Rising marginal cost

To produce each new watercolor, Jan

must give up an opportunity more

valuable than the last. Thus the

marginal cost of her paintings rises

with each new work.

The law of diminishing marginal returns states

that as more and more units of one resource –

labor, fertilizer, or any other resource – are

applied to a fixed quantity of another

resource – land, for instance – the increase in

total added output gained from each

additional unit of the variable resource will

eventually begin to diminish.
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hour; two working together may be able to plant two hundred and fifty an hour. Thus

themarginal cost of planting the additional one hundred and fifty plants is lower than

the cost of the first hundred. Up to a point, the more workers, the greater their

efficiency and the lower the marginal cost – all because of the economies of special-

ization. At some point, however, the addition of another laborer will not contribute as

much to production as did adding the previous one, if only because workers begin

bumping into one another. The point of diminishing marginal returns has been

reached and the marginal cost of putting plants into the ground will begin to rise.

Diminishing marginal returns are an inescapable fact of life. If marginal returns

did not diminish at some point, and eventually become negative (adding another

laborer actually reduces output), output would expand indefinitely and the world’s

food supply could be grown on just one acre of land. (For that matter, it could be

grown in a flower box.) If more labor can be added to a fixed quantity of land, then

the labor/land ratio goes up, giving rise to an increase in total output. The thinking

can be reversed: the output can be increased by increasing the labor/land ratio,

which can be accomplished with a reduction in land.

Since we know that the world’s food supply can’t be grown on an acre of land (or

in a flower box), diminishing marginal returns must be observed eventually as more

labor is added to the fixed resource, in this case land. However, we need to note that

the point at which output begins to diminish varies from one production process to

the next, but eventually all marginal cost curves will slope upward to the right, as in

figure 7.1.

Table 7.1 shows themarginal cost of producing tomatoes with various numbers of

workers, assuming that each worker is paid $5 and that production is limited to one

acre. Working alone, one worker can produce a quarter of a bushel; two can produce

a full bushel, and so on (columns [1] and [2]). Column (3) shows the amount that

each additional worker adds to total production,

called the marginal product. The first worker contrib-

uted 0.25 (one quarter) of a bushel; the second

worker, an additional 0.75 of a bushel, and so on.

These are the marginal products of successive units

of labor.

The important information is shown in columns (4) and (5) of table 7.1. Although

two workers are needed to produce the first bushel (column [4]), the efficiencies of

specialization require only one additional worker to produce the second bushel.

Beyond that point, however, marginal returns diminish. Each additional worker

contributes less, so two more workers are needed to produce the third bushel and

five more to produce the fourth. If table 7.1 were extended, each bushel beyond the

fourth would require a progressively larger number of workers and eventually

additional workers would begin reducing output.

Marginal product is the increase in total

output that results when one additional unit

of a resource – for example, labor, fertilizer,

and land – is added to the production process,

everything else held constant.
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Column (5) shows that if all workers are paid the same wage, $5, the marginal cost

of a bushel of tomatoes will decline from $10 for the first bushel to $5 for the second

before rising to $10 again for the third bushel. That is, increasing marginal costs (or

diminishing returns) emerge with the addition of the third worker, and continue to

increase, going to $25 for the fourth bushel.

If the marginal cost of each bushel (column [5]) is plotted against the number of

bushels harvested, a curve such as that in figure 7.2 will result. Although the curve

Table 7.1 Marginal costs of producing tomatoes

No. of

workers

employed

Total

no. of

bushels

Contribution of each worker

to production (marginal

product)

No. of workers required to

produce each additional

bushel

Marginal cost of

each bushel, at $5

per worker

(1) (2) (3) (4) (5)

1 0.25 0:25

0:75

)
ð1st bushelÞ

2 1.00
2 $10

3 2.00 1.00 (2nd bushel) 1 $5

Point at which diminishing marginal returns emerge

4 2.60 0:60

0:40

)
ð3rd bushelÞ

5 3.00
2 $10

6 3.30 0.30

7 3.55 0.25

8 3.75 0.20 (4th bushel)

9 3.90 0.15

10 4.00 0.10 5 $25
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Figure 7.2 The law of diminishing

marginal returns

As production expands with the

addition of new workers, efficiencies

of specialization initially cause

marginal cost to fall. At some point,

however – here, just beyond two

bushels – marginal cost will begin to

rise again. At that point, marginal

returns will begin to diminish and

marginal costs will begin to rise.
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slopes downward at first, for most purposes the relevant segment of the curve is

a major part of the upward sloping portion of what will be, for most industries, a

U-shaped marginal cost curve (as is explained in detail later).

In following chapters, we will make the point that while firms may not experience

diminishing returns as output is initially expanded, profit-maximizing firms will

tend to produce in the output range where diminishing returns are experienced with

increases in output levels. This means that they will tend to produce in an output

range where marginal cost of production is on the increase, which explains why

market supply curves in competitive markets tend to be upward sloping, as drawn in

all previously used supply-and-demand-curve graphs. It also means that if firms are

not experiencing increasing marginal costs in their current output range, then they

should expand output until at least increasing marginal costs set in. Before such

points can be seen with clarity, we need to advance the analytics in significant ways.

We introduce these points here to emphasize that the analytics have a purpose in the

workplace, although they can get tedious at times.

[See online Video Module 7.1 Marginal cost.]

The cost–benefit trade-off

Just as a producer’s marginal cost schedule shows the increasing marginal cost of

supplying more goods, so does the demand curve (as explained earlier) show the

decreasing marginal value or marginal benefit of those goods to the consumers.

Together, marginal costs and benefits determine the amount of production and

consumption that creates the greatest net value. Producers and consumers gain

from both producing and consuming more of a good as long as the marginal cost of

producing it is less than the marginal value of consuming it. That is, there are

additional gains to be had from increasing production and consumption until the

marginal cost curve intersects the marginal benefit curve for the good. The intersec-

tion of the two curves represents the point where welfare is maximized. To demon-

strate this point, we consider the costs and benefits of an activity such as fishing.

The costs and benefits of fishing
Assume that Gary likes to fish. What he does with the fish he catches is of no

consequence to our discussion; he can make them into trophies, give them away, or

store them in the freezer. Even if Gary places no money value on the fish, we can use

dollars to illustrate the marginal costs and benefits of fishing to Gary. (Money

figures are not values but rather a means of indicating relative value.)

What is important is that Gary wants to fish. How many fish will he catch? From

our earlier analysis of Jan’s desire to paint, we know that the cost of catching each

additional fish will be higher than the cost of the one before. Gary will confront an
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upward sloping marginal cost curve like that in figure 7.2. Gary’s demand curve for

fishing will slope downward (see figure 7.3) because as he catches more fish over

some period of time (say, a day) the marginal value he receives from catching fish

will eventually start declining.

From the positions of the two curves, we can see that Gary will catch up to five

fish before he packs up his rod and heads for home. He places a relatively high value

of $4.67 on the first fish (point a in figure 7.3) and figures that the first fish caught

has a relatively low marginal cost of $1 (point b) – the value of the forgone

opportunities. In other words, he gets $3.67 more value from using his time, energy,

and other resources to catch the first fish than he would receive from his next best

alternative. The marginal benefit of the second fish also exceeds its marginal cost,

although by a small amount ($4.25 – $2.75=$1.50). Gary continues to gain with the

third and fourth fishes, but the fifth fish is a matter of indifference to him. Its

marginal value equals its marginal cost (point c). Although we cannot say that Gary

will actually bother to catch a fifth fish, we do know that five is the limit toward

which he will aim. He will not catch a sixth – at least during the period of time

offered by the graph – because it would cost him more than he would receive in

benefits.

The costs and benefits of preventing accidents
All of us would prefer to avoid accidents. In that sense, we have a demand for

accident prevention, whose curve should slope downward as do all other demand

curves. We benefit more from trying to prevent the most likely and harmful acci-

dents before trying to prevent those that are less likely and harmful. Preventing

accidents also entails costs, however, whether in time, forgone opportunities, or

money. Should we attempt to prevent all accidents? No. Eventually the cost of

preventing an accident is greater than the expected benefit from doing so. Would

you spend $10,000 to prevent an occasional paper cut from opening the mail?
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Figure 7.3 Costs and benefits of

fishing

For each fish up to the fifth one,

Gary receives more in benefits than

he pays in costs. The first fish gives

him $4.67 in benefits (point a) and

costs him only $1 (point b). The fifth

yields equal costs and benefits

(point c), but the sixth costs more

than it is worth. Therefore, Gary will

catch no more than five fish.
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As with the question of how long to fish, marginal cost and benefit curves can

help illustrate the point at which preventing accidents ceases to be cost-effective.

Suppose that Al Rosa’s experience indicates that he can expect to have ten accidents

over the course of the year. If he tries to prevent all of them, the value of preventing

the last one, as indicated by the demand curve in figure 7.4, will be only $1 (point a).

The marginal cost of preventing it will be much greater: approximately $6 (point b).

If Al is rational, he will not try to prevent the last accident. As amatter of fact, he will

try to prevent only five accidents (point c). As with the tenth accident, it will cost

more than it is worth to Al to prevent the sixth through ninth accidents. He would

try to prevent all ten accidents only if his demand for accident prevention were so

great that his demand curve intersected, or passed over, the marginal cost curve at

point b.

Some accidents may be unavoidable. In that case, the marginal cost curve will

eventually become vertical. Other accidents may be “avoidable” in the sense that it

is physically possible to take measures to prevent them – although the rational

course may be to allow them to happen.

Price and marginal cost: producing to maximize profits

Production is not generally an end in itself in business. Most firms seek to make a

profit. We can usefully consider how firms go about the task of trying to maximize

profits by converting the total and marginal product curves into cost curves. By

doing so we can engage in familiar marginal cost/marginal benefit analyses.

Granted, many businesspeople derive intrinsic reward from their work. They may

value the satisfaction of producing a product that meets a human need just as much

as they value the profits that they earn. Some businesspeople may even accept lower

profits so that their products can sell at lower prices and serve more people. For
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Figure 7.4 Accident prevention

Given the increasing marginal cost

of preventing accidents and the

decreasing marginal value of

preventing the accidents, c or five

accidents will be prevented.
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most, however, the profit generated by sales is the major motivation for doing

business. So it is useful as a first approximation to assume that firms maximize

profits. In fact, firms that do not maximize profits will be subject to takeover by

entrepreneurs seeking to buy firms at depressed prices, institute profit-making

policies, and then sell the firms at a higher price.

How much will a profit-maximizing firm produce? Assume that its marginal

cost curve is like that in figure 7.5(a), and that the owners can sell as many units as

they want at a price of P1. The price of its product,

P1, can be thought of as the marginal benefit the

firm receives for each unit sold, or P1 is the firm’s

marginal revenue. Each time the firm sells one addi-

tional unit, its revenues rise by P1.

Clearly, a profit-maximizing firm will produce and sell any unit for which the

marginal revenue (MR) exceeds the marginal cost (MC). (Profits are the difference

between total costs and total revenues; therefore, a firm’s profits rise whenever an

increase in revenues exceeds the increase in its costs.) At a price of P1, then, this firm

will produce up to, and nomore than, Q1 units of its product. For every unit up to Q1,

price (or marginal revenue) is greater than marginal cost, and for every unit beyond

Q1, the marginal revenue is less than marginal cost.
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Figure 7.5 Marginal costs and maximization of profit

At price P1 (panel [a]), this firm’s marginal revenue, represented by the area under P1 up to

Q1, exceeds its marginal cost up to the output level ofQ1. At that point total profit, shown in

panel (b), peaks (point a). At price P2, marginal revenue exceeds marginal cost up to an

output level of Q2. The increase in price shifts the profit curve in panel (b) upward, from TP1
to TP2, and profits peak at b.

Marginal revenue is the additional revenue

that a firm acquires by selling another unit

of output.
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The vertical distance between P1 and the marginal cost of each unit, as shown

by the marginal cost curve, is the additional profit obtained from each additional

unit produced. By taking the difference between the vertical distance P1 and vertical

distance on the marginal cost curve for all units up to Q1, we can obtain the firm’s

total profits from producing Q1; see the dark shaded area in figure 7.5(a). Total

profits can also be represented as a curve, as in the line TP1 in figure 7.5(b). Notice

that the curve peaks at Q1, the point at which the firm chooses to stop producing.

Since, beyond Q1, marginal cost is greater than marginal revenue, total profits fall,

as shown by the downward slope of the total profits curve.

What will the firm do if the price of its product rises from P1 to P2? For the firm that

can sell all it wants at a constant price, a rise in price means a rise inmarginal revenue.

After the price rises to P2, the marginal revenue of an additional Q2 − Q1 units exceeds

their marginal cost. At the higher price, a larger number of units can be profitably

produced and sold. The firmwill seek to produce up to the point at whichmarginal cost

equals the new, higher marginal revenue, P2, or output, Q2, in figure 7.5(a). As before,

profit is equal to the vertical distance between the price line, P2, and the marginal cost

curve, or the dark-shaded area plus the light-shaded area in figure 7.5(a). The total

profit curve shifts to the position of the line TP2 in figure 7.5(b).

From individual supply to market supply

The upward sloping portion of the firm’s marginal cost curve is its supply curve – for

each price, the amount the firm will supply is given by the firm’s marginal cost at

that price. (More will be said about this in chapter 7.) If the market supply is the

amount all producers are willing to produce at various prices, we can obtain the

market supply curve by adding together the upward sloping portions of the indi-

vidual firms’ marginal cost curves. (This procedure resembles the one followed in

determining the market demand curve in chapter 6.)

Figure 7.6 shows the supply curves SA and SB, derived from the marginal cost

curves of two producers, A and B. At a price of P1, only producer B is willing to

produce anything, and it is willing to offer only Q1. The total quantity supplied to

the market at P1 is therefore Q1. At the higher prices of P2, however, both producers

are willing to compete. Producer A offers Q1, whereas producer B offers more, Q2.

The total quantity supplied is therefore Q3, the sum of Q1 and Q2.

The market supply curve, SA+B, is obtained by adding the amounts that A and B

are willing to sell at each price and splitting the totals. Note that the market supply

curve lies further from the origin and is flatter than the individual producers’ supply

curves. The entry of more producers will shift the market supply curve further out

and lower its slope even more. (More will be said about cost and supply in later

chapters.)
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For an explanation for the existence of the corporate form of business organiza-

tion, see online Perspective 7, A reason for corporations: cost savings.

Online Perspective 7
A reason for corporations:

cost savings

Part B Organizational economics and management

Production costs and firms’ size and organizational structure

In Part A of the chapter, we assumed the “firm” exists with the intent to economize

on resources, which leads the firm to equate marginal cost with marginal benefit (or

marginal revenue). Given the alternative ways of organizing production, there must

be some efficiency advantage to production through firms, or else firms would not

arise and survive in a market economy. This is to say that firms enable owners to

press their cost curves down as far as they can go.

SA

SB

SA+B

P1

P2

Q10 Q2 Q3

Quantity

P
ric

e
Figure 7.6 Market supply curve

The market supply curve (SA+B) is

obtained by adding together the

amount producers A and B are

willing to offer at each and every

price, as shown by the individual

supply curves SA and SB.

(The individual supply curves are

obtained from the upward

sloping portions of the firms’

marginal cost curve.)

Production costs and the theory of the firm 261 B



Management of firms to contain costs is not as simple as it might seem. As we will

see, there are ever-present problems associated with “principal–agent conflicts” and

“opportunistic behaviors” (terms that will be defined carefully) that managers must

control. To contain costs, firms face decisions to make products inside or to out-

source. Firms must also consider how their organization structures will affect

production costs, and firms must figure out how best to contain an ever-present,

nontrivial source of excessive costs, “opportunistic behavior” of workers, suppliers,

and buyers (to be explained). In online Perspective 7, we consider the question of

why so many medium- and large-size firms are organized as corporations (not as

partnerships and proprietorships). In the online Readings for this chapter, we take up

additional issues:

* Reading 7.1 The last-period problem
* Reading 7.2 The franchise decision
* Reading 7.3 Cutting health care costs through medical savings accounts.

First, however, wemust address the seemingly innocuous, but important question of

why “firms” exist in the first place.

Firms and market efficiency

Why is it that firms add to the efficiency of markets? That is an intriguing question,

especially given how much of standard economic theory trumpets the superior

efficiency of markets. Students of conventional theory might rightfully wonder:

if markets are so efficient, why do so many entrepreneurs go to the trouble of

organizing firms? Why not just have everything done by way of markets, with

little or nothing actually done (in the sense that things are “made”) inside firms?

All of the firm’s inputs could be bought instead by individuals, with each indi-

vidual adding value to the inputs she purchases and then selling this result

to another individual, who adds more value, and so on until a final product is

produced and a final market is reached, at which point the completed product is

sold to consumers.

Individuals, as producers relying exclusively on markets, could always take the

least costly bid. They could also keep their options open, including the option of

immediately switching to new suppliers who propose better deals. No one would be

tied down to internal sources of supply for their production needs. They would not

have to incur the considerable costs of organizing themselves into production teams

and departments and various levels of management. They would not have to incur

the costs of internal management and having to deal with the Prisoner’s Dilemma of

shirking workers. They could, so to speak, maintain a great deal of freedom!

262 Microeconomics for MBAsB



So why do firms exist? More to the point, if markets are so efficient in getting

things done, why do less than 30 percent of all transactions in the United States

occur through markets, which means that more than 70 percent of transactions are

made through firms (McMillan 2002, 168–9)? Some economists have speculated

that firms exist because of the economies of specialization of resources, a key one

being labor. Clearly, Adam Smith and many of his followers were correct when they

observed that when tasks are divided among a number of workers, the workers

become more proficient at what they do and can produce more during work hours.

Smith began his economics classic The Wealth of Nations by writing about how

specialization of labor increased “pin” (really, nail) production (Smith 1937, 4–12).

By specializing, workers also don’t have to waste time changing tasks, leaving more

time to be spent directly on production.

Although efficiency improvements can certainly result from specialization of any

resource, especially labor, Smith was wrong to conclude that firmswere necessary to

coordinate the workers’ separate tasks. This error is clear because, as economists

have long recognized, the pricing system within markets could coordinate workers’

separate tasks. Conceivably, markets could exist even within the stages of produc-

tion that are held together by, say, assembly lines. The person who produces soles in

a shoe factory could buy the leather and then sell the completed soles to the shoe

assemblers. The bookkeeping services provided to a shoe factory by its accounting

department could easily be bought on the market (and many firms do buy their

accounting services from accounting firms). Similarly, all the intermediate goods

involved in Smith’s pin production could be bought and sold until the completed

pins were sold to those who want them.

What is the incentive – the driving force – behind firms? For that matter, what is

a firm in the first place? Law and economics professor Ronald Coase, on whose

classic work, “The nature of the firm,” much of this chapter is based and from which

many of the particular arguments are drawn, proposed a substantially new but

deceptively simple explanation (see also Coase 1988, chapter 2). Coase reasoned that

the firm is any organization that supersedes the pricing system, in which hierarchy

and methods of command and control are substituted for exchanges. To use his

exact words: “A firm, therefore, consists of the system of relationships which comes

into existence when the direction of resources is dependent on an entrepreneur”

(1988, 41–2).3

3 Similarly, Herbert Simon (1951) argued that a firm replaces market bargaining with command

and control hierarchies but stressed that the inability of anyone to foresee the ever-changing

array of tasks that need to be done and the high cost of renegotiating contracts under changing

market conditions necessitated management control over subordinates.
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Through the years, economists have tendered various reasons for the existence of

firms,4 and there are probably many reasons people might think firms exist, several

of which Coase dismisses for being wrongheaded or unimportant (1988, 41–2).5

What Coase was interested in, however, was not a catalog of “small” explanations

for this or that firm, but an explanation for the existence of virtually all firms. And

in his 1937 article, he struck upon an unbelievably simple explanation, but one so

insightful that it earned him the Nobel Prize in Economics, more than a half-century

later!

Reasons for firms

How did Coase explain the existence of firms? Simply put, he observed that there are

costs of dealing in markets. He dubbed these marketing costs, but most economists

now call them transaction costs. Whatever they are called, these costs include the

time and resources that must be devoted to organizing economic activity through

markets. Transaction costs include the real economic costs of discovering the best

deals as evaluated in terms of prices and attributes of products, negotiating con-

tracts, and enforcing the terms of the contract. One could imagine the terribly time-

consuming process of organizing shoe production throughmarkets, especially if the

suppliers and producers at the various stages were constantly looking for new

people to deal with, constantly negotiating new agreements, and constantly subject

to replacement by competitors.

4 According to Frank Knight (1921), if business were conducted in a totally certain world, there

would be no need for firms. Workers would know their pattern of rewards, and no need would

exist for anyone to specialize in the acceptance of the costs of dealing with the risks and

uncertainties that abound in the real world of business. As it is, according to Knight, some

workers are willing to work for firms because of the type of deal that is struck: the workers accept

a reduction in their expected pay in order to reduce the variability and outright uncertainty of

that pay. Entrepreneurs are willing to make such a bargain with their workers because their

workers effectively pay them to do so (through accepting a reduction in pay) and because, by

making similar bargains with a host of workers, the employers can reduce their exposure to the

risk and uncertainties individual workers face.
5 For example, Coase concedes that some people might prefer to be directed in their work. As a

consequence, they might accept lower pay just to be told what to do. However, Coase dismisses

this explanation as unlikely to be important because “it would rather seem that the opposite

tendency is operating if one judges from the stress normally laid on the advantage of ‘being

one’s own master’” (1988, 38). Of course, it might be that some people like to control others,

meaning that they would give up a portion of their pay to have other people follow their

direction. However, again Coase finds such an explanation lacking, mainly because it could not

possibly be true “in themajority of the cases” (1988, 38). People who direct the work of others are

frequently paid a premium for their efforts.
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Once the costs of market activity are recognized, the reason for the emergence of

the firm is transparent: firms, which substitute internal direction for markets, arise

because they reduce the need for making market transactions. Firms lower the costs

that accompany market transactions. If internal direction were not, at times and up

to some point, more cost-effective than markets, then no one would have an

incentive to create a firm. Although firms will never eliminate the need for markets,

neither will markets ever eliminate the need for the internal direction of firms.

Entrepreneurs and their hired workers essentially substitute one long-term con-

tract for a series of short-term contracts: The workers agree to accept directions from

the entrepreneurs (or their agents or managers) within certain broad limits (with the

exact limits varying from firm to firm) in exchange for security and a level of

welfare (including pay) that is higher than the workers would be able to receive in

the market without firms. Similarly, the entrepreneurs (or their agents) agree to

share with the workers some of the efficiency gains obtained from reducing trans-

action costs.6

The firm is a viable economic institution because both sides to the contract –

owners and workers – gain. Firms can be expected to proliferate in markets simply

because of the mutually beneficial deals that can be made. Those entrepreneurs who

refuse to operate within firms and stick solely to market-based contracts, when in

fact a firm’s hierarchical organization is more cost-effective than are market-based

organizations, will simply be outcompeted for resources by the firms that do form

and achieve the efficiency-improving deals with workers (and owners of other

resources).

If firms reduce transaction costs, does it follow that one giant firm should span the

entire economy, as, say, Lenin and his followers thought was possible for the Soviet

Union? Our intuition says, “No!” But aside from mere intuition, sound reasons exist

for limiting the size of firms.

Cost limits to firm size
Clearly, by organizing activities under the “umbrella” of firms, entrepreneurs give

up some of the benefits of markets, which provide competitively delivered goods

and services. Managers suffer from their own limited organizational skills, and

6 Coase recognizes that entrepreneurs could overcome some of the costs of repeatedly negotiating

and enforcing short-term contracts by devising one long-term contract; however, as the time

period over which a contract is in force is extended, more and more unknowns are covered,

which implies that the contract must allow for progressively greater flexibility for the parties

to the contract. The firm is, in essence, a substitute for such a long-term contract in that it covers

an indefinite future and provides for flexibility. That is to say, the firm as a legal institution

permits workers to exit more or less at will and gives managers the authority, within bounds,

to change the directives given to workers.
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skilled managers are scarce, as evidenced by the relatively high salaries they

command. Communication problems within firms expand as firms grow, encom-

passing more activities, more levels of production, and more diverse products.

Because many people may not like to take direction, the firm, as it expands to

include more people, may have to pay progressively higher prices to workers and

other resource owners in order to draw them into the firm and then direct them.

There are, in short, limits to what can be done through organizations. These limits

cannot always be overcome, except at costs that exceed the benefits of doing so.

Even with the application of the best organizational techniques, whether through

the establishment of teams, through the empowerment of employees, or through the

creation of new business and departmental structures (for example, relying on top-

down, bottom-up, or participatory decision making), firms are limited in their

ability to reduce organizational costs.

The agency problem
Firms are restricted in their size because they suffer from what is called the agency

problem (or, alternatively, the principal–agent problem), considered and reconsidered

often in this book. This problem is easily understood as a conflict of interests

between identifiable individuals and groups within

firms. The entrepreneurs or owners of firms (the

principals) organize firms to pursue their (the prin-

cipals’) own interest, which is often (but, admittedly,

not always) seeking greater profits. To pursue prof-

its, however, the entrepreneurs (or shareholders)

must hire managers who then hire workers (all of whom are agents). However, the

interests of the worker/agents are not always compatible with the interests of the

owner/principals. Indeed, they are often in direct conflict.

Principals face the problem of getting the agents to work diligently to serve the

principals’ interests (which is the business problem that Adam Smith recognized in

the 1770s [1937, 700]). Needless to say, agents often resist doing the principals’

bidding, a fact that makes it difficult – costly – for the principals to achieve their

goals.

Many of these conflicts can be resolved through contracts; however, as with all

business arrangements, contracts have serious limitations, not the least of which is

that they cannot be all-inclusive, covering all aspects of even “simple” business

relationships. Contracts simply cannot anticipate and cover all possible ways that

the parties to the contract can get around specific provisions, if they are so inclined.

Enforcing contracts can be problematic, and represents an added cost, even when

both parties know that provisions have been violated. Each party will recognize

these enforcement costs and may be tempted to exploit them, assuming that the

The agency (or principal–agent) problem inside

firms is the conflict of interest between

owners (principals) of firms and their hired

employees (agents) that emerges because

both want to maximize their own gain from

the use of firm resources.
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other is equally tempted. Ideally, contracts will be self-enforcing – that is, the

provisions of the contracts encourage each party to live up to the letter and spirit

of the contract because it is in each party’s interest to do so. This is where incentives

will come in, helping to make contracts as self-enforcing as possible, though they

can seldom be perfectly self-enforcing. Incentives can encourage the parties to

follow more faithfully the intent and letter of contracts.

Competition serves as a powerful force in minimizing agency costs. Firms in

competitive markets that are not able to control agency costs are not likely to

survive for long, mainly because of the “market for corporate control” (Manne

1963). Firms that allow agency costs to get out of hand risk either failure or takeover

(by way of proxy fights, tender offers, or mergers). In chapters 7, 8, 9, and 11, we

discuss at length how managers can solve their own agency problems, including

controlling their own behavior as agents for shareholders. At the same time, market

pressures compel managers to solve such problems, even if they are not naturally

inclined to do so. If corporations are not able to adequately solve their agency

problems, we can imagine that the corporate form of doing business will be

“eclipsed” as new forms of business emerge (according to Jensen 1989). Of course,

this means that obstruction in the market for corporate control (for example, legal

impediments to takeovers) can translate into greater agency costs and less efficient

corporate governance. This also suggests why both firms and markets are needed if

we are to fully benefit from either one.

Why are firms the sizes they are? When economists in or out of business

address that question, the usual answer relates to economies of scale. In some

industries, it is indeed true that as more and more of all resources are added to

production within a given firm, output expands in

percentage terms by more than the use of resources.

That is to say, if resource use expands by 10 percent

and output expands by 15 percent, then the firm

experiences economies of scale, that is, its (long-run) average cost of production

declines. Why does that happen? The answer that is almost always given is “tech-

nology,” which is another way of saying that it “just happens,” given what is known

about combining inputs and getting output. This is not the most satisfying explan-

ation, but it is nonetheless true that economies of scale are available in some

industries (steel and automobile) but not so much in others (beauty shops and

music composition).

We agree that the standard approach toward explaining firm size is instructive.

We have spent long hours at our classroom overhead projectors with markers in

hand developing and describing scale economies in the typical fashion of profes-

sors, using (long-run) average cost curves and pointing out when firms should

contemplate starting a new plant. We think the standard approach (which we take

Economies of scale are the cost savings that

emerge when all resource inputs – labor,

land, and capital – are increased together.

Production costs and the theory of the firm 267 B



up in some detail in chapter 9) is useful, but we also believe it leaves out a lot of

interesting forces at work on managers within firms. This is understandable, given

that standard economic theory assumes away the roles of managers, which we

intend to discuss at length.

Coase and his followers have taken a dramatically different tack in explaining

why firms are the sizes they are in terms of scale of operations and scope of products

delivered to market. The new breed of theorists pays special attention to the

difficulties managers face as they seek to expand the scale and scope of the firm.

They posit that as a firm expands, agency costs increase. This happens primarily

because workers (including managers) have more and more opportunities to engage

in opportunistic behavior – or taking advantage of their position for personal gain at

the expense of the firm’s profits (and therefore at the expense of the firm’s owners).

Shirking, or not working with due diligence, is one form of opportunistic behavior

that is known to all employees. Theft of firm resources is another form. Employees

politicking their bosses for advancement or choice assignments and their selectively

using firm and market information to make the case for their advancement or

reassignment are other common forms of opportunistic behavior that can drive up

agency costs and the need for more monitoring costs.7 (“Opportunistic behavior” is

further developed in the online Reading 7.1 for this chapter under the so-called

“last-period problem” that emerges when firms are about to close down. Briefly, just

before a supplier closes due to an unannounced but pending bankruptcy filing, that

supplier might be tempted to act opportunistically by taking payment for an order

but then close before the order is filled. We outline the various ways firms seek to

solve the last-period problems they face, a discussion that advances a major theme

of this book: “problems” beg for solutions if for no other reason than that problems

often mean that profits can be had from solving them.)

As the firm grows, the contributions of the individual worker become less

detectable, which means that workers have progressively fewer incentives to work

diligently on behalf of firm objectives or to do what they are told by their superiors.

They can more easily hide.

The tendency for larger size to undercut the incentives of participants in any

group is not just theoretical speculation. It has been observed in closely monitored

experiments. In a still relevant experiment conducted more than a half-century ago,

7 One way firms have attempted to control employee politicking (or internal “rent seeking”) has

been to develop well-defined rules and procedures for salary increases and promotions, relying

on measures – say, seniority – that may have little connection to workers’ relative productivity.

Having seniority determining outcome may impair workers’ incentive to work harder and

smarter for the firm, but seniority can also reduce the incentive for workers to waste resources in

internal politicking (Roberts 2004, chapter 3).
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a German scientist asked workers to pull on a rope connected to a meter that would

measure the effort expended. Total effort for all workers combined increased as

workers were added to the group doing the pulling. Simultaneously, the individual

efforts of the workers declined. When three workers pulled on the rope, the indi-

vidual effort averaged 84 percent of the effort expended by one worker. With eight

workers pulling, the average individual effort was half the effort of the one worker

(Furnham 1993). Hence, group size and individual effort were – as they are in most

group circumstances – inversely related.

The problem is that each worker’s incentive to expend effort deteriorates as

the group expands. Each person’s effort counts for less in the context of the

larger group, a point that Mancur Olson (1971) elaborated upon in the 1970s (see

chapter 2). The “common objectives” of the group become less and less compelling

in directing individual efforts. Such a findingmeans that if each worker added to the

group must be paid the same as all others, the cost of additional production

obviously rises with the size of the working group. The finding also implies that

to get a constant increase in effort with the additional workers, all workers must be

given greater incentive to hold to their previous level of effort.8

Optimum-size firms
The optimum size of a firm depends on more than technology-based economies of

scale. Technology determines whatmight be done, but not what is done. And what is

done depends on policies that minimize shirking and maximize workers’ use of the

technology. This means that scale economies depend as much or more on what

happens within any given firm as they do on what is technologically possible. The

size of the firm obviously depends on the extent to which owners must incur greater

monitoring costs and additional layers of hierarchy as the firm’s size increases

(a point well developed by Williamson [1967] in a classic article in organizational

economics).

Management information system theorists Vijay Gurbaxani and SeungjinWhang

(1991) have devised a graphical means of illustrating the “optimal firm size” as the

consequence of two opposing cost forces: “internal coordinating costs” and “exter-

nal coordinating costs.” As a firm expands, its internal coordinating costs are likely

to increase. This is because the firm’s hierarchical pyramid will likely become larger

with more and more decisions made at the top by managers who are further and

further removed from the local information available to workers at the bottom of the

8Workers can also reason that if the residual from their added effort goes to the firm owners, they

can possibly garner some of the residual by collusively (by explicit or tacit means) restricting

their effort and hiking their rate of pay, which means that the incentive system must seek to

undermine such collusive agreements (FitzRoy and Kraft 1987).

Production costs and the theory of the firm 269 B



pyramid. There is a need to process information up and down the pyramid.When the

information goes up, there are unavoidable problems and, hence, costs – costs of

communication, costs of miscommunication, and opportunity costs associated with

delays in communication – all of which can lead to suboptimal decisions. These

“decision information costs” become progressively greater as the decision rights are

moved up the pyramid.

Attempts to rectify the decision costs by delegating decision making to the lower

ranks may help, but this can – and will – also introduce another form of costs, those

that we previously referred to as agency costs. These include the cost of monitoring

(managers actually watching employees as they work or checking their production)

and bonding (workers providing assurance that the tasks or services will be done

as the agreement requires), and the loss of the residual gains (or profits) through

worker shirking, which we covered in chapter 2.

Managersmust balance the decision information costs with agency costs and find a

location for decision rights that minimizes the two forms of costs. From this perspec-

tive, where the decision rights are located will depend heavily on the amount of

information flow per unit of time. When upward flow of information is high, the

decision rights will tend to be located toward the floor of the firm, mainly because

the costs of suboptimal decisions by having the decision making done high up the

hierarchy can be considerable. The firm, in other words, can afford to tolerate agency

costs because the costs of avoiding them, via centralized decisions, can be higher.

Nevertheless, as the firm expands, we should expect the internal coordinating

costs (both the decision information cost and the agency cost) along with the cost

of operations to increase. The upward sloping line in figure 7.7 depicts this

relationship.

Firm size0 0

Internal
coordination
and operation
cost

Cost(a)

External
coordination
cost

S1 Firm size

Vertical sum
of two curves
in panel (a)

Optimum
firm size

(b) Cost

Figure 7.7 External and internal coordinating costs

As the firm expands, the internal coordinating costs increase as the external coordinating costs fall. The

optimum firm size is determined by summing these two cost structures, which is done in panel (b) of the

figure.
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But internal costs are not all that matter to a firm contemplating an expansion. It

must also consider the cost of the market, or what Gurbaxani andWhang (1991) call

“external coordination costs.” If the firm remains “small” and buysmany of its parts,

supplies, and services (such as accounting, legal, and advertising services) from

outside vendors, then it must consider the resulting “transaction costs.” These

include the costs of transportation, inventory holding, communication and contract

writing, monitoring, and enforcing. However, as the firm expands in size, these

transaction costs should be expected to diminish. After all, as a firm becomes larger

it will have eliminated those market transactions with the highest transaction costs.

The downward sloping line in figure 7.7(a) depicts this inverse relationship between

firm size and transaction costs.

Again, how large should a firm be? If a firm vertically integrates, it will engage in

fewer market transactions, lowering its transaction costs. It can also benefit from

technical economies of scale (or increases in productivity that lead to costs rising

less rapidly than production as all factors of production are increased). However,

in the process of expanding, it will confront growing internal coordination costs, or

all the problems of trying to move information up the decision-making chain,

getting the “right” decisions, and then preventing people from exploiting their

decision-making authority to their own advantage.

The firm should stop expanding in scale and scope when the total of the two types

of costs – external and internal coordinating costs – are minimized. This minimum

can be shown graphically by summing the two curves in figure 7.7(a) to obtain the

U-shaped curve in figure 7.7(b). The optimal (or most efficient/cost-effective) firm

size is at the bottom of the U.

This way of thinking about firm size would have only limited interest if it did not

lend itself to additional observations about the location, shape, and changes in the

curve. First, the exact location of the bottom will, of course, vary for different firms

in different industries. Different firms have different capacities to coordinate activi-

ties through markets and hierarchies. Second, firm size will also vary according to

the changing abilities of firms to coordinate activities internally and externally.

Of course, knowing that the owners recognize that their manager/agents can

exploit their positions to their own benefit, managers will see advantages in “bond-

ing” themselves against that possibility. (The term “bonding” is not used in the

modern pop-psychology sense of developing warm and fuzzy relationships; rather,

it is used in the same way as when accused criminals post a bond, or give some

assurance that they will appear in court if released from jail.) That is to say,

managers have an interest in letting the owners know that they, the managers,

will suffer some loss when exploitation occurs. Devices such as audits of the

company are clearly in the interest of stockholders. But they are also in the interest

of managers because reducing the scope for managerial misdeeds increases the

Production costs and the theory of the firm 271 B



market value of the company – and the market value of its managers. By buying

their companies’ stock, manager/agents can also bond themselves, assuring stock-

holders that they will incur at least some losses from agency costs. To the extent

that manager/agents can bond themselves convincingly, the firm can grow from

expanded sources of external investment funds. By bonding themselves, manager/

agents can demand higher compensation. Firms can be expected to expand and

contract with reductions and increases in the costs of developing effective mana-

gerial bonds (Jensen and Meckling 1976).

Changes in organizational costs

The size of the firm can be expected to change with fluctuations in the relative costs

of organizing a given set of activities by way of markets and hierarchies. For

example, suppose that the costs of engaging in market transactions are lowered,

meaningmarkets become relatively more economical vis-à-vis firms. Entrepreneurs

should be expected to organize more of their activities through markets, fewer

through firms. Then, those firms that more fully exploit markets and rely less on

internal directions should be able to reduce their costs without sacrificing output by

becoming smaller – or by downsizing, to use a popular expression.

An old, well-worn, and widely appreciated explanation for downsizing is that

modern technology has enabled firms to produce more with less. Personal com-

puters, with their ever-escalating power, have enabled firms to lay off workers (or

hire fewer workers). Banks no longer need as many tellers, given the advent of

the ATM.

One less widely appreciated explanation is that markets have become cheaper,

which means that firms have less incentive to use hierarchical structures and more

incentive to use markets. One good reason that firms have found markets relatively

more attractive is the rapidly developing computer and communication technology,

which has reduced the costs of entrepreneurs operating in markets. The new

technology has lowered the costs of locating suitable trading partners and suppliers,

as well as negotiating, consummating, and monitoring market-based deals (and the

contracts that go with them). In figure 7.7, the downward sloping transaction costs

curve has dropped down and to the left, causing the bottom of the U to move

leftward.

“Outsourcing” became a management buzzword as far back as the 1980s because

the growing efficiency of markets, through technology, made it more economical to

use markets, often on a global scale. Outsourcing continued apace in the 1990s

(Byrne 1996), contributing significantly to the relatively faster pace of manufactur-

ing productivity growth in the 1990s and the first few years of the twenty-first

century (Bureau of Labor Statistics 2004).
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But modern technology has also improved the monitoring of employees – reduc-

ing the costs of providing employee incentives and encouraging cooperation among

workers – thereby reducing agency costs and enabling the expansion of firms

(Roberts 2004, chapter 3). This is because firms have been able to use technology

to garner more of the gains from economies of scale and scope.

The optical scanners at grocery store checkout counters are valuable because

they can speed up the flow of customers through the checkout counters, but they

also can be used for other purposes, such as inventory control and restocking. Each

sale is immediately transmitted to warehouse computers that determine the daily

shipments to stores. The scanners also can be used to monitor the work of the

clerks, a factor that can diminish agency costs and increase the size of the firm.

(Even “Employee of the Month Awards” at large retail stores are often apparently

made based on reports from scanners.) In figure 7.7, the upward sloping curve

moves down and to the right, while the U-shaped curve in the lower panel moves

to the right.

Companies as diverse as FedEx and Frito-Lay have issued their salespeople hand

scanners that are connected by satellite to their offices, in part to increase the

reliability of the flow of information to company distribution centers, but also to

track employees’ work. The company can obtain data on each employee’s start and

stop time, the time spent on trips between stores, and the number of returns.

Accordingly, the salespeople can be asked to account for more of their time and

activities while they are on the job.

Obviously, we have not covered the full spectrum of explanations for the

many various sizes of firms in the “real world” of business. We also have left the

net impact of technology somewhat up in the air, given that it is pressing some

firms to expand and others to downsize. The reason is simple: technology is having

a multitude of impacts that firms in different situations can exploit in different

ways.

[See online Video Module 7.2 Firm size]

Overcoming the large-numbers Prisoner’s Dilemma problems

The discussion to this point reduces to a relatively simple message: firms exist to

bring about cost savings, and they generate the cost savings through cooperation.

Firms enable owners to optimize their marginal cost of production (and other cost

curves to be covered in chapter 8), which means pushing the marginal cost curve

down as far as it can go, which is needed to meet the competition. However,

cooperation within firms is not always and everywhere “natural” (at least, not

beyond some point as the group of cooperators expands, although, as explained,

some cooperation in small groups can have evolutionary roots [see Rubin 2002]).
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The problem is that people often realize personal gains by “cheating,” or not doing

what they are supposed to do or have agreed to do. This may be the case because of

the powerful incentives toward noncooperation that are built into many business

environments.

An illustration of the tendency toward noncooperative behavior, despite

the general advantage from cooperation, is a classic so-called “conditional-sum

game,” also known as the Prisoner’s Dilemma

(which we have already introduced without using

the proper game-theoretic name), discussed in ear-

lier chapters. Motivating cooperative behavior to

overcome a large-number Prisoner’s Dilemma is

obviously difficult, but not impossible. The best hope for those who are in a

Prisoner’s Dilemma situation is to agree ahead of time to certain rules, restrictions,

or arrangements that will punish those who choose the noncooperative option.

For example, those who are jointly engaging in criminal activity will see advan-

tages in forming gangs whose members are committed to punishing noncooper-

ative behavior. The gang members who are confronted with the Prisoner’s

Dilemma orchestrated by the police will seriously consider the possibility that

the shorter sentence received for confessing will hasten the time when the gang

will impose a far more harsh punishment for “squealing” on a fellow gang

member.

Many areas of business are fertile grounds for the conditional-sum game situa-

tions represented by the Prisoner’s Dilemma. A number of examples of business-

related dilemmas are discussed in some detail in subsequent chapters because an

important task of managers is to identify and resolve these dilemmas as they arise

both within the firm and with suppliers and customers. Indeed, we see the task of

“management” as being largely concerned with finding resolutions of Prisoners’

Dilemmas. Good managers constantly seek to remind members of the firm of the

benefits of cooperation and of the costs that can be imposed on people who insist on

taking the noncooperative course.

Consider, for example, the issue of corporate travel, which is a major business

expense that can run into the hundreds of billions of dollars each year. If a

business were able to economize on travel costs, it would realize significant

gains. And many of these gains would be captured by the firms’ traveling employ-

ees who, if they were able to travel at less cost, would earn higher incomes as their

net value to the firm increased. But the employees are often in a Prisoner’s

Dilemma because each recognizes that she is personally better off by flying first

class, staying at hotels with multiple stars, and dining at elegant restaurants

(behaving noncooperatively) than by making the least expensive travel plans

(behaving cooperatively) regardless of what the other employees do. Each

Conditional-sumgames are games inwhich the

value available to the participants is

dependent on how the game is played.
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individual employee would be best off if all other employees economized, but if

others make the more expensive travel arrangements, an individual would be

foolish not to do so as well because the sacrifice would not noticeably increase

her salary. Management of travel is a problem of making cooperative solutions

pay for individual workers.

However, airlines, which have an interest in excessive business travel, have

recognized the “games” people play with their bosses and other workers, and have

played along by making the travel game more rewarding to business travelers, more

costly to the travelers’ firms, and more profitable to the airlines – all through their

“frequent-flier” programs. Of course, you can bet that managers are more than

incidentally concerned about employees’ use of frequent-flier programs.

When American Airlines initiated its AAdvantage frequent-flier program in

1981, the company was intent on staving off the fierce price competition that had

broken out among established and new airlines after fares and routes were deregu-

lated in 1978. As other writers have noted, the airline was seeking to enhance

“customer loyalty” by offering its best, most regular customers free or reduced-

price flights after they had built up their mileage accounts. Greater customer loyalty

canmean that customers are less responsive to price increases, which could translate

into actual higher prices than could otherwise be charged.9

At the same time, there is more to the issue than “customer loyalty.” No doubt,

American Airlines figured that it could benefit from the obvious Prisoner’s Dilemma

its business travelers were in. By setting up the frequent-flier program, American

Airlines (and all others that followed suit) increased the individual payoff to busi-

ness travelers for noncooperative behavior. American Airlines frequent-flyer pro-

gram allowed travelers to benefit from more free flights and first-class upgrades

when they chosemore expensive and sometimes less direct flights. They encouraged

businesspeople to act opportunistically, to use their discretion for their own benefit

at the expense of everyone else in their firms.

The Prisoner’s Dilemma problem for workers and their companies has, of course,

prompted a host of other firms – rental car companies, hotels, and restaurants – to

begin granting frequent-buyer points, if not frequent-flier miles, in conjunction

with selected airlines for the travel services people buy with them, encouraging once

again higher than necessary travel costs. The company incurs the cost of the added

miles plus the lost time.

Now, use of frequent-flier miles might actually lower worker wages (because of

the added cost to their firms, which can reduce the demand for workers and the

benefit of the miles to workers, and can increase worker supply and lower wages).

9 For a discussion of frequent-flier programs as a means of enhancing customer loyalty, see

Brandenburger and Nalebuff (1996, 132–58).

Production costs and the theory of the firm 275 B



Still, workers have an incentive to exploit the program. Again, they are in

a Prisoner’s Dilemma under which the cooperative strategy might be best for all,

but the noncooperative strategy dominates the choice each individual faces. These

problems created by frequent-flier programs are significant for many businesses,

and we expect that the bigger the firm, the greater the problem (given the greater

opportunity for opportunistic behavior in large firms) (Stephenson and Fox 1992;

Dahl 1994). In the effort to cut these costs, managers are also in a game with the

airlines, which respond to cost-cutting measures with new wrinkles designed to

intensify the Prisoner’s Dilemma business travelers face (Stephenson and Fox 1992).

The resulting costly airfares, particularly for business travelers, are being countered

by the low-cost airlines such as Southwest, AirTran, and Jet Blue, whose low-fare,

no-frills service is capturing an increasing share of the market.

Make-or-buy decisions

Exactly what should firms make inside their organizations, and what should

they buy from some outside vendor? Business commentators have a habit of

coming up with rules that don’t add very much to the answer. For example, one

CEO deduced, “You should only do in-house what gives you a competitive

advantage” (Dunlap and Andelman 1996, 55). Okay, but how can anyone get a

competitive advantage from in-house production when such a move reduces, to

one degree or another, the advantage of buying from the cheapest outside

competitor? Answers have varied over time, although the one we intend to stress

relates to incentives.

At one time, the answer to the make-or-buy problem would have focused

on technological considerations: firms often produce more than one product

because of what economists call economies of scope. But even firms with diverse

product lines are actually quite specialized in

that they purchase most of the inputs they use in

the market rather than produce them in-house.

General Motors, for example, does not produce

its own steel, tires, plastic, or carpeting. Instead,

it is cheaper for General Motors and other automobile manufacturers to purchase

these products from firms that specialize in them and to concentrate on the

assembly of automobiles. Neither do many restaurants grow their own vegeta-

bles, raise their own beef, catch their own fish, and none that we know of

produces its own toothpicks.

Given the advantages of specialization in productive activities and buying most

of the necessary inputs in the marketplace, a reasonable question is: why do firms

do as much as they do internally? Why don’t firms buy almost all the inputs they

Economies of scope emerge because the skills

developed in the production, distribution,

and sale of one product lower the cost of

producing other products.
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need, as they need them, from others and use them to add value in very specialized

ways? Instead of having employees in the typical sense, for example, a firm could

hire workers on an hourly or daily basis at a market-determined wage reflecting

their alternative value at the time. Instead of owning and maintaining a fleet of

trucks, a transport company could rent trucks, paying only for the time they were in

use. Loading and unloading the trucks could be contracted out to firms that

specialized in that work and the transport firm would specialize in actually trans-

porting products. Similarly, the paperwork required for such things as internal

control, payroll, and taxes could be contracted out to those who specialized in

providing these services. Indeed, taking this concept to the limit would eliminate

firms as we typically think of them.

The problem with total reliance on the market should now be familiar: significant

costs – transaction costs – are associated withmakingmarket exchanges. In general,

the higher the cost of transacting through markets, the more a firm will make for

itself with its own employees rather than buying from other firms. The reason that

restaurants don’t make their own toothpicks is that the cost of transactions is

extremely low. It is hard to imagine the transaction costs of acquiring toothpicks

ever getting so high that restaurants would make their own.

Pipelines
Negotiating an agreement between two parties can be costly, but the most costly

part of a transaction often involves attempts to avoid opportunistic behavior by

the parties after the agreement has been reached. Agreements commonly call for

one or both parties to make investments in expensive plants and equipment that

are highly specific to a particular productive activity. After the investment is

made, plants and equipment have little, if any value in alternative activities.

Investments in highly specific capital are often very risky, and therefore unat-

tractive, even though the cost of the capital is less than it is worth. The problem is

that once someone commits to an investment in specific capital to provide a

service to another party, the other party can take advantage of the investor’s

inflexibility by paying less than the original agreement called for. There are so-

called “quasi-rents” that are appropriable, or that can be taken by another party

through unscrupulous, opportunistic dealing.10 The desire to avoid this risk of

opportunistic behavior can be a major factor in a firm’s decision to make rather

than buy what it needs.

10Appropriable quasi-rents are the differences between the purchase and subsequent selling price

of an asset, when the selling price is lower than the purchase price simply because of the limited

resale market for the asset (Klein, Crawford, and Alchian, 1978).
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Consider an example of a pipeline to transport natural gas to an electric generat-

ing plant. Such a pipeline is very expensive to construct, but assume that it lowers

the cost of producing electricity bymore than enough to provide an attractive return

on the investment. To be more specific, assume that the cost of constructing the

pipeline is $1 billion. Assuming an interest rate of 10 percent (which we select only

for clarity of calculations), the annual capital cost of the pipeline is $100 million.

Further assume that the annual cost of maintaining and operating the pipeline is

$25million. Obviously it would not pay investors to build the pipeline for less than a

$125 million annual payment, but it would be attractive to build it for any annual

payment greater than that. Finally, assume that if the pipeline is constructed, it will

lower the cost of producing electricity by $150 million dollars a year. The pipeline

costs less than it saves and is clearly a good investment for the economy. But would

you invest your money to build it?

Any price between $125 million and $150 million a year would be attractive

both to investors in the pipeline and to the electric generating plant that would use

it. If, for example, the generating plant agrees to pay investors $137.5 million each

year to build and operate the pipeline, both parties would realize annual profits of

$12.5 million from the project. But the investors would be taking a serious risk

because of the lack of flexibility after the pipeline is built. Themain problem is that a

pipeline is a dedicated investment, meaning that there is a big difference in the

return needed to make the pipeline worth building and the return needed to make it

worth operating after it is built. Although it takes at least $125 million per year to

motivate the building of the pipeline, the firm will find that, after building the

pipeline, any payment over $25 million will be a paying proposition. Why? Because

that is all it takes to operate the line. The pipeline investment itself is a sunk cost,

literally and figuratively, not to be recaptured once it has been made. So after

investors have made the commitment to construct the pipeline, the generating

plant would be in a position to capture almost the entire value of initial pipeline

investment by repudiating the original agreement and offering to pay only slightly

more than $25 million per year.11

11 Economists refer to this as “capturing all the quasi-rents from the investment.” To elaborate on

what we have already said about quasi-rents, rent is any amount in excess of what it takes to

motivate the supply of a good or service before any investment has beenmade. In the case of the

pipeline, anything in addition to $125 million a year is rent. On the other hand, a quasi-rent is

any amount in excess of what it takes to motivate the supply of a good or service after the

required investment is made. In the pipeline example, anything in excess of $25 million a year

is quasi-rent. So once the investor has committed to the pipeline, any offer over $25 million a

year will motivate the supply of a pipeline service and allow the generating plant to capture

almost all of the quasi-rent.
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Of course, our example is much too extreme. The generating plant is not likely to

risk its reputation by blatantly repudiating a contract. And even if it did, the pipeline

investors would have legal recourse, with a good chance of recovering much, if not

all, of their loss. Furthermore, as the example is constructed, the generating plant

has more to lose from opportunistic behavior by the pipeline owners than vice versa.

If the pipeline refuses service to the plant, the cost of producing electricity increases

by $150 million per year. So the pipeline owners could act opportunistically by

threatening to cut off the supply of natural gas unless they receive an annual

payment of almost $150 million per year.

But cost-minimizing and profit-maximizing businesspeople dare not overlook

our main point: any time a transaction requires a large investment in dedicated

capital (limited in use to a particular project), there is the potential for costly

problems in negotiating and enforcing agreements.

True, opportunistic behavior (actions taken as a consequence of an investment

that has been made and cannot be recaptured) will seldom be as blatant as in the

above example, in which it is clear that a lower price is a violation of the contract.

But in actual contracts involving long-term capital commitments, unforeseen

changes in circumstances (higher costs, interrupted supplies, stricter government

regulations, etc.) can justify changes in prices or other terms of the contract.

Typically, contracts will attempt to anticipate some of these changes and incor-

porate them into the agreed-upon terms, but it is impossible to anticipate and

specify appropriate responses to all possible changes in relevant conditions.

Ambiguities in long-term contractual arrangements, therefore, can open the

door for opportunistic behavior, which can be resolved only through protracted

and expensive legal action.

So, committing to investments in dedicated capital carries great risk without

some assurance that such opportunistic behavior will not pay. One way to obtain

this assurance is for the investment to be made by the same firm that will be using

the output it produces. Alternatively, the firm that makes the investment in the

specific capital can merge with the firm that depends on the output from that

investment.

[See online Video Modules 7.3 Quasi-rent and 7.4 Make-or-buy decisions]

Hold-ups and equipment rentals
When buying a crucial input, a firm can reduce the risks of being “held-up” by a

supplier who uses specialized equipment to produce the input. For example, the

firm can buy the specialized equipment and then rent it to the supplier. If the

supplier attempts to take advantage of the crucial nature of the input, the firm can

move the specialized equipment to another supplier rather than be forced to pay a

higher than expected price for the input. This is exactly the arrangement that
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automobile companies have with some of their suppliers. Ford, for example, buys

components frommany small and specialized companies, but commonly owns the

specialized equipment needed and rents it to the contracting firms (Cooter and

Ulen 1988, 245–6).

Firms also are aware that those who supply them with services are reluctant to

commit themselves to costly capital investments that, once made, leave them

vulnerable to hold-up (demands that the terms and conditions of the relationship

be changed after an investment that cannot be recaptured has been made). In such a

case, the firm that provides the capital equipment and rents it to the supplier can

benefit from the fact that less threatened suppliers will charge lower prices. This

consideration may also be a motivation for auto manufacturers to own the equip-

ment that some of their suppliers use and provides a very good explanation for a

business arrangement that has been widely criticized.

Company towns
An arrangement that reduced the threat of firms’ opportunistic behavior against

their workers has been the much-criticized “company town.” In the past, it was

common for companies (typically mining companies) to set up operations in what

were at the time very remote locations. In the company towns, the company owned

the stores in which employees shopped and the houses in which they lived. The

popular view of these company towns is that they allowed the companies to

exploit their workers with outrageous prices and rents, often charging them

more for basic necessities than they earned from backbreaking work in the

mines. The late Tennessee Ernie Ford captured this popular view in his famous

song “Sixteen Tons.”

Without denying that the lives of nineteenth-century miners were tough,

company stores and houses can be seen as a way for the companies to reduce

(but not totally eliminate) their ability to exploit their workers through opportun-

istic behavior. Certainly workers would be reluctant to purchase a house in a

remote location with only one employer. The worker who committed to such an

investment would be far more vulnerable to the employer’s opportunistic wage

reductions than would the worker who rented company housing. Similarly, few

merchants would be willing to establish a store in such a location, knowing that

once the investment was made they would be vulnerable to opportunistic demands

for price reductions that just covered their variable costs, leaving no return on

their capital cost.

Again, in an ideal world without transaction costs – and without opportunistic

behavior – mining companies would have specialized in extracting ore and would

have let suppliers of labor buy their housing and other provisions through other

specialists. But in the real world of transaction costs (including the temptations of
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opportunistic behavior), it was better for mining companies also to provide basic

services for their employees. This is not to deny that there was exploitation. But the

exploitation was surely less under the company town arrangement than if, for

example, workers had bought their own houses (Fishback 1992, chapters 8, 9).

Exploitation of workers on rent and company store prices could restrict the supply

of workers and increase the wages company would have to pay.

The value of reputation, again
A theme that runs through this chapter is that when firmsmake investments to serve

very specific purposes, they open themselves to opportunistic behavior – or more to

the point, to hold-ups. The threat of hold-ups invariably converts to risk costs,

which have to be covered one way or another and can undermine firms’ competitive

positions in their product markets.

As noted, American automakers have generally solved the hold-up problem

for their suppliers by buying the specialized equipment their suppliers need to

provide the automakers with parts (Roberts 2004, 204–6). Toyota has solved its

suppliers’ hold-up threat by developing a reputation among its suppliers for not

acting opportunistically. To increase its suppliers’ confidence in its pledge, Toyota

encourages its suppliers to talk with one another through an association of

suppliers. Each supplier can reason that such ongoing interactions among them

can increase the cost that Toyota will incur from taking advantage of any one

supplier, thus reducing the probability that Toyota will engage in forms of oppor-

tunistic behavior, especially hold-ups. Toyota’s formal and informal contracts

with suppliers are thus made self-enforcing (to a greater degree than they other-

wise would be).

As a consequence, Toyota’s suppliers have no problem with investing in

equipment – for example, dies for Toyota parts – that can be used only for meeting

Toyota’s orders. Toyota’s reputation for fair dealing translates into lower risk

costs throughout its supply chain which, in turn, translates into lower production

costs for suppliers and lower prices for Toyota’s parts. The economies of reputa-

tion can reveal themselves to consumers in the relatively lower prices of the

company’s cars.

In online Readings 7.2 and 7.3, we extend our discussion of ways firms can grow

through a consideration of the questions, “The franchise decision” and “Cutting

health care costs through medical savings accounts.”
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Practical lessons for MBAs: recognize potential decision-making biases
and think more rationally

This chapter is full of practical advice for MBA students in developing production and

organizational strategies. In this practical lesson, we recommend two widely read books in an

emerging subdiscipline in economics, “behavioral economics.” The recommended books are

Richard Thaler and Cass Sunstein’s Nudge: Improving Decisions about Health, Wealth, and

Happiness (2008) and Dan Ariely’s Predictably Irrational: The Hidden Forces that Shape Our

Decisions (2008). These authors report an array of findings from laboratory and classroom

research that shows people are subject to a variety of “decision-making biases” and outright

“irrationalities.” People, even businesspeople, do not always discount costs and benefits

appropriately, treat opportunity costs and out-of-pocket expenditures differently (supposedly

favoring the former), value the things they have higher than the things they don’t have, don’t

consider marginal costs and benefits, and often fail to ignore sunk costs.

While we have serious concerns with many of the conclusions drawn from behavioral

research conducted by economists and psychologists (which one of the authors,McKenzie, has

taken up in some detail in another book [2010]), we still thinkMBA students should recognize

that not all people behave at all times with the level of rationality (perfect rationality)

assumed inmicroeconomic theory. We suggest that recognition of human rational limitations

and failures make, paradoxically, the analytics in this chapter all the more important for MBA

students. This chapter explains how MBA students can make decisions more rationally and,

hence, give them a potential competitive advantage in the markets in which they operate.

How? Very simply. Even though they might not be naturally predisposed to do so, they should

think carefully and rationally, which means they should

* discount costs and benefits for time and risk

* ferret out as best they canmarginal cost andmarginal valuewith an eye toward equating at

the margin

* treat all costs – whether opportunity costs or out-of-pocket expenditures – the same

* ignore sunk costs.

And they should follow many of the other production and organizational strategies

developed in this chapter (as well as all others in this book), for offensive and defensive reasons.

The offensive reason for managers to follow such rational production and organizational rules

is that the guiding rules can (at least potentially) make firmsmore profitable – precisely because

people in firmsmay fall prey to decision-making biases and irrationalities if they are not guided

by the production and organizational rules we have deduced.

The defensive reason for following the production and organizational rules deduced from a

premise of rational behavior should by nowbe transparent to readers: if somemanagers don’t

follow the rules while other do follow them, there is a good chance that firms that fail to
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follow the rules will have higher cost structures and will be at a competitive disadvantage in

the pricing of their products and in securing financial resources to continue and expand their

operations. Making irrational decisions consistently without correction seems to us to be the

foundation of a business strategy that has failure written all over it.

Further readings online

Reading 7.1 The last-period problem

Reading 7.2 The franchise decision (along with the accompanying online Video Module 7.5

Franchising agreements)

Reading 7.3 Cutting health care costs through medical savings accounts

The key takeaways from chapter 7 are the following:

1 Cost plays a pivotal role in a producer’s choices. Costs change with the quantity produced.

The pattern of those changes determines the limit of a producer’s activity – from the

production of saleable goods and services to the employment of leisure time.

2 The maximizing individual will produce a good or service, or engage in an activity, until

marginal cost equals marginal benefit (marginal revenue). Graphically, this is the point at

which the supply and demand curves for the individual’s behavior intersect. At this point,

although additional benefits might be obtained by producing additional units of the

good, service, or activity, the additional costs that would be incurred discourage further

production.

3 Costs will not affect an individual’s behavior unless she perceives them as costs. For

this reason, managers can often improve incentives – increasing firm profits and

employees’ benefits – by looking for hidden or implicit costs in the choices beingmade, and

making the changes necessary to ensure that they and their workers confront those

choices.

4 All costs – explicit and implicit – must be considered when deciding whether to produce

anything andwhen deciding howmuch of anything should be produced if profits are to be

maximized.

5 Sunk costs, which are costs that cannot be recouped, don’t matter in production decisions.

6 Normal profit is a cost of doing business.
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7 Marginal cost is a key cost concept.

8 The market supply curve in a competitive goods market is the horizontal summation of

individual firms’ supply curves (or their marginal cost curves above the minimum of the

average variable cost curve).

9 Firms exist because they tend to reduce the overall cost of doing business, most

prominently external coordinating (or transaction) costs.

10 Firm size is limited not only by economies of scale but also by agency costs.

11 Firm size, profitability, and survival is crucially dependent on balancing internal and

external coordinating costs. Firms can be expected to contract in size if market

transactions costs are lowered, everything else equal.

12 Firms are advised to buy as many of their inputs as they can from competitive sources of

supply. They oftenmake their inputs because of the potential for opportunistic behavior –

or hold-up – in dealing with outside suppliers when investments in firm-specific resources

must be made before payments for the produced good are made.

13 In their effort to get incentives right, it is understandable why firms provide fringe

benefits: such benefits can reduce firms’ compensation costs while increasing the

incentive for better workers to seek employment with firms that provide them.

14 People will behave opportunistically. However, it is wrong to conclude that all people are

alwayswilling to behave opportunistically, which is also contradicted by everyday

experience. The business world is full of both saints and sinners, andmost people are some

combinationofboth.Opportunisticbehaviorhasbeenemphasizedbecausethat isthethreat

managerswanttoprotect themselvesagainst.Businesspeopledon’thavetoworryaboutthe

MotherTeresasof theworld. Theydohavetoworryabout less than saintlypeople. (Andthey

dohave toworry about peoplewhopretend to be likeMother Teresa before any deal is

consummated.) They need to understand the consequences of opportunistic behavior in

order that they can appropriately structure their contracts and embedded incentives.

Review questions >>
............................................................................................................

1 Evaluate the old adages “haste makes waste” and “a stitch in time saves nine” from an

economic point of view.

2 If executives’ time is as valuable as they claim, why are they frequently found reading the

advertisements in airline magazines en route to a business meeting?

3 When cell phones were first introduced, the price of a one-minute long-distance call on a

cell phone was several times the cost of a call on a landline phone. Does that mean that at

the time of their introduction, cell phones increased the cost of long-distance calling?
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4 In discussing accident prevention, we assumed an increasing marginal cost. Suppose,

instead, that the marginal cost of preventing accidents remains constant. How will that

assumption affect the analysis?

5 Using the analysis of accident prevention, develop an analysis of pollution control. Using

demand and supply curves for clean air, determine the efficient level of pollution control.

6 People take some measures to avoid becoming victims of crime. Can the probability of

becoming a victim be reduced to (virtually) zero? If so, why don’t people eliminate that

probability? What does the underlying logic of your answer suggest about the cost of

committing crimes and the crime rate?

7 If the money price of a good rises from $5 to $10, the economist can confidently predict

that less will be purchased. One cannot be equally confident that denying a child a dessert

for bad behavior will improve his behavior, however. Explain why.

8 Consider the information in the production schedule that follows. (a) At what output level

do diminishing returns set in? (b) Assume that each worker receives $8. Fill in the marginal

product column, and develop a marginal cost schedule and a marginal cost curve for the

production process.

No. of workers

Total product of all

workers per day

Marginal product

of each worker

1 0.10

2 0.30

3 0.60

4 1.00

5 1.45

6 2.00

7 2.50

8 2.80

9 3.00

10 3.19

11 3.37

12 3.54

13 3.70

14 3.85

15 4.00

16 3.90

17 3.70

9 Why are some firms “large” and other firms “small”? Use the concept of “coordinating

costs” in your answer.
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10 Suppose firms get smaller. Why might that happen?

11 If worker monitoring costs go down, what will happen to the size of the firm?

12 What have been the various effects of the computer/telecommunication revolution on

the sizes of firms?

13 Why would a firm hire its own accountants to keep the books but, at the same time, use

outside lawyers to do its legal work?

14 If your firm fears being “held-up” by an outside supplier of a critical part to your

production process, what can your firm do to reduce the chance of such a hold-up?

15 Authors typically get a royalty, stated as a percentage of the revenues publishers receive

on their books. Why is it that authors typically get only a minor fraction (say, 15 percent)

of the revenue stream? What are the economic advantages of large “advances”

(payments by publishers to authors before books are published)?
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8
............................................................................................................

Production costs in the short run
and long run

In economics, the cost of an event is the highest-valued opportunity necessarily

forsaken. The usefulness of the concept of cost is a logical implication of choice

among available options. Only if no alternatives were possible or if amounts of all

resources were available beyond everyone’s desires, so that all goods were free,

would the concepts of cost and of choice be irrelevant.

Armen Alchian

The individual firm plays a critical role both in theory and in the real world. It

straddles two basic economic institutions: the markets for resources (labor,

capital, and land) and the markets for goods and services (everything from trucks to

truffles). The firm must be able to identify what people want to buy, at what price,

and to organize the great variety of available resources into an efficient production

process. It must sell its product at a price that covers the cost of its resources,

yet allows it to compete with other firms. Moreover, it must accomplish those

objectives while competing firms are seeking to meet the same goals.



How does the firm do all this? Clearly, firms do not all operate in exactly the same

way. They differ in organizational structure and in management style, in the

resources they use and in the products they sell. This chapter cannot possibly

cover the great diversity of business management techniques. Rather, our purpose

is to develop the broad principles that guide most firms’ production decisions. In the

process we develop an alternative explanation for why firms are the sizes they are

that complements the theory of firm size in chapter 7.

As with individuals, firms are beset by the necessity of choice which, as Armen

Alchian reminds us in the chapter epigraph, implies a cost. Costs are both the

result of having to make choices and obstacles to those choices; they restrict us in

what we do. Thus a firm’s cost structure (the way cost varies with production)

reflects how firms deal with the obstacles of making a profitable production

decision in both the short and the long run. MBA students should understand a

firm’s cost structure because firms don’t do anything on their own. Managers are

the forces behind the firm’s activities and the decisions that ultimately determine

profitability.

As noted in chapter 7, our analysis of a firm’s “cost structure” is different from

the costs on accounting statements. Accounting statements provide only a snap-

shot of costs incurred in a given time period and for a given output level. In this

chapter, we devise a cost structure that relates production costs to many different

output levels. The reason is simple: we want to use this structure to determine

which among many possible output levels will enable the firm to maximize

profits. As we did in the previous chapter, we explain in Part B ways by which

firms can actually contain their costs – which is to say, lower their cost

structures as much as is economical – to remain competitive. Accordingly, we

develop the ways in which the firm’s financial structure – its combination of

debt and equity – can affect managers’ incentives to economize on firm resour-

ces and, thus, to contain its cost structure. This line of explanation will help you

understand the Savings and Loan debacle some years ago and the more recent

“mortgage meltdown,” which was, to a nontrivial extent, founded on risk taking

encouraged by mortgages that required little to no down payment from new

home buyers.

Many business commentators glibly tout the supposed advantages of being a

“first mover” in a market. In online Perspective 8 for this chapter, we discuss “The

myth of the first-mover advantage.” As you will see, being a “first mover” can be a

decided disadvantage. Second, third, and subsequent movers for given products

often come to dominate their markets because of cost advantages that go with not

having to develop products and the markets for them. Imitation does have its cost

rewards, which can add to firm competitiveness.

First, we need to finalize the development of a firm’s cost structure in broad terms.
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Part A Theory and public policy applications

Fixed, variable, and total costs in the short run

Time is required to produce any good or service; therefore, any output level must be

founded on some recognized time period. Even more important, the costs a firm

incurs vary over time. To think about costs clearly, we must identify the time period

during which they apply. For reasons that will become apparent, economists speak

of costs in terms of the extent to which they can be

varied, rather than the number of months or years

required to pay them off. Although in the long run

all costs can be varied, in the short run firms face some

costs that cannot be varied. Short-run costs can be

either fixed or variable. Total fixed costs (TFC) remain

the same whether the firm’s factories are standing idle

or producing at capacity. As long as the firm faces

even one fixed cost, it is operating in the short run.

Variable costs include wages (workers can be hired or

laid off on relatively short notice), material, utilities,

and office supplies. Total variable costs (TVC) increase

with the level of output.

Together, total fixed and total variable costs equal total cost. Total cost (TC) is the

sum of fixed costs and variable costs at each output level:

TC ¼ TFCþ TVC

Columns (1) through (4) of table 8.1 show fixed, variable, and total costs at various

productionlevels.Totalfixedcostsareconstantat$100foralloutput levels (seecolumn

[2]). Total variable costs increase gradually, from$30 to $395, as output expands from

one to twelve widgets. Total cost, the sumof all fixed and variable costs at each output

level (obtainedbyaddingcolumns [2] and [3]horizontally), increasesgradually aswell.

Graphically, total fixed cost can be represented by a horizontal line, as in

figure 8.1 The total cost curve starts at the same point as the total fixed cost curve

(because total cost must at least equal fixed cost) and rises from that point. The

vertical distance between the total cost and the total fixed cost curves shows the

total variable cost at each level of production.

Marginal and average costs in the short run

The central issue of this chapter, and chapters 9 and 10, is how to determine the

profit-maximizing level of production. In other words, we want to know what

The short run is the period during which one

or more resources (and thus one or more costs

of production) cannot be changed – either

increased or decreased.

A fixed cost is any cost that does not vary with

the level of output. Fixed costs include

overhead expenditures that extend over a

periodofmonths or years: insurancepremiums,

leasing and rental payments, land and

equipment purchases, and interest on loans.

A variable cost is any cost that changes with

the level of output.
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output the firm that is interested in maximizing profits will choose to produce.

Although fixed, variable, and total costs are important measures, they are not

very useful in determining the firm’s profit-maximizing (or loss-minimizing)

output. To arrive at that figure, as well as to estimate profits or losses, we need

100

0 1 2 3 4

Quantity of widgets

5 6 7 8 9 10 11 12

200

C
os

t (
$) 300

400

Total
cost

Fixed
cost

500

Figure 8.1 Total fixed costs, total

variable costs, and total costs in the

short run

Total fixed cost does not vary with

production; therefore, it is drawn

as a horizontal line. Total variable

cost does rise with production.

Here, it is represented by the

shaded area between the total

cost and total fixed cost curves.

Table 8.1 Total, marginal, and average cost of production

(1)

Production

level (no. of

widgets)

(2) Total

fixed

costs ($)

(3) Total

variable

costs ($)

(4) Total

costs (2)

+ (3) ($)

(5) Marginal

cost (change

in [3] or

[4]) ($)

(6)

Average

fixed cost

([2]/[1]) ($)

(7) Average

variable

cost

([3]/[1]) ($)

(8) Average

total cost

([4]/[1]) or

([6] + [7]) ($)

1 100 30 130 30 100.00 30.00 130.00

2 100 50 150 20 50.00 25.00 75.00

3 100 60 160 10 33.33 20.00 53.33

4 100 65 165 5 25.00 16.25 41.25

5 100 75 175 10 20.00 15.00 35.00

6 100 90 190 15 16.67 15.00 31.67

7 100 110 210 20 14.29 15.71 30.00

8 100 140 240 30 12.50 17.50 30.00

9 100 180 280 40 11.11 20.00 31.11

10 100 230 330 50 10.00 23.00 33.00

11 100 300 400 70 9.09 27.27 36.36

12 100 395 495 95 8.33 32.92 41.25
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four additional measures of cost: (1) marginal, (2) average fixed, (3) average

variable, and (4) average total. When graphed, those four measures represent

the firm’s cost structure, which covers all costs associated with production,

including risk cost and opportunity cost. A cost structure is the way in which

various measures of cost (total cost, total variable cost, and so forth) vary with the

production level.

Marginal cost
We have defined marginal cost (MC) as the additional cost of producing one addi-

tional unit. By extension, marginal cost can also be defined as the change in total

cost. Because the change in total cost is due solely to the change in variable cost,

marginal cost can also be defined as the change in total variable cost per unit:

MC ¼ Change in TC

Change in quality
¼ Change in TVC

Change in quantity

As you can see from table 8.1, marginal cost declines as output expands from one to

four widgets and then rises, as predicted by the law of diminishing marginal returns.

This increasing marginal cost reflects the diminishing marginal productivity of

extra workers and other variable resources that the firm must employ in order to

expand output beyond four widgets.

The marginal cost curve is shown in figure 8.2. The bottom of the curve (four

units) is the point at which marginal returns begin to diminish.
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Figure 8.2 Marginal and average

costs in the short run

The average fixed cost curve (AFC)

slopes downward and approaches,

but never touches, the horizontal

axis. The average variable cost curve

(AVC) and the average total cost

curve (ATC) are mathematically

related to the marginal cost curve

and both intersect with the

marginal cost curve (MC) at their

lowest point. The vertical distance

between the average total cost

curve (ATC) and the average

variable cost curve equals the

average fixed cost at any given

output level. There is no

relationship between the MC and

AFC curves.
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Average fixed cost
Average fixed cost (AFC) is total fixed cost divided by the number of units

produced (Q):

AFC ¼ TFC

Q

In table 8.1, total fixed costs are constant at $100. As output expands, therefore, the

average fixed cost per unit must decline. (That is what businesspeople mean when

they talk about “spreading the overhead.” As production expands, the average fixed

cost declines.)

In figure 8.2, the average fixed cost curve slopes downward to the right,

approaching, but never touching, the horizontal axis. That is because average

fixed cost is a ratio, TFC/Q, and a ratio can never be reduced to zero, no matter

how large the denominator (Q). (Note that this is a principle of arithmetic, not

economics.)

Average variable cost
Average variable cost (AVC) is total variable cost divided by the number of units

produced, or

AVC ¼ TVC

Q

At an output level of one unit, average variable cost necessarily equals marginal

cost. Beyond the first unit, marginal and average variable costs diverge, although

they are mathematically related. Whenever marginal cost declines, as it does

initially in figure 8.2, average variable cost must also decline: the lower marginal

value pulls the average value down. A basketball player who scores progressively

fewer points in each successive game, for instance, will find her average score

falling, although not as rapidly as her marginal score.

Beyond the point of diminishing marginal returns, marginal cost rises, but

average variable cost continues to fall for a time (see figure 8.2). As long as marginal

cost is below the average variable cost, average variable cost must continue to

decline. (The two curves meet at an output level of six widgets.) Beyond that point,

the average variable cost curve must rise because the average value will be pulled up

by the greater marginal value. (After a game in which she scores more points than

her previous average, for instance, the basketball player’s average score must rise.)

The point at which the marginal cost and average variable cost curves intersect is,

therefore, the low point of the average variable cost curve. Before that intersection,

average variable cost must fall. After it, average variable cost must rise. For the same

reason, the intersection of the marginal cost curve and the average total cost curve

must be the low point of the average total cost curve.
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Average total cost
Average total cost (ATC) is the total of all fixed and variable costs divided by the

number of units produced (Q), or

ATC ¼ TFCþ TVC

Q
¼ TC

Q

Average total cost can also be found by summing the average fixed and average

variable costs, if they are known (ATC = AFC + AVC). Graphically, the average total

cost curve is the vertical summation of the average fixed and average variable cost

curves (see figure 8.2).

Because average total cost is the sum of average fixed and variable costs, the

average fixed cost can be obtained by subtracting average variable from average total

cost: AFC = ATC – AVC. On a graph, average fixed cost is the vertical distance

between the average total cost curve and the average variable cost curve. For instance,

in figure 8.2 at an output level of four widgets, the average fixed cost is the vertical

distance ab, or $25 ($41.25 – $16.25, or column [8] minus column [7] in table 8.1).

From this point on, we do not show the average fixed cost curve on a graph

because doing so complicates the presentation without adding new information.

Average fixed cost is hereafter indicated by the vertical distance between the

average total and average variable cost curves at any given output.

[See online Video Module 8.1 Firm cost structure]

Marginal and average costs in the long run

So far, our discussion has been restricted to time periods during which at least one

resource is fixed. That assumption underlies the concept of fixed cost. Fortunately, all

resources that are used in production can be changed

over the long run. By definition, there are no fixed

costs in the long run; all long-run costs are variable.

The foregoing short-run analysis is still useful in

analyzing a firm’s long-run cost structure. In the

long run, the average total cost curve (ATC in figure

8.2) represents one possible scale of operation, with one given quantity of plant

and equipment (in table 8.1, $100 worth). A change in plant and equipment

will change the firm’s cost structure, increasing or decreasing its productive

capacity.

Economies of scale
Figure 8.3 illustrates the long-run production choices facing a typical firm. The

curve labeled ATC1 is the average total cost curve developed in figure 8.2.

The long run is the period during which all

resources (and thus all costs of production)

can be changed – either increased or

decreased.
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Additional plant and equipment will add to total fixed costs, resulting in an average

total cost curve such as ATC2 in figure 8.3. Because of the additional fixed cost, at

low output levels (up to q1) the average total costs

will be higher – curve ATC2 will lie above ATC1. But

the additional plant and equipment allow economies

of scale to be realized beyond output q1, resulting in

lower average total costs than is possible with the plant and equipment associated

with ATC1.

Economies of scale can occur for several reasons. Expanded operation generally

permits greater specialization of resources. Technologically advanced equipment,

such as super computers and management information systems (MIS) combined

with telecommunication systems, can be used and more highly skilled workers can

be employed. Expansion may also permit improvements in organization, such as

with assembly-line production. Also, by expanding production the firm can spread

the higher cost of additional plant and equipment over a larger output level,

reducing its average cost of production.

The advantages of economies of scale are always

limited, with average costs eventually going up as

output increases with more plant and equipment

added. When this occurs, we have the point where

diseconomies of scale become operative. For example,

as more people are hired to work with the additional
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q1 q2
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ATC3

Figure 8.3 Economies of scale

Economies of scale are cost

savings associated with the

expanded use of resources. To

realize such savings, however,

a firm must expand its output.

Here the firm can lower its

costs by expanding production

from q1 to q2 – a scale of

operation that places it on a

lower short-run average total

cost curve (ATC2 instead of

ATC1).

Economies of scale are cost savings that

technology allows when all resource inputs

are increased together.

Diseconomies of scale are added costs that,

beyond some point, accompany the

expansion of production through the use of

more of all inputs.
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plant and equipment, the problem of free-riders becomes increasingly troublesome

and this can lead to diseconomies of scale.1

And in some lines of production, diseconomies of scale are encountered at very

small output levels independently of free-rider problems. For example, such things

as the production of original works of art, cutting hair, repairing shoes, and writing

books are typically done by individuals working alone or by firms with very little

capital and very few workers.

However, as long as economies of scale remain in force, the average cost curve

can be reduced over larger output levels by increasing plant and equipment. Just as

curve ATC2 in figure 8.3 cuts curve ATC1 and then dips down to a lower minimum

average total cost at a higher output level, so does curve ATC3 with respect to the

curve ATC2, indicating that economies of scale haven’t been exhausted with the

plant and equipment associated with curve ATC2. But at some point, diseconomies

of scale will be encountered.

It is possible, of course, that economies of scale will still be operating when a firm

is producing more than it can sell at a profit. In this case, the firm will set its output

below the point where diseconomies of scale are limiting it (a topic that will be

reconsidered with the addition of the market demand curve in chapter 10).

Long-run average and marginal cost curves

When a firm has enough time to change the amount of all the inputs it is using – to

change its scale of operation – it is interested in its long-run cost curves. Therefore,

the firm can minimize its overall cost of operation by expanding along the envelope

portion of the curveATC2, and it can push its average costs down to the lowest point

by expanding its scale to ATC4 and output to q1.

Assuming that there is a very large number of possible scales of operation, the

firm’s expansion path can be seen as a single overall curve that envelops all of its

short-run average cost curves. Such a curve is shown in figure 8.4 and reproduced in

figure 8.5 as the long-run average cost curve (LRAC). As do short-run average cost

curves, the long-run average cost curve has an accompanying long-run marginal

cost curve. If long-run average cost is falling, as it does initially in figure 8.5, it must

be because long-run marginal cost is pulling it down. If long-run cost is rising, as it

does eventually in figure 8.5, then long-run marginal cost must be pulling it up.

1 For a while, a firm may be able to avoid diseconomies of scale by increasing the number of its

plants. Management’s ability to supervise a growing number of plants is limited, however, and

eventually diseconomies of scale will emerge at the level of the firm, if not the plant. If

diseconomies of scale did not exist, in the long run each industry would have only one firm.
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Hence at some point, long-run marginal cost must turn upward, intersecting the

long-run average cost curve at its lowest point, q2.

In our development of a firm’s cost-curve structure, for reasons of space we have

sidestepped the issue of how a firm actually goes about choosing the most efficient

combination of resources. We have chosen to cover such technical details in online

Reading 8.1.
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Figure 8.4 Diseconomies of scale

Diseconomies of scale may occur because of the communication problems of larger firms.

Here the firm realizes economies of scale through its first short-run average total cost curves.

The long-run average cost curve begins to turn up at an output level of q1, beyond which

diseconomies of scale set in.
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Figure 8.5 Marginal and average cost

in the long run

The long-run marginal and average

cost curves are mathematically

related. The long-run average cost

curve slopes downward as long as it is

above the long-run marginal cost

curve. The two curves intersect at the

low point of the long-run average

cost curve.
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[See online Video Modules 8.2 Long-run cost structure and 8.3 Long-run

production]

Industry differences in average cost

Not all firms experience economies and diseconomies of scale to the same degree or

at the same levels of production. Their long-run average cost curves, in other words,

look very different. Figure 8.6 shows several possible shapes for long-run average

cost curves. The curve in figure 8.6(a) belongs to a firm in an industry with few
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Figure 8.6 Individual differences in long-run average cost curves

The shape of the long-run average cost curve varies according to the extent and persistence

of economies and diseconomies of scale. Firms in industries with few economies of scale will

have a long-run average cost curve like the one in panel (a). Firms in industries with persistent

economies of scale will have a long-run average cost curve like the one in panel (b), and firms

in industries with extensive economies of scale may find that their long-run average cost

curve slopes continually downward, as in panel (c).
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economies of scale and significant diseconomies at relatively low output levels. (This

curve might belong to a firm in a service industry, such as a shoe repair business.) We

would not expect firms in this industry to be very large because firms with an output

level beyond q1 can easily be underpriced by smaller, lower-cost firms.

Figure 8.6(b) shows the long-run average cost curve for a firm in an industry with

modest economies of scale at low output levels and no diseconomies of scale until

the firm reaches a fairly high output level. In such an industry – perhaps apparel

manufacturing – we would expect to find firms of various sizes, some small and

some large. As long as firms are producing between q1 and q2, larger firms do not

have a cost advantage over smaller firms.

Figure 8.6(c) illustrates the average costs for a firm in an industry that enjoys

extensive economies of scale – for example, an electric power company. No matter

how far this firm extends its scale, the long-run average cost curve continues to fall.

Diseconomies of scale may exist but, if so, they occur at output levels beyond the

effective market for the firm’s product. This type of

industry tends toward a single seller – a natural

monopoly. Given the industry’s cost structure, that

is, one firm can expand its scale, lower its cost of

operation, and underprice other firms that attempt

to produce on a smaller, higher-cost scale. Electric

utilities have been thought for a long time to be natural monopolies (which has

supposedly justified their regulation, a subject to which we return in chapter 11).

Shifts in the average and marginal cost curves

The average cost curves we have just described all assume that the prices for

resources remain constant. This is a critical assumption. If those prices change, so

will the average cost curves. The marginal cost curve may shift as well, depending

on the type of average cost – variable or fixed – that changes.

Thus if the price of a variable input – such as the wage rate of labor – rises, the

firm’s average total cost will rise along with its average variable cost (AFC + AVC =

ATC), shifting the average total cost curve upward. The firm’s marginal cost curve

also will shift because the additional cost of producing an additional unit must rise

with the higher labor cost (see figure 8.7[a]). If a fixed cost, such as insurance

premiums, rises then average total cost also will rise, shifting the average total cost

curve upward, as in figure 8.7(b). The short-run marginal cost curve will not shift,

however, because marginal cost is unaffected by fixed cost. The marginal cost curve

is derived only from variable costs.

Because changes in variable cost affect a firm’s marginal cost, they influence its

production decisions. As first noted in chapter 7, the profit-maximizing firm selling

A natural monopoly is an industry in which

long-run marginal and average costs

generally declinewith increases in production

within the relevant range of the market

demand for a good or service.
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at a constant price will produce up to the point at which marginal cost equals price

(MC = P). At a price of P1 in figure 8.7(a), the firm will produce q2 widgets. After an

increase in variable costs and an upward shift in the marginal cost curve, however,

the firm will cut back to q1 widgets. At q1 widgets, price again equals marginal cost.

The cutback in output has occurred because the marginal cost of producing widgets

from q1 to q2 now exceeds the price. In other words, an increase in variable cost

results in a reduction in a firm’s output.

Because a shift in average fixed cost leaves marginal cost unaffected, the firm’s

profit-maximizing output level in figure 8.7(b) remains at q1. The firm may make

lower profits because of its higher fixed cost, but it cannot increase profits by either

expanding or reducing output.

This analysis applies to the short run only. In the long run, all costs are variable, and

changes in the price of any resource will affect a firm’s production decisions. Long-

run changes in the output levels of firms, of course, change the market price of the

final product aswell as consumer purchases.Morewill be said on all these points later.

The very long run

Economic analysis tends to be restricted to either the short or the long run for one

major reason: for both periods, costs are known with reasonable precision. In the
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Figure 8.7 Shifts in average and marginal cost curves

An increase in a firm’s variable cost (panel [a]) will shift the firm’s average total cost curve up,

fromATC1 toATC2. It will also shift themarginal cost curve, fromMC1 toMC2. Productionwill

fall because of the increase in marginal cost. By contrast, an increase in a firm’s fixed cost

(panel [b]) will shift the average total cost curve upward from ATC1 to ATC2, but will not

affect themarginal cost curve. (Marginal cost is unaffected by fixed cost.) Thus the firm’s level

of production will not change.
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short run, firms know that, beyond some point, increases in the use of a resource

(for example, fertilizer) will bring diminishing marginal returns and rising marginal

costs. They also know that with increased use of all resources, certain economies

and diseconomies of scale can be expected over the long run. Given what is known

about the technology of production and the availability of resources, economists

can draw certain conclusions about a firm’s behavior and the consequences of its

actions.

As economists look further and further into the future, however, they can predict

less about a firm’s behavior and its consequences in the marketplace. Less is known

about the technology and resources of the distant

future. In the very long run, everything is subject to

change – resources themselves, their availability,

and the technology for using them.

By definition, the very long run is, to a signifi-

cant degree, unpredictable. Firms cannot know

today how to make use of unspecified future advances in technology. A hundred

years ago firms had little idea how important lasers, satellites, airplanes, and

computers would be to today’s economy. Indeed, many products taken for

granted today were invented or discovered quite by accident. Edison developed

the phonograph while attempting to invent the light bulb. John Rock developed

the birth control pill while studying penicillin. Charles Goodyear’s development

of vulcanization and Wilhelm Roentgen’s invention of the X-ray were both

accidents. And even if these inventions could have been predicted, they all

had economic consequences that could not have been predicted.

Not all inventions or innovations are accidental, and we can know something

about the very long run. Firms have some idea of the value of investments in

research and development (R&D). Research on substitute resources can yield

improvements in productivity that translate into cost reductions. Research on new

product designs will yield more attractive and useful products. There will be failures

as well – research projects that accomplish little or nothing – but, over time, the

rewards of research and development can exceed the costs.

Because of the risks involved in research and development, some firms may be

expected to fail. In the very long run, they will not be able to keep up with the

competition in product design and productivity. They will not adjust sufficiently to

changes in the market and will suffer losses. The computer industry provides many

examples of firms that have tried to build a better machine but could not keep pace

with the rapid technological advances of competitors.

Proponents of a planned economy see the uncertainty of the very long run as an

argument for government direction of the nation’s development. They stress that

competitors often do not know what other firms are doing and, therefore, need

The very long run is the time period during

which the technology of production and the

availability of resources can change because

of invention, innovation, and discovery of

new technologies and resources.
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guidance in the form of government subsidies and tax penalties to ensure that the

nation’s long-term goals are achieved.

Proponents of the market system agree that it is difficult to look ahead to the very

long run, but they see the uncertainties as an argument for keeping production

decisions in the hands of firms. Private firms have the economic incentive of profit

to stay alert to changes in market conditions and to respond quickly to changes in

technology and resources. Government control might slow the adjustment process.

For an explanation why being a “first mover” in a market is rarely an advantage,

see online Perspective 8, The myth of the first-mover advantage.

Online Perspective 8
The myth of the

first-mover advantage

Part B Organizational economics and management

Firms’ debt/equity structures and executive incentives

The cost structure developed in Part A helps us conceptualize the problem a firm faces

in deciding howmuch to produce, but such production decisions could be the least of

a firm’s problems. The exact placement of the cost structure that a firm faces is not

given to the firmby some divine being. It emerges frommanagers’ decisions, and these

decisions depend critically upon the incentives managers face, along with a number

of other factors. Here, we stress the importance of a firm’s financial structure – the

combination of equity and debt – in shaping managers’ incentives and their firm’s

cost structure. A firm’s financial structure can affectmanagers’ risk taking, which can,

of course, affects firms’ overall cost structure and, hence, competitivemarket position.

The ideal firm is one with a single owner who produces a lot of stuff with no

resources, including labor. Such a firm would be infinitely productive. It would

totally avoid agency costs, or those costs that are associated with shirking of duties

and the misuse, abuse, and overuse of firm resources for the personal benefit of the

managers and workers who have control of firm resources. However, such an ideal

firm cannot possibly exist. Resources are always required in the productive process,

and whenever more than a very few people are involved, agency costs will result in

lost output and a smaller bottom line for the firm.
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The world of business is one in which firms often need more funds for investment

than one person can generate from his or her own savings or would want to commit

to a single enterprise. Any single owner, if the business is even moderately success-

ful, typically must find ways of encouraging others to join the firm as owners or

lenders (including bondholders, banks, and trade creditors).

Therein lies the source of many firms’ problems, not the least of which is that a

firm’s expansion can give rise to the agency costs that a single-person firm would

avoid. Managers and workers can use the expanding size of the firm as a screen for

their shirking. The addition of equity owners (partners or stockholders) can dilute

the incentive of any one owner to monitor what the agents do. Hence, as the firm

expands, the agency costs of doing business can erode, if not totally negate, any

economies of scale achieved through firm expansion (Jensen and Meckling 1976).

One of the more important questions any single owner of a growing firm must

face is: “How will the method of financing growth – debt or equity – affect the

extent of the agency cost?” Given that agency costs will always occur with expand-

ing firms, how can the combination of debt and equity be varied to minimize the

amount of costs from shirking and opportunism? That question is really one

dimension of a more fundamental question: “How can the financial structure affect

the firm’s costs and competitiveness? That is, how can a firm’s financial structure

affect its short-run and long-run cost structure?”

In this chapter, our focus is on debt, but that is only a matter of convenience of

exposition, given that any discussion of debt must be juxtaposed with some dis-

cussion of equity as a matter of comparison, if nothing else. We could just as easily

draw initial attention to equity as a means of financing growth. In fact, debt and

equity are simply two alternative categories of finance (subject to much greater

variation in form than we are able to consider here) available to owners. Owners

need to search for an “optimum combination,” given the advantages and disadvan-

tages of both in reducing production costs.

Debt and equity as alternative investment vehicles

By debt, of course, we mean the borrowed funds that must be repaid fully at some

agreed-upon time and on which regular interest payments must be made in the

interim. The interest rate is simply the annual interest payment divided by the

principal. Also, we must note that in the event the firm gets into financial problems,

the lenders have first claim on the firm’s remaining assets (after due worker claims

have been paid).

By equity, or stock, we mean the funds that people provide in return for ultimate

control over the disposition of firm resources and who accept the status of residual

claimants, which means that a return on investment (which is subject to variation)
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will be paid only after all other claims on the firm have been satisfied. That is to say,

the owners (stockholders) will not receive dividends until all required interest pay-

ments have been met; the owners are guaranteed nothing in the form of repayment

of their initial investments. Obviously, owners (stockholders) accept more risk on

their investment than do lenders (or bondholders).2

Does it matter whether a firm finances its investments by debt or equity? You bet

it does (otherwise, we must wonder why the two broad categories of finance would

ever exist). With debt, the payments – both the payoff sum and the interest pay-

ments – are fixed, which is important for two reasons. First, fixed payments enable

firms to attract funds from people who want security and certainty in their invest-

ments. The modern aphorism, “Different strokes for different folks,” if followed in

the structuring of financial instruments, can mean lower costs of investment funds,

and therefore production cost, which means more growth and greater competitive-

ness. Debt attracts funds from people who get their “strokes” from added security.

Second, if the firm earns more than the required interest payments on any given

investment project, the residual goes to the equity owners. If the company fails

because of investments gone sour, and it has to be liquidated for less than the

amount owed to lenders, then stockholders (those who bought equity in the firm)

will get nothing. Stockholders can claim only what is left after all expenses and the

lenders have been paid. That’s it.

Clearly, the nature of debt biases, to a degree, the decision making of the owners,

or their agent/managers, toward seeking risky investments, ones that will likely

carry high rates of return. But these high rates can tempt equity owners to take

unduly high risks, given that they get what is left after the fixed interest payments

are deducted from high returns and the lenders will suffer most of the cost if the

investment fails. If a firm borrows funds at a 10 percent interest rate, for example,

and invests those funds in projects that have an expected rate of return of 12 percent,

the residual left for the equity owners will be the difference, 2 percent. If, on the

other hand, the funds are invested in a much riskier project that has a rate of return

of 18 percent, then the residual that can be claimed by the equity owners is 8 percent,

four times as great as that of the first case.

Granted, the project with the higher rate has a risk premium built into it (or else

everyone investing in the 12 percent projects would direct their funds to the 18

percent projects, causing the rate of returns in the latter to fall and in the former to

rise). However, notice that much of that additional risk is imposed on the lenders.

2 We recognize that debt and equity come in a variety of forms. Common and preferred stock are

the two major divisions of equity. Debt can take a form that has the “look and feel” of equity. For

example, the much-maligned “junk bonds” often carry with them rights of control over firm

decisions and may also be about as risky as common stock.
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They are the ones who must fear that the risk incurred will translate into failed

investments (which is what risk implies). But they are not the ones who are

compensated for the assumed risk they bear. Indeed, after a lender has made a

loan for a specified rate of interest, the managers can increase the risk imposed on

the original lenders by pursuing much riskier projects than those lenders antici-

pated, or by increasing the firm’s indebtedness by more borrowing.

As a general rule, the greater the indebtedness, the greater incentive that man-

agers have to engage in risky investments. Again, this is because much of the risk is

imposed on the lenders, and the benefits, if they materialize, are garnered by the

equity owners. When a firm has no debt, then the equity owners incur all downside

risks of risky investment projects. If projects fail, then owners lose whatever was

invested. If the firm is 100 percent leveraged, then lenders will suffer the losses from

risky investments, but owners will garner all of the risk premium embodied in their

investment successes.

Not surprisingly, as a firm takes on more debt, lenders will become progressively

more concerned about losing some or all of their investments. As a consequence,

lenders will demand compensation in the form of higher interest payments, which

reflect a risk premium. Those lenders who fear that the firm will continue to expand

its indebtedness after they make the initial loans will also seek compensation prior

to the rise in indebtedness by way of a higher interest rate. To keep interest costs

under control, firm managers will want to make commitments as to how much

indebtedness the firm will incur, and they must make the commitments believable.

Again, we return to a recurring theme: managers’ reputations for credibility have an

economic value. In this case, the value emerges in lower interest payments.

Lenders, of course, will seek to protect themselves from risky managerial

decisions in other ways. They may, as they often do, seek to obtain rights to

monitor and even constrain the indebtedness of the firms to whom they make

loans. Managers also have an interest in making such concessions because,

although their freedom of action is restricted in one sense, they can be compen-

sated for the accepted restrictions in the form of lower interest rates. Firm

managers are granted greater freedom of action in another respect; they are

given a greater residual with which they can work (to add to their salary and

perks, if they have the discretion to do so; to extend the investments of the firm;

or to increase the dividends for stockholders).

Lenders may also specify the collateral the firm must commit, and will be most

interested in having the firm pledge “general capital,” or assets that are resaleable,

which means that the lenders can potentially recover their invested funds. Lenders

will not be interested in having “firm-specific capital,” or assets that are designed

only for their given use inside a particular firm as collateral, since they have little, if

any, resale market.
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Of course, firm assets are often more or less “general” or “firm-specific,” which

means they can be better or worse forms of collateral. A firm can pledge assets with

“firm-specific capital” attributes. However, managers must understand that the

more firm-specific the asset (the narrower the resale market), the greater the risk

premium that will be tacked onto the firm’s interest rate, and the lower the potential

residual for the equity owners.

Lenders will also have a preference for lending to those firms that have a stable

future income stream and that can be easily monitored. The more stable the future

income, the lower the risk of nonpayments of interest. The more easily the firm can

be monitored, the less likely managers will be able to leave creditors with uncom-

pensated risks. The more willing lenders are to lend to firms, the greater the likely

indebtedness.

Electric utility companies have been good candidates for heavy indebtedness,

because their markets have been protected from entry by government controls and

regulations, what they do is relatively easily measured, and their future income

stream can be assumed to be relatively stable. Accordingly, their interest rates

should be relatively low, which should encourage managers to take on additional

debt just so that equity owners can claim the residual for themselves. (At the time of

writing, the deregulation of electric power production was under way in a few

US states, allowing open entry into the generation of electricity. We should expect

deregulation to lead to a higher-risk premium in interest rates, although the price of

electricity can be expected to fall for consumers with increased competition for

power sales.)

Past failed incentives in the S&L industry

The incentives of indebtedness are dramatically illustrated by one of the biggest

financial debacles of modern times, the dramatic rise in savings and loan (S&L) bank

failures of the 1980s. The S&L industry was established in the 1930s to ensure that

the savings of individuals, who effectively loaned their funds to the S&Ls, could be

channeled to the housing industry (a concentrated focus of S&L investment portfo-

lios that in itself added an element of risk, especially because housing starts vary

radically with the business cycle). S&Ls were in a position to loan money for

housing, deriving up to 97 percent of the funding from their depositors and only

3 percent from the S&L owners (given reserve and equity requirements). Such a

division, of course, made the owners eager to go after high-risk but high-return

projects. They could claim the residuals from what was then interest payment on

deposits that were kept low by a federal ceiling on the interest rates S&Ls could pay

depositors. Of course, depositors might be concerned about the risks S&L owners

could take with their funds. But because in the 1970s the federal government
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insured the deposits up to $10,000, depositors’ incentives to be concerned about and

to monitor S&L risk taking were muted.

The emergence of the crisis
When interest rates began to rise radically with the rising inflation in the late 1970s,

alternative market-based forms of saving became available – not the least of which

were moneymarket andmutual funds, which were unrestricted in the rates of return

they could offer savers. As a consequence, savings started flowing out of S&Ls,

which greatly increased the pressure on them to hike the interest rates paid on their

deposits (which they were free to do in the early 1980s), and to offset the higher

interest rates with investments that were riskier but carried higher rates of return. To

compensate, the federal government closely monitored and regulated investments

of S&Ls and controlled the competition S&Ls faced.

But in 1982, the S&Ls’ incentive for risky investment was heightened when the

federal deposit insurance on S&L accounts was increased to $100,000, effectively

assuring the overwhelmingmajority of all depositors that they would lose nothing if

their S&L companies lost all their deposits on risky loans. In the same year, the

federal government gave S&Ls greater freedom to pursue high-risk investments. The

hope was that the S&Ls’ greater investment freedom would stave off the looming

S&L financial crisis (which amounted to hoping that the S&Ls would win a national

financial lottery!).

The result should have been predictable, based on the simple idea that people

respond to incentives. S&Ls went after the high-risk/high-return – and high-

residual – investments. The S&Ls that made the risky investments were in a position

to pay high interest rates, drawing funds from other more conservative S&Ls. The

incentives that had been created for them was “heads they won, tails the taxpayer

lost.” To protect their deposit base, conservative S&Ls had to raise their interest

rates, which meant that they also had to seek riskier investments, all of which led to

a shock wave of risky investments spreading through the S&L/development

industry.

Unfortunately, many of those investments did what should have been expected

given their risky nature: they failed. The government (taxpayers) had to absorb the

losses and then return to doing what it had done before 1982 – closely monitoring

the industry and severely restricting the riskiness of the investments. (The govern-

ment was unwilling to lower the size of deposits that were subject to federal deposit

insurance, which would have given depositors greater incentives to monitor their

S&Ls.)

Clearly, fraud was a part of the S&L debacle. Crooks were attracted to the industry

(Black, Calavita, and Pontell 1995; Wauzzinski 2003). However, the debacle is a

grand illustration of how debt can, and did, affect management decisions. It also
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enables us to draw out a financial/management principle: if owners want to control

the riskiness of their firms’ investments, they had better look to howmuch debt their

firms accumulate. Debt can encourage risk taking, which can be “good” or “bad,”

depending on whether the costs are considered and evaluated against the expected

return.

Why then would the original equity owners ever be willing to issue more shares of

stock and attract more equity owners with whom the original owners would have to

share the residual? Sometimes, of course, the original owners are unable to provide

the additional funds that a firm may need to pursue what are known (in an expect-

ation sense) to be profitable investment projects. The original owners can figure that

although their share of firm profits will go down, the absolute level of the residual

they claim will go up. A 60 percent share of $100,000 in profits beats 100 percent of

$50,000 in profits any day.

Also, in situations where the firm is involved in new ventures in which the risks

are high, and bondholders (lenders) have no protection against losses as S&L

depositors did, the firm will have to pay very high interest rates to borrow money.

This doesn’t mean that firms in high-risk businesses will not borrow anymoney, but

most of their financing will come from equity holders. Only when most of the

financing comes from equity will lenders see their risks low enough (even if the

firm fails, bondholders can be fully paid from the sale of assets) to loan money at

reasonable rates. So additional equity investment means that the equity owners can

claim a greater residual (if the firm is successful) because the firm’s interest pay-

ments decrease with the reduction in the risk premium to bondholders.

Investment projects often require a combination of firm-specific and general

capital to be used. Consider, for example, the predicament of a remodeling firm that

uses specially designed pieces of floor equipment (which may have little or nomarket

value outside the firm) as well as trucks that can easily be sold in well-established

used-truck markets. The investment projects can be divided according to the interests

of the two types of investors. The equity owners can be called upon to take the risk

associated with the floor equipment while the lenders are called upon to provide the

funds for the trucks. Of course, it is better for the lenders if the firm profitably uses the

trucks and other general equipment rather than selling its assets. So lenders might not

even make the loan for the general part of the investment without equity owners

taking the firm-specific part precisely because the general investment is less valuable

to the firm without the firm-specific capital investment. (The trucks will not be useful

to the firm without the output produced by the floor equipment.)

Spreading risks
The original owners can also have an interest in selling a portion of their ownership

share because, by doing so, they can reinvest among a number of firms and reduce
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the overall risk of their full portfolio of investments. If the original owners held their

full investments in the firm and refused to sell off a portion, then they might be “too

cautious” in the choice of investments – not making risky investments that yield a

higher expected profit than more conservative investments. Once the original own-

ers have spread their ownership over a number of firms, they will find the riskier

investments more attractive, since diversification has made them collectively less

risky. Again, the financial structure of the firm is important – and it can matter to

both management policies and the bottom line.

Free cash flow problem
Former Harvard finance professor Michael Jensen argues for another reason for

some firms to stay in debt: debt avoids the problems executives may have in dealing

with the so-called “free cash flow problem.” The interest payments on the debt can

tie the hands – or reduce the discretionary authority – of managers who might

otherwise engage in opportunism with their firms’ residual (Jensen 1989). If a firm

has little debt, then the managers can have a great deal of funds, or residual, to do

with as they please. They can use the residual to provide themselves with higher

salaries and more perks. They can also use the funds to contribute to local charities

that may have little impact on their firm’s business (they may have a warm heart for

the cause they support or they may want simply to take credit for being charitable

with their firm’s funds). They may also use the funds to expand (without the usual

degree of scrutiny) the scope and scale of their firms, thereby justifying their higher

salaries and greater perks (because firm size and executive compensation tend to go

together).

Even if the investment projects that the managers choose are profitable, if the

funds were distributed to the stockholders, they might find even more profitable

investments (and even more worthy charitable causes).

Industry maturity and funds misuse
As industries mature (or reach the limits of profitable expansion), the risk of

managers “misusing” firm funds increases. Few opportunities may be available for

managers to reinvest the earnings in their own industry. They may then be tempted

to use the “excess residual” to fulfill some of their own personal flights of mana-

gerial fancy (more expensive perks and greater “generosity”), or reinvest the funds

in other industries that may or may not have a solid connection to the original firm’s

core activities.

How can the firm be made to disgorge the residual? Jensen suggests that indebt-

edness is a good way to accomplish this: the greater the indebtedness, the smaller

the residual and the less waste that can go up in the smoke of managerial opportun-

ism. Jensen argues that one of the reasons for firm takeovers by way of “leveraged
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buyouts,” which means heavy indebtedness, is that the firm that is taken over is

forced to give up the residual through higher interest payments. Again, the hands of

the agent/managers are tied; their ability to misuse firm funds is curbed.

Indebtedness can enhance the firm’s value mainly because it reduces the discretion

of managers who have been misusing the funds. And managers can misuse their

discretion in counterproductive ways, not the least of which is by diversifying the

array of products and services provided on the grounds that diversity can smooth

out the company’s cash flows over the various cycles that go with the products and

services. But shareholders are able to do that for themselves very easily with the

large number of mutual funds now available.

Experience teaches that indebtedness is not necessarily the only or easiest way

that firms can disgorge such cash: they can pay dividends. Moreover, experience

also teaches that what a firm should do with “free cash flow” is not always obvious

and can prompt strong disagreements among board members and top executives,

mainly because of the limitations of available information on the riskiness and rates

of returns on alternative corporate strategies.

The thorny issue of what to do with free cash emerged in 2005 when Karl Icahn,

renowned for “raiding” (or taking over) faltering corporations, became the biggest

stockholder in Blockbuster, the largest bricks-and-mortar video rental retailer in

the United States. According to reports, Icahn believed that Blockbuster’s manage-

ment had gone on a “spending spree” and, in the process, had begun to “gamble”

away “shareholders’ money” on risky investments (Peers 2005). As a new board

member, Icahn began insisting that management disgorge its accumulating cash

with large dividend payments to stockholders, a strategy that would restrict the

ability of top management to engage in investment misadventures, including the

company’s then ongoing efforts to “reinvent” the company by moving away from

rentals at retail stores and toward rentals over the Internet. Seeing that the retail

rental business was dying, Icahn wanted management to use its retail outlets as

“cash cows,” continuing to operate them for as long as the growing competition

from mail-order video rental companies would allow. On the other hand, John

Antico, chairman of Blockbuster, believed that the company had to reinvent itself,

and use its cash flow to undertake a “corporate makeover” to fend off erosion of

Blockbuster’s market from Internet-based movie rental companies such as Netflix

and Walmart (Peers 2005).

Who is right? At the time of writing the answer remains unclear, dependent upon

information on rates of return and risk on alternative investment strategies that can

be known only to corporate insiders. However, there is at least one strong argument

to think that Icahn’s strategy of paying dividends could be most persuasive. At least

having disgorged its free cash flow, Blockbuster’s top executives would be required

to convince outside investors and Blockbuster’s own shareholders that Antico’s
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proposed strategy of reinventing the company could provide them with a greater

rate of return than they could achieve by sticking with its bricks-and-mortar rental

model, but could also offer investors a greater return than they could achieve in

other companies.

Blockbuster’s very act of paying out the dividends could be a sign of considerable

confidence on the part of management that they had a solid case for reinventing the

company, and hence could easily fund their new investment plans. Of course, critics

could argue that dividend payouts, along with the issue of new investment instru-

ments, could impose crippling time delays on management’s efforts to reposition

the company in a highly competitive market. In some matters (this one included)

only time will tell who – Icahn and the other board members or Antico and the other

top executives – will control the future of the company and the movie-rental

industry. At this writing, Blockbuster rental revenues at its brick-and-mortar stores

was in full retreat from Internet rental companies such as Netflix, cable companies

offering movie rentals on demand, and growing competition from downloads over

the Internet from, for example, Apple via its iTunes store.

Firm maturity and indebtedness

This all leads us to an interesting proposition. We should expect firm indebtedness

to increase with the maturity of its industry. Firms in a mature industry have more

stable future income streams than do those in fledgling industries and can be

monitored more easily. People gain experience working with established firms

and learn how the firms operate and when they may be inclined to misappropriate

funds. Also, by taking on more debt, firms in mature industries can alert the market

to their intentions to rid themselves of their residual, conveying the message to the

market that managers’ discretion to use and misuse firm financial resources will be

constricted, all of which can increase the price of the firm’s stock.

Of course, if firms in mature industries don’t take on relatively more debt and

managers continue to misuse the funds by reinvesting the residual in the mature

industry or other industries, then the firm can be ripe for a takeover. An outside

“raider” may see an opportunity to buy the stock at a depressed price, paying for the

stock with debt. The increase in indebtedness can, by itself, raise the price of the

stock, making the takeover a profitable venture. However, if the takeover target is a

disparate collection of production units that do not fit well together because of past

management indiscretions in investment, the profit potential for the raiders is even

greater. The firm should be worth more in pieces than as a single firm. The raiders

can buy the stock at a depressed price, take charge, and break the company apart,

selling off the parts for more than the purchase price. In the process, the market

value of the “core business” can be enhanced.
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The bottom-line consequences of firms’ financial structures

The moral of this section should now be self-evident: The financial structure of

firms matters, and it matters a great deal. By choosing the best combination of

debt and equity in financing the firm’s productive activities, managers can do a

lot to keep the cost curves discussed earlier in this chapter as low as possible.

Keeping those cost curves low is a crucial factor determining how effective a firm

is at producing wealth and remaining viable in a competitive market. This also

means that choice on debt and equity financing can determine whether the firm

will be subject to a takeover. The one great antidote for a takeover should be

obvious to managers, but it is not always (as evidenced by the fact that takeovers

are not uncommon): firms should be structured, in terms of both their financial

and other policies, to create incentives to use their resources to produce as much

wealth as possible, which will maximize the stock price. In that case, potential

raiders will have nothing to gain by trying to take the firm over. One of the

primary functions of a board of directors is to monitor the executives and the

policies that are implemented with an eye toward maximizing stockholder

value. As we will show in a later chapter, those executives and their boards

that do not maximize the price of their stocks do have something to fear from

corporate raiders.

[See online Video Module 8.4 CEO compensation]

The emergence of the housing bubble and burst of the early 2000s

How did the country get into the mortgage meltdown and economic crisis that

emerged full-blown as a serious recession in 2008, perhaps the deepest and longest

recession since the Great Depression? Since the housing andmore general economic

crisis continues apace at this writing, any explanation is risky history and has to be

suggestive and tentative. No doubt, a part of the problem can be laid at the doorstep

of modern loan sharks (inside and outside the commercial banking industry) who

snared unsuspecting and unqualified home buyers with mortgage deals dubbed

“subprime mortgages” that really were too good to be true. Many home buyers saw

the newfangled mortgages as an opportunity to buy houses they could not afford on

the cheap, or so they were led to believe (or wanted to believe).

But, as so often is the case, the history of the modern mortgage mess has been

neglected as politicians point the finger of guilt solely at “greedy” lenders and

borrowers and declare a need for more federal bailouts in one form or another.

“Greed” is a facile answer for any major economic problem, although often con-

taining more than an ounce of truth. But greed is a perennial human problem that

doesn’t illuminate the contemporary economic crisis. Without understanding the
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history of the mortgage mess, the easy solutions may prompt another financial

meltdown in the country’s future. We will need to learn from our recent history.

Possible origin of the housing bubble
One possible origin of the housing crisis of 2008 and beyond can be traced to the

1970s and before, when savings and loan banks were practically the only mortgage

game in most American towns. They made the overwhelming majority of their

mortgages in their communities, and they loaned almost all of their funds for

purchases of homes and other real estate. S&Ls were not, in other words, highly

diversified in their investments. They could not diversify their portfolios by buying

stock in other companies or even by making consumer loans. They were, in short,

highly exposed to the ups and downs of their local housing markets, with their

narrowly focused investment exposure translating into a lot of risk that perhaps

could have been abated somewhat had they been allowed to diversify their loan

assets. The government offset some of their investment risk by limiting S&Ls’

competition through strict limits on entry into the savings and mortgage business.

As a consequence, S&Ls paid low interest rates on deposits (partially because of

restrictions on the interest rates deposit banks could make on checking account

deposits), which enabled S&Ls to charge low, fixed interest rates on their mortgages.

S&Ls did not have to worry very much about the risk of losing market share to

innovative new entrants into their markets.

Under such market and regulatory conditions, S&Ls understandably sought to

mitigate their exposure to loan risks by carefully scrutinizing mortgage borrowers,

taking great care to ensure borrowers could make a substantial down payment and

had the wherewithal to make thirty years of monthly payments. (In the 1920s and

before, S&Ls sought to contain their risks further by making mortgage loans for

fifteen years or even as few as five years.) Of course, the regulated system, with

careful scrutiny of borrowers’ creditworthiness, meant that a lot of Americans were

left out of the housingmarket. However, careful regulation of themortgage business

could be justified on the grounds that S&Ls were highly leveraged, getting up to 97

percent of their loanable funds from savings depositors and only 3 percent from

owners. If left unregulated, the S&L owners would have been greatly tempted to go

after the premiums embedded in risky investment projects outside of housing.

Government deposit insurance heightened the temptation to undertake risky

projects. The S&Ls and other banks were secure knowing that even if borrowers

defaulted en masse, their depositors, with whom they may have built up personal,

community-based relationships, would not be losers (taxpayers would!). As noted,

because of the inflationary spiral of the 1970s, S&Ls began bleeding money. To save

many S&Ls from going belly up, Congress relaxed regulations, allowing them to

diversify their portfolios, with the disastrous effects of considerable risk taking.
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Then, to provide for constraining market competition, the government relaxed the

regulations on mortgage-market entry.

The securitization of mortgages
In the 1970s, someone got the idea of grouping mortgages into securities, which

could be sold to investors on Wall Street and, for that matter, around the world.

Banks of all kinds and other institutions, which began to emerge to serve the

housing market just outside of the still regulated banking industry, began to serve

the role of mortgage “retailers,” finding borrowers and then selling their paper in

“bundles” to far-removed investors. Many investors in so-called “mortgage-backed

securities” might have understandably believed that they were buying securities

backed with mortgages of high quality, as mortgages in the 1970s and before were

largely made to high creditworthy borrowers and foreclosure rates were low.

The “securitization” of mortgages infused more investment funds into mortgages

and, thus, the housing industry. The infusion of funds into the mortgage market

elicited an increase in the proportion of American families who became homeown-

ers from 64 percent in the early 1990s to 69 percent by 2005, a thought-to-be

notable political accomplishment of the Bill Clinton and George W. Bush

administrations.

The system was built to a degree on the presumption that mortgage lenders would

continue to be fairly conservative (or risk averse) in developing mortgage contracts

and selecting borrowers. Many Wall Street investors in mortgage-backed securities

probably did not realize that retail mortgage lenders could, under pressure of

competition, be pressed to view the mortgage-backed securities as “black boxes”

into which lenders could obscure some risky loans. The infusion of funds from

investors around the world into mortgages required lenders to go downstream in the

creditworthiness of borrowers and to become creative in their mortgage contracts,

offering subprime loans to questionable borrowers. For example, borrowers could

be enticed into mortgages with delayed “balloon payments” (or jumps in monthly

payments) after several years. Investors in mortgage-backed securities may not

have been fully aware of how the securitization process could fuel the bubble in

housing prices and construction, which could justify more loans on houses whose

prices were in free flight.

“Irrational exuberance”
Yale University financial economist Robert Shiller argues that a major source of the

housing (and stock-market) bubble was “irrational exuberance” or “bubble think-

ing” that, in turn, was founded on some “new era story” that “is not warranted by

rational analysis of economic fundamentals” (2005, 18; emphasis in the original).

The stock-market bubble of the late 1990s was rationalized, according to Shiller, by
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reference to the emergence of the Internet economy that everyone thought in the

mid-1990s would revolutionize the way business would be conducted and that

would allow advanced countries to tap the hordes of low-wage workers in China

and India. The economic revolution that the Internet inspired, in turn, could justify

historically high price–earnings ratios for dot.com stocks. In the case of the housing

bubble of the early 2000s, Shiller argues that people came to widely believe that the

rising housing prices of the late 1990s and early 2000s could be justified on the

belief that the land available for development (especially in key cities such as Los

Angeles, Miami, and New York) was becoming ever scarcer and that the cost of

building houses would continue to rise, with the growing scarcities feeding the

demand for housing (Shiller 2008, chapter 4).

Indeed, the housing price bubble that emerged after 2003 and that gave rise to

housing prices outpacing borrowers’ ability to pay could have led to greater profit-

ability of banks and other lenders because the overinflated housing prices made

their loans look more secured (Coleman, Lacour-Little, and Vandell 2008). After all,

with the bubble under way, home buyers saw their equity quickly rise. The expected

emergence of equity in housesmeant that lenders could go even further downstream

in the creditworthiness of borrowers. With the housing price bubble, the assessed

creditworthiness of many borrowers could have risen, or might have appeared to

have risen. With lower down payments for mortgages, which were guaranteed by

the Federal Housing Administration (down payments for FHA mortgages averaged

3 percent in 2004 [Berlau 2007]), many prospective homeowners could have fallen

prey to the temptation to undertake risky housing ventures of their own when they

were highly leveraged. And a mortgage for which the homeowners make only a 5 or

10 percent down payment is a highly leveraged investment – that is, the borrowers/

homeowners can garner potential gains while the lenders shoulder any losses from a

downturn in housing prices. (In the 1990s and 2000s, these lenders increasingly

became far-removed investors in mortgage-backed securities, often princes in

Middle East oil-rich principalities.)

Along the way, the government began subsidizing low-income (and credit-

unworthy) prospective home buyers, in some cases making sure that the buyers

had to make no down payment from their own funds, which means buyers were 100

percent leveraged. A sequence of administrations and Congresses induced Freddie

Mac and Fannie Mae to encourage homeownership through Freddie’s and Fannie’s

purchases of mortgage-backed securities that were collections of mortgages based

on lower credit standards. Indeed, according to Hoover Institution economist

Thomas Sowell, a variety of federal regulatory agencies, at the behest of members

of Congress, began to press banks and other financial institutions to lower their

lending standards and to increase the granting of mortgages to lower-income and

identified ethnic groups. Indeed, Sowell argues that the political pressure effectively
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instituted quotas for financial institutions to make loans to groups that had not been

able to meet former credit standards, all under the banner of promoting “affordable

housing” for disadvantaged Americans who had previously faced lending discrim-

ination, or so Sowell argues (Sowell 2009, chapter 2). If there was “herding” in the

housing market, the problem was not irrationality on the part of lenders and

borrowers, but a problem of market participants actually being herded by errant

public policies.

Of course, all efforts to increase the “affordability” of housing fueled the spec-

ulative housing price bubble and people’s temptation to take risks with borrowed

funds. In 2001, subprime and all other nonprime mortgages accounted for

10 percent of all mortgage originations. By 2006, subprime mortgages accounted

for 34 percent of all mortgage originations, and Freddie and Fannie held, with

federal guarantees, half of the $12 trillion in mortgages (White 2008, 1 and 4, citing

the Federal Reserve Bank of St. Louis).

The Federal Reserve further inflated the housing price bubble with its easy money

policy; the Fed lowered the federal funds rate (the interest rate banks charge each

other for short-term, often overnight, loans) from 6.25 percent to 1.74 percent in

only one year, 2001 (perhaps in anticipation of an economic slump as a result of the

bursting of the stock-market bubble in 2000 and the 9/11 terrorist acts). The Fed

further lowered the federal funds rate to a then historic low of 1 percent in mid-

2003. Ben Bernanke, a member of the Fed’s governing board at the time and now (at

this writing) chairman of the Fed’s board, saw no problem with the easy money

policy andwarned in a statement before the Federal OpenMarket Committee against

tightening the growth in the money supply on the grounds that economic “growth

not be choked off unnecessarily.” Bernanke pointed to the “considerable slack” that

at the time remained in the economy, as evident by the continuing gap between

actual national output and the potential output (Bernanke 2009).

The continuation of the easy money policy following Bernanke’s remarks set off

what onemonetary economist called “themother of all liquidity cycles and yet another

massive bubble” (as quoted byWhite 2008, 4). During the 2003–7 period, sales of goods

and services in the United States expanded by an annual rate of 7 percent, while real

estate loans expanded by an annual rate of 10–17 percent (White 2008, 1 and 4, citing

the Federal Reserve Bank of St. Louis). The stock-market and housing bubbles were

probably aggravated by a boom in Asian saving in the 1990s and 2000s, which gave

rise to an increase in the cross-national capital flows from just above 1 percent in 1990

to 3 percent in 2008, with much of the capital flowing into the United States through

purchases of stocks and mortgage-backed securities (Whitehouse 2009).

But so much of the bubble economics was more or less illusory, dependent upon

people continuing to expect a rise in housing prices (if not an increase in the rate of

housing price increases).

Production costs in the short run and long run 315 B



“A failure of capitalism”
Federal Judge Richard Posner, a founder of the University of Chicago’s program in

law and economics, maintains that the United States’ and the world’s financial mess

was nothing less than a “failure of capitalism,” with capitalism being a system that is

“inherently unstable” (Posner 2009b): “At its [capitalism’s] heart is a banking system

that enables large-scale borrowing and lending, without which most businesses

cannot bridge the gap between incurring costs and receiving revenues and most

consumers cannot achieve their desired level of consumption” (Posner 2009a). Since

lending opportunities vary in risk, many lending opportunities are necessarily

highly risky. Posner suggests that we got into the financial mess for many of the

same reasons that Shiller articulated, one of the more important of which has been

the gradual deregulation of the financial industry that enabled banks and non-

banks to undertake ever more highly leveraged ventures. The Federal Reserve’s

policy of “easy money” or low interest rates encouraged greater leverage in the

1990s and the early 2000s. When the Glass Steagall Act (which kept deposit banking

and investment banking separate) was repealed in 1999, deposit banks, which had

access to readily available liquidity through the Federal Reserve’s discount window,

could acquire or build investment banking operations and extend their leverage on

loans through their investment banking operations. New financial intermediaries –

most notably, hedge funds – were allowed to arise without regulatory oversight:

“Deregulation increased competition in banking by allowing other financial firms to

offer close substitutes for banking services. Increased competition in turn com-

pressed the margin between the interest rates that banks paid to borrow capital for

lending and the interests they charged their borrowers. The narrower themargin, the

more leverage banks need in order to obtain enough revenue net of their borrowing

costs” (Posner 2009b, 130).

The increased leverage increased the riskiness of banks’ lending and, at the same

time, increased threat to the stability of their deposit banking operations, if the

economy suddenly turned sour or interest rates turned upward and caused a down-

turn in asset (housing) prices and undermined the market value of mortgage-backed

securities. The banks’ narrower margins from more intense competition in financial

intermediation markets encouraged banks to increase their margins by seeking the

risk premiums that go with lending to borrowers with shakier credit records.

Why so much deregulation? Posner argues that a major culprit was the growing

grip of “free-market ideology” adopted from the Reagan Administration through the

Clinton Administration to the second Bush Administration, with the adopted ideol-

ogy teaching that “competitivemarkets are on the whole self-correcting” and failing

to recognize the “economy as a kind of epileptic, subject to unpredictable and

strange seizures,” especially when in the application of free-market, deregulatory
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principles no distinction is made between banking and financial intermediation

industry and other industries (for example, airline and trucking industries) (Posner

2009b, 134–5).

Even the long-past elimination of controls on interest rates financial institutions

can charge (“usury laws”) contributed to risk taking and, ultimately, the epileptic

seizure the US and world economies experienced in 2008. In chapter 4, we stressed

the potential negative consequences of price ceilings in labor and apartment rental

markets. Usury laws are a form of price ceiling on interest rates for loans. Posner

argues that interest-rate ceilings can have an unheralded benefit for financial

institutions that make highly leveraged investments: with upper legal limits on

the interest rates that could be charged with usury laws in force, financial institu-

tions rationally contained the risks they took (Posner 2009b, 21).When interest rates

were deregulated, it follows that banks became more willing to make risky loans.

This could very well be the case because of the risk premiums built into the interest

rates they could charge less creditworthy customers.

Moreover, the crisis emerged because mortgage-backed securities were relatively

new financial instruments in the 1990s, created during a prolonged recovery, which

means that assessments of the probability of failure of mortgage-backed securities

could be only guesses. Banks lacked historical experience onwhich to estimate risks.

When banks bought mortgage-backed securities, they may have thought they

were containing their risks. Mortgage-backed securities were collections of large

numbers of loans with different levels of risk and credit ratings. Banks could further

diversify away risk, or so they thought, by buying a number of mortgages from

different parts of the country and world. Even if they made some loans to formerly

credit-unworthy borrowers, their overall risk could go down.

Whereas Shiller emphasizes the role of “irrationality” at the foundation of the

financial crisis, Posner is “skeptical that readily avoidable mistakes, failures of

rationality, or intellectual deficiencies of financial managers” are at the heart of

the crisis. He argues that so much of the crisis can be explained by rational decision

making that concocting an array of “irrationalities” is unnecessary. Instead, Posner

posits that people were, in the main, acting rationally throughout the expansion of

the housing bubble. Even “herding” behavior in asset markets, which is thought to

be founded on irrational or non-rational decision making, can have a rational

foundation. Often, it makes sense for individual decision making to follow what

others are doing because others are often right, especially in the midst of an

expanding bubble. Moreover, while it can be risky to follow the “herd,” “it is also

risky to abandon the safety of the herd – ask any wildebeest” (Posner 2009b, 84).

Borrowers and lenders rationally responded to the lower interest rates the Federal

Reserve orchestrated. Buyers of the mortgage-backed securities assumed such

securities (especially the AAA-rated tranches) were reasonably safe investments,
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especially since housing prices were mounting and homeowners’ home equity was

on the rise. Posner asks his readers:

Suppose the best guess was that there was a 10 percent probability that the price rise [in

housing] was a bubble and the same probability that [housing prices] would fall by at least

20 percent. Then the probability that house prices would fall by at least 20 percent was only

1 percent (0.1 × 0.1), and so disaster would be unlikely to occur for many years, and the risk of

disaster would have seemed worth taking. A 1 percent risk of bankruptcy is not like a

1 percent risk of a nuclear war. Bankruptcy is common enough, in fact is an indispensable

institution of the capitalist system. Because risk and return are positively correlated, a firm

that plays it safe is, paradoxically, courting failure because investors will turn elsewhere.

(Posner 2009b, 79)

However, what is rational from the perspective of individual borrowers, lenders, and

investors can give rise to a true house price bubble and to the systemic risk that the

bubble will burst either with a reversal of easy money policy (which happened in

2005) or with curbs in the growth of government encouragements for low-income

and credit-unworthy people to buy homes with little to no “skin in the game” (which

means buying highly, if not totally, leveraged homes). What can be rational for

individuals in financial markets, however, can be collectively irrational in the same

way polluting can be rational for individuals but can have collective consequences

that no one wants. Individuals can reason that their little bit of pollution will do no

damage to the environment, which can be true, but everyone’s pollution taken

together can result in environmental devastation, a line of argument we have

made in various contexts in this textbook (see chapters 3 and 5) (Posner 2009b, 107).

Granted, we now know with hindsight that a housing price bubble was under way

from at least 2003 onward through 2005 to 2007, but no one knew that to be the case

during the bubble. During the bubble’s expansion, “a bubble could only be sus-

pected, not confirmed,” and even current Federal Reserve Chairman Bernanke

assured everyone in the fall of 2005 (when he was chairman of President George

W. Bush’s Council of Economic Advisors) that the then escalation in housing prices

did not constitute a bubble because prices reflected the growing scarcity of land and

the inelasticity of the supply of housing (Posner 2009b, 90). Even as late as spring

2007 and after the housing bubble had burst, Bernanke observed, “Importantly, we

see no serious broader spillover to banks or thrift institutions from the problems in

the subprime market” (as reported by Posner 2009b, 132). Assessments of economic

conditions can be wrongheaded, but they are not necessarily irrational, given that

information needed for better assessments is costly or often unavailable. People can

be rationally ignorant.

Posner goes on to argue that it is quite rational for people and banks to continue

making risky loans during a suspected bubble. This is because rising interest rates on
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loans can compensate lenders for the assumed risks, or so it can be thought so long

as asset prices are rising. Besides, bankers can have a tough time convincing their

boards of directors that they should sell off mortgage-backed securities, taking a

short-term discount on them and giving up the prospective future interest income

stream with the built-in risk premiums, especially when everyone else in the

industry is building their portfolios of mortgage-backed securities. In addition,

when executives’ pay is based on short-term profits and when executives have

negotiated handsome severance packages (so-called “golden parachutes” on dis-

missal for firms’ losses), they have incentives to make risky loans because such

loans, with built-in risk premiums, can boost short-term profits and executives’ pay

and bonuses. The lending decisions can increase the threat of bankruptcy in the

future, but executives can live comfortably when they are dismissed. In Posner’s

words, “The more generous an executive’s compensation and the more insulated his

compensation package is from adversity that may befall his company, the greater

will be his incentive to maximize profits in the short run – especially in a bubble,

where the short run is highly profitable but the long run a looming disaster” (Posner

2009b, 94–5).

One of the failures of capitalism is that many firms have not figured out how to

provide appropriate incentives to executives because of pervasive conflicts of

interest between executives and their boards that determine executives’ pay

(Posner 2009b, chapter 3). Posner repeatedly insists that the financial crisis needs

to be assessed through the conventional microeconomic lens of rational decision

making. This is because such a way of thinking can lead people to see that financial

industries are in special need of governmental oversight (for much the same reason

that the environment is in special need of regulatory oversight), given the damage

that can be done to people’s lives from excessive risk taking from highly leveraged

investments. If economists and policy makers assume that an array of irrationalities,

which are intrinsic to all human decision making, are at the heart of the financial

crisis, then the analysis can lead to excessive regulations of many industries, which

can carry long-term economic costs.

The bursting of the bubble
After 2005, the introductory “teaser” interest rates made on mortgages that had

attracted many otherwise unqualified buyers began to end, and foreclosures began

to mount. Housing prices first began to level off in 2005 and then began to fall in

2006, undermining the creditworthiness of many home buyers and destroying the

only foundation for many home purchases, expected higher resale prices.

In early 2009, the country’s financial and economic troubles had been mounting

for more than a year. In 2008, the Standard & Poor’s Index of five hundred stocks

declined by 38 percent, the median home price declined 22 percent, 2.6 million jobs
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were lost, and the market value of the Dow Jones Wilshire Index of five thousand

declined by nearly $7 trillion. At the start of 2009 the unemployment rate stood at

7.2 percent, up from 5.9 percent a year earlier, with more than 40 percent of the job

losses for 2008 coming in the last two months of that year. The unemployment rate

for African-Americans topped 11 percent at the start of 2009. Few economists

expected anything other than a rising unemployment rate through at least the end

of 2009, and maybe through the first half of 2010. About the only major economic

bright spot for 2008 was that the price of a barrel of oil had declined from $145 in

July 2008 to $45 by the end of the year. By mid-2009, the economic activity in the

United States and other major economies was sliding downward at rates not seen for

half a century (Uchitelle and Andrews 2009). During the first quarter of 2009,

French gross domestic product fell at an annualized rate of 1.2 percent; the

US economy declined by 6.3 percent; the Spanish economy by 1.8 percent; the

Italian economy by 2.4 percent; the German economy by 14.4 percent; the Mexican

economy by 21.5 percent; the Japanese economy by 15.2 percent (Davis 2009;

Walker 2009).

By the start of 2009, the federal government had spent the first $350 billion

installment of the so-called Troubled Asset Relief Program (with $25 billion allo-

cated to Citigroup, $19 billion to the domestic automobile industry, and $270 billion

to other financial institutions). Congress approved disbursement of the remaining

$350 billion of TARP bailout fund (Soloman and Paletta 2009 and Herszenhorn

2009). The bailouts to date meant that the federal government already owned stock

in 206 banks, and the federal deficit was predicted to reach $1.2 trillion, or 8.3

percent of national production – even without the additional bailouts and stimulus

packages that were being considered in Congress.

The bailout and stimulus policy debate, for and against
As we were writing this, it appeared that the country (and world) stood witness

to what was in part a “mortgage crisis” of confidence. Understandably, many

Wall Street investors saw themselves as having been duped by errant mortgage

lenders and by their own herd mentality. Many became more cautious about

buying more securitized mortgages until they could once again trust mortgage

lenders. Few believed at the start of 2009 that the economic crisis would abate

quickly because the crisis was founded on broken trust, and trust is one of the

most unheralded, yet exceptionally important, cornerstones of any modern

financial system.

Policy makers suggested two fixes. First, government subsidies, loan guarantees,

and stock purchases could, in one way or another, bail out lenders and borrowers.

Second, the Federal Reserve could simply crank up the growth in the money stock

and inflate away the real value of borrowers’ debt.
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The major arguments for a massive bailout of banks and other financial institu-

tions (American International Group [AIG] and Wachovia, for example) and other

large firms (General Motors and Chrysler) are the following:

* Without the bailouts of financial institutions onWall Street, credit markets would

otherwise remain “frozen,” and credit is a necessary lubricant for all business

throughout the country.
* The failure of large firms like General Motors and Chrysler could have devastat-

ing ripple effects throughout the economy, adding to the country’s recession

woes.
* The consequences of not bailing out anyone could ensure the development of

another Great Depression.

The case for a massive “stimulus” package of federal expenditures is founded on

macroeconomic arguments that date to the 1930s:

* In a major economic downturn, monetary policy can be ineffective (which it

seemed to have been through the end of 2008).
* The federal expenditures can replace the downturn in consumer and investment

spending and the expenditures could have a “multiplier effect” in line with the

macroeconomic theorizing of British economist John Maynard Keynes (1936).

This means that $1 trillion in federal deficit spending can have a potential impact

of, say, $1.5 trillion on overall national production, as federal “stimulus” expen-

ditures lead to greater incomes for workers and business owners who then add to

the aggregate expenditure flow through their consumption and investments.
* A major economic crisis requires a major governmental response. Thus, President

Barack Obama, with both Democratic and Republican support in Congress, pressed

for an additional stimulus package of close to $1 trillion, two-thirds of which

would be new federal or state spending and a third of which would be in various

forms of tax relief (Bendavid, Williamson, and Reddy 2009; Herszenhorn 2009).
* The country was in a classic “liquidity trap,” which means that monetary policy

will be largely ineffective since people will leave idle any increase in their money

balances for fear that their investments in financial assets will depreciate. When

monetary policy is impotent, fiscal stimulus is the only remaining major policy

option.

The case against both the bailout and stimulus packages is organized around the

view that such policy courses can be snares and delusions:

* When the government spends deficit dollars, it must borrow the funds. On the one

hand, the federal expenditures inject funds into the economy. On the other hand,
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the government borrowing withdraws funds from the credit market and econ-

omy, with the injections and withdrawals largely canceling one another out in

terms of relieving the country’s aggregate expenditure troubles.
* Bailout and stimulus packages can simply aggravate moral-hazard problems in

the financial system because they take away the pain of risky credit and other bad

management decisions of the past and encourage people to continue to be care-

less in their business decision making, both immediately when private investors

buy the “toxic” mortgage-backed securities at the encouragement of government

policy makers and far into the future as investors imagine that their losses on

risky and uncertain investments will be covered by additional bailout schemes.3

* Bailout and stimulus packages may have the public interest in mind, but are likely

to be heavily weighed down with log-rolled political compromises and pork-

barrel projects necessary to garner the requisite count of congressional votes. The

US Conference of Mayors has, at this writing, proposed including more than

11,000 essential and “ready-to-go” public works projects totaling more than

$73 billion that included a Waterfront Duck Pond Park for Hercules, California;

a Midway Park Family Life Center for Euless, Texas; and a community center for

Miami, Florida (Poole 2008).
* The resulting federal deficit that, at this writing, was rapidly approaching

$2 trillion, could lead people to expect higher future tax rates to cover the higher

interest payments on the debt and the pay-downs of the debt over time.
* Anticipating the encouragement for misbehavior and higher tax rates, invest-

ment spending in the near term could be curtailed, impairing economic growth.
* Investors might be expected to demand higher rates of returns on the securities

they buy in anticipation of future misbehaviors, higher tax rates, and slowed

growth.

The proponents of an expansionary monetary policy argue that, between 1929 and

1933, the Federal Reserve allowed the money supply to contract by a third, helping

to turn a recession into the Great Depression. Depositors panicked and withdrew

their funds, and banks collapsed. Proponents of easy money also have argued that

3 Nobel laureate in economics and former Democratic economic advisor Joseph Stiglitz has

argued that the Obama Administration’s proposal for the federal government to loan financial

entities that bought the “toxic” mortgage-backed securities as much as 85 percent of the

purchase prices and then fork over another 7.5 percent of the purchase prices would mean that

the investments of financial entities would once again be highly leveraged (private investors’

equity in the investments would be 7.5 percent). Such a policy course would create a form of

“ersatz capitalism,” under which any gains from the investments in the “toxic” and highly risky

securities would be “privatized” and any losses would be largely “socialized,” aggravating the

moral-hazard problem that got the country into a mess in the first place (Stiglitz 2009).
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an expansion in the money supply can loosen credit terms, encouraging borrowers

to expand their expenditures. But a monetary expansionmay be as ill-guided as that

of the 1970s and early 2000s, and could lead to an inflationary spiral and higher

interest rates demanded by lenders in anticipation of a depreciation in the future

value of the dollars used to pay off loans.

We will have to wait and see how the policy debate evolves and the economy

changes. In the meantime, readers might consult Robert Shiller’s two books for a far

more complete discussion of the background of the stock-market bubble of the

1990s and the housing bubble of the early 2000s (Shiller 2005; 2008). More than

any other economist, Shiller warned the public and policy makers about the coming

bursts in the stock-market and housing bubbles. In contrast to Shiller’s decidedly

pro-government view of the remedies for the crisis, University of Missouri-St. Louis

economist Lawrence White offers a decided pro-market assessment of the founda-

tions of the crisis and solutions (White 2008).

Practical lessons for MBAs: cost structures, indebtedness, and risk taking

MBA students are familiar with accounting documents such as balance sheets and income

statements, but such documents are of little help in conceptualizing the larger issue at the

heart of the cost curves developed in this chapter: howmuch should a firm produce if it wants

to maximize profits? To answer that question properly, all costs must be considered in a firm’s

cost structure, including two key numbers that accounting statements do not capture – risk

cost and normal profits. Even though such costs are elusive, they are no less real and important

than payments to workers and suppliers. Managers must make rough estimates of such costs.

Otherwise, the firm can underestimate its costs and overextend production.

The extent that a firm’s ventures are leveraged can affect risk costs. Generally, the higher the

leverage, the greater the risk costs a firm will incur. This is because when a firm’s business

ventures are 100 percent leveraged, the firm stands to collect the extra gains that come with

successful ventures while creditors will suffer all of the losses from failed ventures.

Accordingly,managers can be expected to undertakemore risky ventureswhen they know the

projects are highly leveraged, especially since risky ventures usually carry a risk premium that

can lead to above-normal profits when ventures are successful.

Understandably, creditors will demand progressively higher interest rates from firms as their

indebtedness escalates, and those progressively higher interest rates affect a firm’s cost

structure. This suggests thatminimizing the cost curves that have been drawn in this chapter is a

farmore complicated task thanmight be thought, requiring adelicatebalancingof afirm’s debt

and equity. By adding equity, firm owners can push down the interest rates they pay on
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borrowed funds, but they also incur greater risk costs asmore of their own capital can evaporate

with failed projects. Clearly, a firm’s financial structure and cost structures are inextricably

intertwined and interdependent. Managers do indeed need to understand high finance to

contain their costs and obtain competitive advantages in the pricing of their products.

Further reading online

Reading 8.1 Choosing the most efficient resource combination, isoquant and

isocost curves

The key takeaways for chapter 8 are the following:

1 Cost structures for firms (made up of average fixed, average variable, average total, and

marginal cost curves) are a graphical device designed to yield insights on how much a

firm should produce in order to maximize profits over a range of output levels. Such

structures help managers go beyond the limitations on thinking presented by a firm’s

accounting statements, which report the costs incurred for a given output level.

2 The law of diminishing marginal returns is a fact of nature that shapes a firm’s

short-run marginal cost curve and ultimately imposes a constraint on how much a firm

can produce in the short run if it intends to maximize profits.

3 A firm in the short run (or long run) should not seek to produce where its average cost is

at a minimum. It should produce where marginal costs and marginal revenue (price in the

case of a perfect competitor) are equal.

4 Fixed costs should be ignored in short-run production decisions.

5 Economies of scale and diseconomies of scale will shape a firm’s long-run cost structure.

6 Research has not substantiated the so-called “first-mover advantage.” Indeed, researchers

have found market advantages for second movers and their followers.

7 The build-up of equity in a firm can lower the firm’s interest rates on borrowed funds, for

two reasons. First, firm’s lenders stand to lose less in the case of default on interest

payments. Second, firms with a lot of equity and few borrowed funds will be inclined to

restrain the riskiness of their business ventures.

8 Indebtedness can inhibit executives’ inclination to waste firm resources by reducing the

available cash that can be misused.
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9 The maturing of a firm can lead to more indebtedness because mature firms have proven

records and tend to have more stable earnings prospects.

10 The sources of financial and economic crisis of 2008 and forward can be traced to the

housing price bubble that took off in 2003, fueled by easy money policies of the Federal

Reserve from 2001 to 2005 and to federal government encouragement in the 1990s and

early 2000s for lending institutions to extend mortgages to less-qualified borrowers.

Mortgage-backed securities also could have introduced a moral-hazard problem into the

housing market and added funds for an expansion of the housing demand. This in turn

could have fueled the housing price bubble and expectations of even higher future

housing prices, and encouraged subprime and other mortgages that increased the

leverage of homeowners.

11 Leverage can increase the riskiness of investments undertaken because equity owners

gain from the risk premium on risky investment projects while the losses that go with

failures can be imposed on lenders.

In chapters 9 and 10, we extend our analysis of firms’ production decisions by combining the

average and marginal cost curves described in this chapter with the demand curves described

in previous chapters. Within that theoretical framework, we can compare the relative

efficiency of competitive and monopolistic markets, as well as the role of profits in directing

the production decisions of private firms.

Review questions >>
............................................................................................................

1 Complete the cost schedule shown below and develop a graph that shows marginal,

average fixed, average variable, and average total cost curves.

Output

level

Total fixed

costs ($)

Total variable

costs ($)

Total

cost ($)

Marginal

cost ($)

Average fixed

cost ($)

Average

variable cost ($)

Average total

cost ($)

1 200 60

2 200 110

3 200 150

4 200 180

5 200 200

6 200 230

7 200 280

8 200 350

9 200 440

10 200 550
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2 Explain why the intersection of the average variable cost curve and themarginal cost curve

is the point of minimum average variable cost.

3 Suppose that no economies or diseconomies of scale exist in a given industry.Whatwill the

firm’s long-run average and marginal cost curves look like? Would you expect firms of

different sizes to be able to compete successfully in such an industry?

4 Why would you expect that all firms would eventually encounter diseconomies of scale?

Why might it be irrelevant that some firms will eventually encounter diseconomies of

scale?

5 Suppose that the government imposes a $100 tax on all businesses, regardless of howmuch

they produce. How will the tax affect a firm’s short-run cost curves? Its short-run

production?

6 Suppose that the government imposes a $1 tax on every unit of a good sold. How will the

tax affect a firm’s short-run cost curves? Its short-run output?

7 Suppose that interest rates fall. How will managers’ incentives be affected, and how will

the firm’s cost structure be affected?

8 Since this book was published, there no doubt have been major developments in the

bailout and stimulus packages enacted by Congress and signed into law by the Obama

Administration. What have been the major developments?What has the total dollar value

of the bailout and stimulus packages been? What has been the consequence of those

packages and the downturn on the economy on the overall federal budget deficits for the

fiscal years since fiscal year 2008 (which ended October 31, 2008)? What have been the

arguments for and against the bailout and stimulus packages, beyond those developed in

this chapter? What has been the estimated impact of the deficit spending on annual gross

domestic product and unemployment to date? What are the likely positive and negative

economic consequences for years to come?What has happened to the inflation rate? Does

moral hazard have anything to do with your analysis?
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Book III

Competitive and monopoly
market structures

............................................................................................................

I n chapters 9, 10, and 11 of this final book, we use the demand theory and

cost structures developed in chapter 6 through 8 to examine the organizational

and production decisions under four market structures:

* perfect competition
* pure monopoly
* monopolistic competition
* oligopoly.

In chapter 12, we revisit the market for a critical resource input, labor. We review

and extend our analysis of how wage rates are determined in competitive labor

markets, first briefly considered in chapter 3. We then explain how a sole employer

in a given market, called a “monopsony,” will determine the wage rate it will pay

its workers.





9
............................................................................................................

Firm production under idealized
competitive conditions

Economists understand by the term market, not any particular market place in which

things are bought and sold, but the whole of any region in which buyers and sellers

are in such free intercourse with one another that the prices of the same goods tend to

equality, easily and quickly.

Augustin Cournot

Chapters 6 through 8 largely dealt separately with the two sides of markets –

consumers and producers. We devised graphic means of representing consumer

preferences (the demand curve) and producer costs (the average and marginal cost

curves). This chapter brings demand and cost analysis together in a way that allows

us to examine how individual firms react to consumer demand in competitive

markets. Our focus is on a highly competitive market structure. We investigate an

intriguing question: at the maximum, how much can competitive markets

contribute to consumer welfare?



We do not attempt to give a full description of a real-world competitive market

setting. Markets are too diverse for such a description to be very useful. Rather, our

aim is to devise a theoretical framework that can enable us to think about how

competitive markets work in general, as a constructive behavioral force. Although

our model cannot tell much that is specific about real-world markets, it provides a

basis for predicting the general direction of changes in market prices and output.

Through the analysis in Part A of this chapter, we should gain a deeper understanding

of themeaning and competitive foundations of themarket forces of supply and demand

and of market efficiency. We can see how the absence of restrictions on entry can

impose intensive pressures on existing producers to contain their costs or be replaced. In

Part B, we explain how getting the sizes of teams and their pay incentives right can be

crucial to firms’ survivability when they face intense competitive pressures.

In the online Perspective 9 for the chapter, we take up a widely unrecognized

business problem, “the Innovator’s Dilemma,” which helps explain why many

established producers are inclined to stay with their tried and true products, only

to sign, often deliberately, their market “death warrants” and to be replaced by

innovative new entrants.

The competitive market structure considered in this chapter is only one of four

basic market structures. The other three and the detrimental effects of their restric-

tions on competition are the subjects of following chapters.

Part A Theory and public policy applications

How a firm decides to price its product and how much it decides to produce are

functions of many considerations (labor and material costs, weather, etc.), but one of

the more important factors is the nature of its market, or what economists call its

“market structure,” which really is about the extent of the competition (or lack thereof)

that any given firm faces. In this and the following chapter, we will see how a firm’s

pricing and production strategies will vary with the competitiveness of their markets.

Pricing and production strategies under four market structures

Markets can be divided into four basic categories, based on the degree of competi-

tion that prevails within them – that is, on how strenuously participants attempt to

outdo their rivals and avoid being outdone. The four categories are described below

and their characteristics are summarized in table 9.1. The most competitive of the

four market structures is perfect competition.
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Perfect competition
As discussed earlier, perfect competition represents

an ideal degree of competition, recognized by the

following characteristics:

1 There aremany producers in the market, no one of which is large enough to affect

the going market price for the product. All producers are price takers, as opposed

to price searchers or price makers.

2 All producers sell a homogeneous product, meaning that the goods of one pro-

ducer are indistinguishable from those of all others. Consumers are fully knowl-

edgeable about the different producers’ prices and are totally indifferent as to

which producer they buy from.

3 Producers enjoy complete freedom of entry into and exit from the market – that is,

entry and exit costs are minimal, although not completely absent.

4 There are many consumers in the market, no one of whom is powerful enough to

affect the market price of the product. As with producers, consumers are price

takers.

As we have shown previously in chapter 6, the demand curve facing the individual

perfect competitor is not the same as the demand curve faced by all producers. The

market demand curve slopes downward, as shown in figure 9.1(a). The demand

curve facing an individual producer – price taker – is horizontal, as in figure 9.1(b).

This horizontal demand curve is perfectly elastic. That is, the individual firm cannot

raise its price even slightly above the going market price without losing all its

customers to the numerous other producers in the market or to other producers

waiting for an opportunity to enter the market. On the other hand, the individual

Table 9.1 Characteristics of the four market structures

No. of firms Freedom of entry Type of product Example

Perfect

competition

Many Very easy (or costless) Homogeneous Wheat, computers,

gold

Pure monopoly One Barred (or prohibitively

costly)

Single-product Public utilities,

postal service

Monopolistic

competition

Many Relatively easy Differentiated Pens, books, paper,

clothing

Oligopoly Few Difficult Either standardized or

differentiated

Steel, light bulbs,

cereals, autos

Perfect competition is a market structure in

which price competition is so intense that

maximum efficiency in the allocation of

resources is obtained.
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firm can sell all it wishes at the goingmarket price. Hence it has no reason to offer its

output at a lower price. The markets for wheat and for integrated computer circuits,

or computer chips, are both good (but hardly perfect) examples of real-world

markets that come close to perfect competition.

The extreme conditions of competition in perfect competition ensure that econo-

mists canmake very precise predictionswhen key variables change under suchmarket

conditions.Wewill develop the principles below that, under perfect competition, price

will equal the marginal cost of producing the last unit and that firms will earn only

normal profits, not economic profits. This does notmean that such conclusions are not

applicable in less than perfectly competitive markets; such can happen and likely

does. All that is required is that individual producers (no matter how few producers

there are) see themselves as being price takers (or assess their demands curves to be

perfectly elastic at the going market-determined price). Even in so-called “contestable

markets” in which entry is fairly open, producers can, in key ways, act as if they must

be price takers (above some price) because of the fear of entry. (Contestable markets

are considered in online Reading 9.1 for this chapter.) Experimental research has

shown that subjects in laboratory settings can perceive themselves as price takers even

when there are as few as a dozen other producers (Smith 1962). Hence, the model of

perfect competition can have broader application to real-world markets thanmight be

surmised from the specified extreme competitive conditions.

Moreover, one of the predictions of the perfectly competitive market is that,

because of open entry into markets and the resulting intense price competition,
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Figure 9.1 Demand curve faced by perfect competitors

The market demand for a product (panel [a]) is always downward sloping. The perfect

competitor is on a horizontal, or perfectly elastic, demand curve (panel [b]). It cannot raise its

price above the market price even slightly without losing its customers to other producers.
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consumers will receive much of the surplus value (consumer evaluation of units of

the good minus the producer’s costs of producing those units) available from goods,

even though consumers may have nothing to do with the creation and production of

the good. Such an outcome is self-evident in many markets, not the least of which

are technologymarkets. Personal computers have grown ever more powerful during

the last four decades as their prices have collapsed, enabling consumers to buy

laptops (or even netbooks) as powerful as mainframe computers a couple decades

ago and at a price of only several hundred dollars. Similarly, the prices of ever more

feature-rich cell phones and MP3 players have become affordable even to low-

income workers. Quality all-cotton or silk shirts that were once expensive can be

bought at discount stores (Walmart and Costco included) for a few dollars (and

rarely for more than $20).

Pure monopoly
Pure monopoly is a market structure that is the polar opposite of perfect competi-

tion. Under a pure monopoly there is no price competition because the only producer

in the market is protected by prohibitively costly

market entry barriers. (The barriers to entry into the

monopolist’s market are described in chapter 10.)

Without competitors to undercut its price, the

monopolistic firm can raise prices without fear

that customers will move to other producers of the

same product or similar products. All the pure monopolist has to worry about is

losing some customers to producers of distantly related products.

Because the monopolist is the only producer of a particular good, the downward

sloping market demand curve (figure 9.1[a]) is its individual demand curve. In

contrast to the perfect competitor, the monopolist can raise its price and sell less,

or lower its price and sell more.

As will be discussed in chapter 10, the critical task of the pure monopolist is to

determine the one price–quantity combination of all price–quantity combinations

on its demand curve that maximizes its economic profits. In this sense, the pure

monopolist is a price searcher. The best (but not perfect) real-world examples of a

pure monopoly are regulated electric power companies, which dominate in given

geographical areas, and the government’s first-class postal service (which is losing

more of its monopoly power every year as technology reduces the costs of alter-

native ways for people to communicate, for example, e-mail).

While our discussion of pure monopoly is couched in terms of a sole producer, the

model actually has broad application beyond markets with only a single producer.

The key consideration in the monopoly model is that the producer (no matter how

many producers there are) perceives itself as a price maker, or price searcher. The

A pure monopoly consists of a single seller of a

product for which there are no close

substitutes and which is protected from

competition by barriers to entry into the

market.
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count of producers in a market often will affect only the elasticity of demand of

individual producers. Seeking to raise its price and profits, a firm with monopoly

power will restrict output below the output level chosen in a market where pro-

ducers view themselves as price takers. This general conclusion applies when a firm

has monopoly power, that is, faces a downward sloping demand curve.

Apple is hardly a pure monopolist in the MP3 player and cell phone markets

(other producers abound), but Apple has resurrected itself (from the depths of its

financial troubles in the early 1990s) through “cool” designs for those devices,

enabling it to charge premium prices over other producers. Despite the critics’ talk

about the economic inefficiency of monopoly power, the above-normal profits that

Apple and other firms with monopoly power have been able to earn could have been

a necessary motivation for taking the risks to create, develop, and produce their

products in the first place. And at this moment, the prospect of earning above-

normal profits could be motivating other firms to create and develop an array of

new products that will give them a measure of monopoly power, but also give

consumers value that they might not otherwise have.1

Monopolistic competition
Monopolistic competition is a market structure that is

more descriptive of most real-world markets than

perfect competition and pure monopoly, and can be

recognized by the following characteristics:

1 It has a number of competitors that are producing slightly different products.

2 Advertising and other forms of nonprice competition are prevalent.

3 Entry into the market is not barred but is restricted by modest entry costs, mainly

overhead.

4 Because of the existence of close substitutes, customers can turn to other pro-

ducers if a monopolistically competitive firm raises its price. Because of brand

loyalty, the monopolistic competitor’s demand curve still slopes downward but is

fairly elastic (see figure 9.2).

The market for textbooks is a good example of monopolistic competition. Most

subjects are covered by two or three dozen textbooks, differing from one another in

content, style of presentation, and design. (See chapter 11 for more indepth

discussion.)

Monopolistic competition is a market

composed of a number of producers whose

products are differentiated and who face

highly elastic, but not perfectly elastic,

demand curves.

1 For an extended discussion of the positive sides of monopoly power, see a recent book by the

authors of this textbook (McKenzie and Lee 2008).
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Oligopoly
Oligopoly, in which competitors are few, is a real-world market structure that has

monopoly and competitive characteristics. Oligopolists may produce either an

identical product (such as steel) or highly differ-

entiated products (such as automobiles). Generally

the barriers to entry into the market are significant

enough to restrict new producers, but the critical

characteristic of oligopolistic firms is that their pric-

ing decisions are interdependent: that is, the pricing decisions of any one firm can

substantially affect the sales of the others. Therefore, each firm must monitor and

respond to the pricing and production decisions of the other firms in the industry.

The importance of this characteristic will become clear in chapter 11.

The perfect competitor’s production decision

As discussed in chapter 3, the intersection of the supply and demand curves

determines the market price in a perfectly competitive market. If the price is

above the equilibrium price level, a surplus will develop, forcing competitors to

lower their prices. If the price is below equilibrium, a shortage will emerge, pushing

the price upward (see figure 9.3[a]). How much will the individual perfect compet-

itor produce when it has no control over the market price?

The production rule: MC = MR
Suppose the price in the perfectly competitive market for computer chips is $5 (P1 in

figure 9.3). For each individual competitor, themarket price is given – that is, cannot

be changed. It must be either accepted or rejected. If the firm rejects the price,
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Figure 9.2 Demand curve faced by a

monopolistic competitor

Because the product sold by the

monopolistically competitive firm is slightly

different from the products sold by competing

producers, the firm faces a highly elastic, but

not perfectly elastic, demand curve.

An oligopoly is a market composed of only a

handful of dominant producers – as few as

two and generally no more than a dozen –

whose pricing decisions are interdependent.
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however, it must shut down. If it raises its price even slightly above the market level,

its customers will move to other competitors. Demand, then, is horizontal at $5.

The firm’s perfectly elastic horizontal demand curve is illustrated in figure 9.3(b).

This horizontal demand curve is also the firm’s marginal revenue curve. As noted,

marginal revenue is defined as the additional revenue acquired from selling one

additional unit. Because each computer chip can be sold at a constant price of $5,

the additional, or marginal, revenue acquired from selling an additional unit must

be constant at $5.

The profit-maximizing firm will produce any unit for which marginal revenue

exceeds marginal cost. Thus the profit-maximizing firm in figure 9.3(b) will produce

and sell q1 units, the quantity at which marginal revenue equals marginal cost (MR =

MC). Up to q1, marginal revenue is greater than marginal cost. Beyond q1, all

additional computer chips are unprofitable. The additional cost of producing them

is greater than the additional revenue acquired (with the small “q” being used to

remind you that the output of the individual producer in figure 9.3[b] is a small

fraction of the output for the market, designated by a capital “Q” in figure 9.3[a]).

Changes in market price
The perfectly competitive firm producesMC =MR, whereMR is equal to the price at

which the firm can sell its product. Thus the amount the firm produces depends on

market price. As long as market demand and supply remain constant, the individual
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Figure 9.3 The perfect competitor’s production decision

The perfect competitor’s price is determined by market supply and demand (panel [a]). As

long as marginal revenue (MR), which equals market price, exceeds marginal cost (MC), the

perfect competitor will expand production (panel [b]). The profit-maximizing production

level is the point at which marginal cost equals marginal revenue (price).
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firm’s demand, and its price, will also remain constant – assuming, of course, that

the costs of production remain constant and the cost curves don’t shift. For example,

if market demand and price increase, the individual firm’s demand and price also

will increase.

Figure 9.4 shows how the shift occurs. The original market demand of D1 leads to

a market price of P1 (panel [a]), which is translated into the individual firm’s

demand, d1 (panel [b]). Again, the firm maximizes profit by equating marginal

cost with marginal revenue, which is equal to d1, at an output level of q1.
2

An increase in market demand to D2 leads to the higher price P2 and a higher

individual firm demand curve, d2. At this higher price, which again equals marginal

revenue, the perfect competitor can support a higher marginal cost. The firm will

expand production from q1 to q2. In the same way, an even greater market demand,

D3, will lead to even higher output, q3, by the individual competitor.

Why does the market supply curve slope upward and to the right? The answer lies

in the upward sloping marginal cost curves on which each individual firm operates.

The firm will never operate where the marginal cost curve is sloping downward. If

MC = price and the marginal cost is getting smaller, the firm could increase profits

by increasing output which would reduce MC below price, and would continue

increasing output until MC started increasing and eventually equaled price again.

2 To prove this statement, first we note that

TR ¼ �PQ

Then we define short-run total cost to be a function of output:

SRTC ¼ CðQÞ
Next, we define profits π to be

p ¼ TR� SRTC ¼ �PQ� CðQÞ
Differentiating with respect to Q and equating with 0, we then obtain

dp
dQ

¼ �P � dCðQÞ
dQ

¼ 0

�P ¼ dCðQÞ
dQ

because

dCðQÞ
dQ

¼ SRMC

Profits are maximized when

SRMC ¼ �P
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Since the upward sloping portion of theMC curve shows us how much output each

firmwill produce at every price, the market supply curve is obtained by horizontally

adding the firms’ upward sloping marginal cost curves (as done in chapter 7).

Maximizing short-run profits

Can perfect competitors make an economic profit? One might think the answer is

obviously “Yes,” but it is only “Yes” in the (very) short run. To see this, we must

incorporate the average andmarginal cost curves developed in chapters 7 and 8 into

our graph of the perfect competitor’s demand curve, as in figure 9.5(b). (Figure 9.5[a]

shows the market supply and demand curves.)

As before, the producer maximizes profits by equating marginal cost with price,

rather than by looking at average cost. That is exactly what the perfect competitor

does. The firm produces q2 computer chips because that is the point at which the

marginal revenue curve (which equals the firm’s demand curve) crosses the mar-

ginal cost curve. At that intersection, the marginal revenue of the last unit sold

equals its marginal cost. If less were produced than q1, the marginal cost would be

less than the marginal revenue, and profits would be lost. Similarly, by producing

anything more than q2 the firm incurs more additional costs (as indicated by the

marginal cost curve) than it receives in additional revenue (as indicated by the

demand curve, which beyond q2 is below the MC curve).

At q2, the firm’s profit equals total revenueminus total cost (TR – TC). To find total

revenue at q2, we multiply the price, P1 (which also equals average revenue) by the

Q1 Q2 Q3
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Figure 9.4 Change in the perfect competitor’s market price

If themarket demand rises fromD1 toD3 (panel [a]), the pricewill risewith it, from P1 to P3. As

a result, the perfectly competitive firm’s demand curve will rise, from d1 to d3 (panel [b]).
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quantity produced, q2 (TR = P1q2). Graphically, total revenue is therefore equal to

the area of the rectangle bounded by the price and quantity, or 0P1aq2.
3

Similarly, total cost can be found by multiplying the average total cost of

production (ATC) by the quantity produced. The ATC curve shows that the average

total cost of producing q2 computer chips is ATC1. Therefore total cost is ATC1q2, or

the rectangular area bounded by 0ATC1bq2. The profits of the company are therefore

P1q2 – ATC1q2, which is the same, mathematically, as q2(P1 – ATC1). This quantity

corresponds to the area representing total revenue, 0P1aq2, minus the area repre-

senting total cost, 0ATC1bq2. Profit is the shaded rectangle bounded by ATC1P1ab.

This profit is economic profit, since all costs of production (including opportunity

and risk costs) are captured in the ATC cost curve. This means that the firm is

earning more off its deployment of resources in the production of this good than

could be earned on any other good.

The perfect competitor does not seek to produce the quantity that results in the lowest

average total cost. That quantity, q1, is defined by the intersection of the marginal cost

curve and the average total cost curve. If it produced only q1, the firmwould lose out on
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Figure 9.5 The profit-maximizing perfect competitor

The perfect competitor’s demand curve is established by the market clearing price

(panel [a]). The profit-maximizing perfect competitor will extend production up to the

point at which marginal cost equals marginal revenue (price), or point a in panel (b). At that

output level – q2 – the firm will earn a short-run economic profit equal to the shaded area

ATC1P1ab. If the perfect competitor were to minimize average total cost, it would produce

only q1, losing profits equal to the darker shaded area, dca, in the process.

3 The area of any rectangle is one side times the other side. In this graphical illustration, one

side is the price (P1), and the other side is the quantity (q2), which means that the area of the

rectangle (P1 × q2) represents total revenue at q2.
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some of its profits, shown by the darker triangular shaded area dca. This area is the

summation of the profit that can be generated by producing units between q1 and q2.

Naturally, profit-maximizing firms will attempt to minimize their costs of produc-

tion. That does not mean they will produce at the point of the minimum average total

cost curve. Instead, theywill try to employ themost efficient technology available and

to minimize their payments for resources. That is, they will attempt to keep their cost

curves as low as possible. But given those curves, the firm will produce where MC =

MR, not where the ATC curve is at its lowest level. Managers who cannot distinguish

between those two objectives will probably operate their businesses on a less profit-

able basis than they could – and will risk being run out of business.

Minimizing short-run losses

In the foregoing analysis the market-determined price was higher than the firm’s

average total cost, allowing it to make a profit. Perfect competitors are not guaran-

teed profits, however. The market price may not be high enough for the firm tomake

a profit. Suppose, for example, that the market price is P1, below the firm’s average

total cost curve (see figure 9.6(b)). Should the firm still produce where marginal cost

equals marginal revenue (price)? The answer, for the short run, is “Yes.” As long as

the firm can cover its variable cost, it should produce q1 computer chips.
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Figure 9.6 The loss-minimizing perfect competitor

The market clearing price (panel [a]) establishes the perfect competitor’s demand curve (panel [b]).

Because the price is below the average total cost curve, this firm is losing money. As long as the price is

above the low point of the average variable cost curve, however, the firm should minimize its short-run

losses by continuing to produce where marginal cost equals marginal revenue (price or point b in panel

[b]). This perfect competitor should produce q1 units, incurring losses equal to the shaded area P1ATC1ab.

(The alternative would be to shut down, in which case the firm would lose all its fixed costs.)
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It is true that the firm will lose money. Its total revenues are only P1q1, or the area

bounded by 0P1bq1, whereas its total costs areATC1q1, or the area 0ATC1aq1. On the

graph, its total (economic) losses equal the difference between those two rectangular

areas, or the shaded area bounded by P1ATC1ab. Whether the firm incurs losses is

not the relevant question, however. The real issue is whether the firm loses more

money by shutting down or by operating and producing q1 chips.

In the short run, the firmwill continue to incur fixed costs even if it shuts down. If

it is not earning any revenues, its losses will equal its total fixed costs. In chapter 8,

we showed that the average fixed cost of production is the vertical distance between

the average variable cost and average total cost, and that the vertical distance, ac, is

greater than the average loss, ab. Hence, the firm’s total fixed cost, or loss on shut-

down, is greater than the loss from operating.

In short, as long as the price is higher than average variable cost – if the price

more than covers the cost associated directly with production – the firm minimizes

its short-run losses by producing where marginal cost equals marginal revenue. By

earning revenue in excess of its variable costs, the firm loses less than its fixed cost.

Hence, we have a production rule that profit-maximizing firms should always keep

in mind: ignore fixed costs in the short run.

Only if the price dips below the low point of the average variable cost curve –

where the marginal and average variable cost curves intersect – will the firm add to

its losses by operating. The firm will shut down when price is at or below that point,

Ps in figure 9.6. At prices above that point, the firm simply follows its marginal cost

curve to determine its production level. Above the average variable cost curve, then,

the marginal cost curve is in effect the firm’s supply curve. Therefore, if a perfect

competitor produces in the short run at all, it produces in a range of increasing

marginal cost – and diminishing marginal returns.

Our analysis has shown why, in the short run, fixed costs should be ignored. The

relevant question is whether a given productive activity will add more to the firm’s

revenues than to its relevant costs – those that are affected by its current decisions.

Understanding this principle, businesses may undertake activities that superficially

appear to be quite unprofitable. Some grocery stores stay open all night, even

though the owners know they will attract few customers. If all costs, including

fixed costs, are considered, the decision to operate in the early hours may seem

misguided. The only relevant question facing the store manager is, however,

whether the additional sales generated are greater than the additional cost of

light, goods sold, and labor. Similarly, many businesses that are obviously failing

continue to operate, for by operating they can at least cover a portion of their fixed

costs – such as rent – that would still be due if they shut down. They stay open until

their leases expire or until they can sell out.

[See online Video Module 9.1 Production in perfect competition]
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Producing over the long run

In the long run, businesses have an opportunity to change their total fixed costs. If

themarket price remains too low to permit profitable operation, a firm can eliminate

its fixed costs, sell its plant and equipment, or terminate its contracts for insurance

and office space. If the market price is above average total cost, new firms can enter

the market, and existing firms can expand their scale of operation. Such long-run

adjustments in turn affect market supply, which affects price and short-run pro-

duction decisions. To facilitate the discussion, we will examine long-run adjust-

ments in two stages. First, we discuss the effects of market entry and exit, assuming

a constant scale of operation. Second, we add adjustments made in response to scale

economies.

The long-run effect of short-run profits and losses
When profits encourage newfirms to enter an industry and existing firms to expand,

the result is an increase in market supply (the supply curve shifts out to the right), a

decrease in market price, and a decrease in the profitability of individual firms. For

example, in figure 9.7(a), the existence of economic profits (which equal revenues

minus opportunity costs) in the computer chip market means that investors can earn
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Figure 9.7 The long-run effects of short-run profits

If perfect competitors are making short-run profits, other producers will enter the market,

increasing the market supply from S1 to S2 and lowering the market price from P2 to P1
(panel [a]). The individual firm’s demand curve, which is determined by market price, will

shift down, from d1 to d2 (panel [b]). The firm will reduce its output from q2 to q1, the new

intersection of marginal revenue (price) and marginal cost. Long-run equilibrium will be

achieved when the price falls to the low point of the firm’s average total cost curve,

eliminating economic profit (price P1 in panel [b]).
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more in that industry than in the most profitable alternative industry. Some invest-

ors will move their resources to the computer chip industry. Because the number of

producers increases, the market supply curve shifts outward, expanding total pro-

duction from Q1 to Q2 and depressing the market price from P2 to P1.

The expansion of industry supply and the resulting reduction in market price

make the computer chip business less profitable for individual firms. The lower

market price is reflected in a downward shift of the firm’s horizontal demand curve,

from d1 to d2 (see figure 9.7[b]). The individual firm reduces its output from q2 to q1,

the intersection of the new marginal revenue (price/demand) curve with the mar-

ginal cost curve. Note that q1 is also the low point of the average total cost curve.

Here price equals average total cost, meaning that the economic profit is zero. The

firm is making just enough to cover its opportunity and risk costs, but no more. If

there were still profits being made in the computer chip industry, firms would

continue to move into this industry until the price is equal to the low point on the

average cost curve and economic profits are zero.

Losses have the opposite effect on long-run industry supply. In the long run, firms

that are losing money will move out of the industry, because their resources can be

employed more profitably elsewhere. When firms drop out of the industry, supply

contracts and total production falls, from Q2 to Q1 in figure 9.8(a). As a result, the price

of the product rises, permitting somefirms to break even and stay in the business. Long-

run equilibrium occurs when the price reaches P2, where the individual firm’s demand
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Figure 9.8 The long-run effects of short-run losses

If perfect competitors are suffering short-run losses, some firms will leave the industry,

causing the market supply to shift back from S1 to S2 and the price to rise, from P1 to P2
(panel [a]). The individual firm’s demand curve will shift up with price, from d1 to d2

(panel [b]). The firm will expand from q1 to q2, and equilibrium will be reached when price

equals the low point of average total cost P2, eliminating the firm’s short-run losses.
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curve is tangent to the low point of the average total cost curve (figure 9.8[b]). The

output of each remaining individual firm expands (from q1 to q2) to take up some of the

slack left by the firms that have withdrawn, but the expansion of the remaining firms is

not enough to completely offset the reduction in output caused by the firms that leave

the industry. Again price and average total cost are equal, and economic profit is zero.

The effect of economies of scale
In the long run, competition forces firms to take advantage of economies of scale, if

they exist, and to do so as quickly as possible.

If expanding the use of resources reduces costs, the perfect competitor has two

reasons for taking advantage of scale economies. First, if the firm expands before

other firms, its lower average total cost will allow it to make greater economic

profits (for a short period of time). Second, the firm must expand its scale for self-

preservation. Otherwise, other firms will expand their scales of operation, lowering

their cost structures, increasing market supply, and forcing the market price down

below the minimum average cost of any firm that doesn’t expand its scale.

Consider figure 9.9, for instance. Initially themarket is in short-run equilibrium at

a price of P2 (figure 9.9[a]). The individual firm is on cost scale ATC1, producing q1
chips and breaking even (figure 9.9[b]). If the firm expands its scale of operation and
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Figure 9.9 The long-run effects of economies of scale

If the market is in equilibrium at price P1 in panel (a) and the individual firm is producing q1

units on short-run average total cost curve ATC1 in panel (b), firms will be just breaking even.

Because of the profit potential represented by the shaded area ATC1P2ab, firms can be

expected to expand production to q3, where the long-run marginal cost curve intersects the

demand curve (d1). As they expand production to take advantage of economies of scale,

however, supply will expand from S1 to S2 in panel (a), pushing themarket price down toward

P1, the low point of the long-run average total cost curve, LRAC in panel (b). Economic profit

will fall to zero. Because of rising diseconomies of scale, firms will not expand further.
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produces where its demand curve d1 intersects the long-run marginal cost curve, it

will make a profit equal graphically to the shaded area ATC1P2ab. That is the firm’s

incentive for expansion.

If the firm does not expand and take advantage of these economies, some other

firm surely will. Then, any firm still producing on scaleATC1 will lose money. That’s

because, when the market supply expands, the price will tumble toward P1, the point

at which the long-run average total cost curve (and the short-run curveATCm) are at

a minimum, and both industry and firm economic profits are zero. Because of rising

diseconomies of scale, firms will not be able to expand further. Any firm that tries to

produce on a smaller or larger scale – for example, ATC2 or ATC3 – will incur

average total costs higher than the market price and will lose money. Ultimately it

will be driven out of the market or be forced to expand or contract its scale. Hence,

each individual firm will look to the long-run average and marginal costs curves

and expand as quickly as it can (and each firm must respond immediately under the

idealized conditions of perfect competition).

Marginal benefit versus marginal cost

Time lags, surpluses, and shortages notwithstanding, the competitive market can

produce efficient results in one important sense – the marginal benefit of the last

unit produced equals its marginal cost (MB = MC). In figure 9.10(a), for every

computer chip up to Q1, consumers are willing to pay a price (as indicated by the

demand curve, D) greater than its marginal cost (as indicated by the industry supply

curve, S). The difference between the price that consumers are willing to pay – an

objective indication of the product’s marginal bene-

fits – and the marginal cost of production is a kind of

surplus, or net gain, received from the production of

each unit. The net gain is composed of two surpluses,

consumer surplus and producer surplus. In figure 9.10(a),

consumer surplus is the triangular area below the

demand curve and above the dotted price line, P1. In

figure 9.10(a), producer surplus is the triangular area

above the supply curve and below the dotted price line, P1. By producing Q1 units, the

industry exploits all potential gains from production, shown graphically by the

shaded triangular area in figure 9.10(a). That net gain is brought about by the price

that is charged, P1, a price that induces individual firms to produce where the

marginal cost of production equals the price, which is also equal to consumers’

marginal benefit.

The marginal cost of production for each individual firm is also P1, a fact that

results in the production of Q1 units at the minimum total cost. Figure 9.10(b) and (c)

Consumer surplus is the difference between

the total willingness of consumers to pay for

a good and the total amount actually spent.

Producer surplus is the difference between the

minimum total revenue necessary to induce

producers to supply any given quantity of

output and the actual total revenue received

from selling that quantity.
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show the cost curves of two firms, X and Y. In competitive equilibrium, firm X

produces qx units.

Suppose that the market output were distributed between the firms differently.

Suppose, for example, that firm X produced one computer chip fewer than qx. To

maintain a constantmarket output ofQ1, firmY (or some other firm)would then have to

expand production by one unit. The additional chip would force firm Y up its marginal
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Figure 9.10 The efficiency of the competitive market

Perfectly competitive markets are efficient in the sense that they equate marginal benefit

(shown by the demand curve in panel [a]) with marginal cost (shown by the supply curve in

panel [a]). At the market output level, Q1, the marginal benefit of the last unit produced

equals the marginal cost of production. The gains generated by the production ofQ1 units –

that is, the difference between cost and benefits – are shown by the shaded area in panel (a).

The perfectly competitive market is also efficient in the sense that the marginal cost of

production, P1, is the same for all firms (panels [b] and [c]). If firm X were to produce fewer

than its efficient number of units, qx, firm Y would have to produce more than its efficient

number, qy, to meet market demand. Firm Y would be pushed up its marginal cost curve,

to the point at which the cost of the last unit would exceed its benefits. But competition

forces the two firms to produce to exactly the point at which marginal cost equals marginal

benefit, thus minimizing the cost of production.
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cost curve. ToY, themarginal cost of the additional chip is greater than P1, greater than

X’s marginal cost to produce it. Competition forces firms to produce at a cost-effective

output level and thereforeminimizes the cost of producing at any given level of output.

Perfectly competitive markets are attractive for another reason. In the long run,

competition forces each firm to produce at the low point of its average total cost

curve. Firms must either produce at that point, achieving whatever economies of

scale are available, or get out of the market, leaving production to some other firm

that will minimize average total cost.

The efficiency of perfect competition: a critique

Our discussion of perfect competition has been highly theoretical. In real life, the

competitive market system is not as efficient as the analysis may suggest. From this

perspective, several aspects of the competitive market deserve further comment.

The tendency toward equilibrium
Market forces are stabilizing: they tend to push the market toward one central point

of equilibrium. To that extent, the market is predictable, and it contributes to

economic and social stability. But in the real world, price does not always move as

smoothly toward equilibrium as it appears to do in supply and demand models. The

smooth, directmove to equilibriummay happen inmarkets in which all participants,

both buyers and sellers, know exactly what everyone else is doing. Often, however,

market participants have only imperfect knowledge of what others intend to do.

Indeed, an important function of the market is to generate the pricing and output

information that people need to coordinate their actions with one another.

In a world of imperfect information, then, prices may not, and probably will not,

move directly toward equilibrium. Those who compete in the market will continu-

ally grope for the “best” price from their own individual perspectives. At times,

sellers will produce too little and reap unusually high profits, and at other times they

will produce too much and suffer losses. But the advantage of markets is that, when

mistakes are made, market prices (and profits and losses) provide information on

those mistakes and on what has to happen to correct them.

This process of groping toward equilibrium can be represented graphically by a

supply and demand “cobweb” (see figure 9.11). Most producers must plan their

production at least several months ahead on the basis of prices received today or

during the past production period. Farmers, for instance, may plant for summer

harvest on the basis of the previous summer’s prices. Suppose farmers received price

P1 for a bushel of wheat last year. Their planning supply curve, S, will encourage

them to work for a harvest of only Q1 bushels this year. Given that limited output

and the rather high demand at price P1, however, the price farmers actually receive
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is P4. The price of P4 in turn induces farmers to plan for a much larger production

level, Q3, the following year. But the market will not clear for Q3 bushels until the

price falls to P2. The next year, farmers plan for a price of P2 and reduce their

production to Q2, which causes the price to rise to P3. As you can see from the graph,

instead of moving in a straight line, the market moves toward the intersection of

supply and demand in a web-like pattern.

We hasten to add that while the “cobweb” is helpful in explaining gyrations in price,

actual gyrations likely will be dampened over time with learning on the part of market

participants. Farmers will learn that high prices one year can lead to “oversupply” the

following year and can, accordingly, temper their planting response to high prices in

any given year, thereby dampening the drop in prices the following year.

Surpluses and shortages
Some critics complain that the market system creates wasteful surpluses and short-

ages. Although all resources are limited in quantity, a true market shortage can exist

only if the going price is below equilibrium. Thus shortages can be eliminated by a

price increase. How much of an increase, theory alone cannot say; we do know,

however, that market forces, if allowed free play, will work to boost the price and

eliminate the shortage. That means, of course, that people of limited financial

resources will bemore adversely affected than those with larger incomes – a concern

that some use to justify government-imposed market restrictions (not all of which

actually help the poor, as we saw in our discussion of rent controls and minimum

wages in chapter 4).
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Figure 9.11 Supply and demand cobweb

Markets do not always move smoothly toward

equilibrium. If current production decisions are

based on past prices, price may adjust to supply

in the “cobweb pattern” shown here. Having

received price P1 in the past, farmers will plan

to supply only Q1 bushels of wheat. That

amount will not meet market demand, so the

price will rise to P4 – inducing farmers to plan

for a harvest of Q3 bushels. At price P4,

however, Q3 bushels will not clear the market.

The price will fall to P2, encouraging farmers to

cut production back to Q2. Only after several

tries do many farmers find the equilibrium

price–quantity combination.
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Similarly, all surpluses exist because the going price is above equilibrium.

Competition will reduce the price, eliminating the surplus. In the process, of

course, some firms will be driven out of the market and into other activities

where they can now produce more value. In the transition, of course, this can

result in unemployed workers. A frequent criticism of the market system is that,

when this happens, workers have difficulty finding new employment. Part of the

problem, however, is that labor contracts, community custom, or minimum-wage

laws prevent wages from adjusting downward. If government controls prices –

that is, if prices are not permitted to respond to market conditions – surpluses and

shortages will persist.

Externalities, again
Critics stress that supply is based only on the costs that firms bear privately. As

discussed in chapter 5, external costs such as air, noise, and water pollution are not

counted as part of the cost of production. If the external costs of pollution were

counted, the firm’s supply curve would be lower (S2 instead of S1 in figure 5.6). If

producers and consumers had to pay all the costs of production, fewer units would

be bought. In this sense, competition leads to an overproduction and a market

inefficiency, or welfare loss (equal to the shaded triangular area abc in figure 5.6).

Indeed, perfect competition will maximize the externalization of costs because firms

that don’t externalize all costs that can be externalized will be driven from business

by those that do and thereby have lower cost structures.

Wealth differences
Critics of the market system also stress that its cost efficiencies are achieved within a

specific distribution of wealth, one that depends on the existing distribution of

property rights. The distribution of economic power inherent in these property

rights, they argue, has no particular ethical or moral significance. But then, markets

have a way of creating wealth over time, which means many people today, even

those with little wealth, could have more wealth andmore higher-quality goods and

services than would have been possible had redistributive policies constrained

markets through time.

The unreal nature of perfect competition
Finally, critics of the market system argue that most real-world markets are not

perfectly competitive. Actual markets are not inhabited by numerous firms produc-

ing standard commodities that can be easily duplicated by anyone whowould like to

enter the market. Indeed, many markets are inhabited by a few large, powerful firms

that do not take price as a given. Many firms either are monopolies or possess a high
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degree of monopoly power. Demanders and suppliers are rarely as well informed as

the model suggests. But the model of perfect competition was never meant to

represent all, or even most, markets. It is merely one of several means economists

use to think about markets and the consequences of changes in market conditions

and government policy.

We know from the perfectly competitive model that the predicted outcomes of the

model hold if there are numerous producers and consumers. However, as noted

earlier, it does not follow that if there are fewer – even far fewer – than “numerous”

producers and consumers, the predicted outcomes of the perfectly competitive model

do not hold. So long as the number of producers and consumers is sufficiently large

that no one believes they have control over the price and acts accordingly, the

perfectly competitive model can be useful in analyzing and predicting market behav-

ior. Hence, the perfectly competitive outcomes could hold with nomore than a couple

of dozen producers and consumers in the market (Smith 1962). (Still, we take upmore

real-world markets, called “contestable markets,” in online Reading 9.1.)

Finally, the perfectly competitive market can help us gain insight about production

decisions precisely because its required conditions are “unreal.” The model of market

competition simplifies the analysis, helping us see with clarity the essential features of

competitive markets and showing us exactly how managers can improve their think-

ing as they consider the complex tasks of achieving maximum profitability and

survivability. Behavioral economists have argued that people in general and manag-

ers in particular have an array of “decision-making biases,” which we fully acknow-

ledge: people might not be naturally inclined to ignore sunk costs, and they might

harbor a bias toward projects with opportunity costs rather than projects with out-of-

pocket expenditures (see Ariely 2008; Thaler and Sunstein 2008). The unreal model of

perfect competition helps us drive home the point that managers must consider

thinking in terms of equating at the margin (producing where marginal cost and

marginal revenue are equal), ignoring in short-run production decisions many (fixed)

costs that they see daily on their firms’ income statements. Moreover, the analysis can

remind managers to treat all costs the same (the explicit costs that are recorded on

income statements and the opportunity costs that never see the light of accounting

statements). Firms in highly competitivemarkets who ignore such heuristicsmight very

well see themselves replaced bymanagerswho take “principles of economics” seriously.

Price takers and price searchers

Perfect competition is an extreme degree of competition, so much so that many

students are understandably concerned about its relevance. They often ask: “If there

are few market structures that even closely approximate perfect competition, why

bother to study it?”
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The question is a good one, and not altogether easy to answer. Few markets come

close to having numerous producers of an identical product with complete freedom

of entry and exit. Markets for gold, for some computer chips and agricultural

commodities, and for stocks and bonds are probably the closest markets we have

to perfect competition, but still the products are not always completely identical, and

entry and exit costs abound in most markets. Even wheat sold by a Kansas farmer is

not always viewed the same as wheat sold by a Texas farmer.

How can sense be made of perfect competition? We know that under the conditions

of competition specified, certain results follow.We can logically (with the use of graphs

andmathematics) derive these results, aswe have in this chapter. One conclusion drawn

is that in perfect competition each firm will extend production until the marginal cost

of producing the last unit equals the price paid by the consumer. That conclusion

necessarily follows from the assumptionsmade. Granted, the demanding conditions for

perfect competition are rarely met. We nevertheless cannot conclude that under less

demanding conditions, competitive results would not be observed. For example, it may

be that the number of producers is not “numerous,” that the products sold by all

producers are not “identical,” and that there are costs to moving in and out of markets.

Nonetheless, individual producers may act as if the conditions of perfect competition

are met. Individual producers may still act as if they have no control over market price

or that there are so many other actual or potential producers that it is best to think in

terms of the other producers being “numerous” – in which case many of the predicted

results of perfect competition may still be observed in the less than perfect markets.

For these reasons, many economists often talk not about perfect competitors but

about price takers (who may or may not fit exactly the description of perfect

competitors). They simply observe the market price

and either accept it (and accordingly produce to the

point at which marginal cost and price are equal) or

reject it (and go into some other business). Hence, the

price taker is someonewho acts as ifher demand curve

is horizontal (perfectly elastic, more or less). She is therefore someone who assumes

that the marginal revenue on each unit sold is constant (and equal to the price) – and

that the marginal revenue curve is horizontal and the same as the firm’s demand curve.

In contrast, price searchers are sellers who have

some control over the market price. Price searchers

have monopoly power because they can alter pro-

duction and thereby market supply sufficiently to

change the price. The individual price searcher’s

task is not simply to accept or reject the current market price, but (like the monop-

olist) to “search” through the various price–quantity combinations on her down-

ward sloping demand curve with the intent of maximizing profits. As we

Price takers are sellers who do not believe

they can influence the market price

significantly by varying their own production

levels.

Price searchers are sellers who cannot control

the market price by individually varying their

production levels.
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demonstrate in chapter 10, the marginal revenue and demand curves of the price

searcher are no longer the same. (Exactly where the monopolist’s marginal revenue

curve lies in relation to the demand curve is discussed in detail in chapter 10.)

For an explanation for why firms may not always be “innovative,” see online

Perspective 9, The Innovator’s Dilemma.

Online Perspective 9
The Innovator’s

Dilemma

Part B Organizational economics and management

Competing cost-effectively through efficient teams

Perfectly competitive, or even just highly competitive, market conditions put

intense pressure on producers to produce cost-effectively. Those producers who

don’t find the most cost-effective means of production are doomed under perfectly

competitive market conditions and will surely suffer in terms of market share and

profitability even under intense, less extreme competitive market conditions. This

means that producers in highly competitive markets must form firms when such

organizational structures are more efficient than market exchanges and that they

must break down their organization into cohesive and effective working groups.

Otherwise, competitive pressures on prices (via the lower-cost curves employed in

Part A of this chapter) in the product markets will cause the demise of firms that are

not organized to identify and implement lower-cost means of production. A central

message of Part B of this chapter is to remind you once again that producing cost-

effectively is easier said than done.

In the first part of the chapter, we drew in a perfect competitor’s cost curves,

assuming the firm would organize itself in a way that minimizes its costs. In Part B,

we suggest that accomplishing the goal of cost-effectiveness in production is highly

complex, requiring that managers understand how the sizes of teams and the system

of payments to teammembers can have profound effects on the firm’s cost structure.

Moreover, a perfectly competitive firm (or one facing market conditions approx-

imating perfect competition) must not only produce cost-effectively, it must match

the cost-effectiveness of the most cost-effective producer who is in the market or

who can enter the market. The cost curves drawn in the graphs in the first part of this
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chapter will represent those curves of the most cost-effective producers because

those producers who do not match such a standard will not long last in a perfectly

competitive market (or even a market that vaguely resembles perfect competition).

As noted in chapter 7, the central reason firms exist is that people are often more

productive when they work together – in “teams” – than when they work in isolation

from one another but are tied together by markets. Teams are no passing and facile

management fad; firms have always utilized them. Indeed, in a broad sense, a firm is

a team or can be viewed as a collection of teams. What seems to be new is the

emphasis within management circles on the economies that can be garnered from

assigning complex sets of tasks to relatively small teams of workers – those within

departments and, for larger projects, across departments – that when used can result

in substantial productivity improvements.4 However, teams also present opportu-

nities for shirking (which should be self-evident to many MBA students who form

their own study and project groups to complete class assignments). A central

problem that managers face is constructing teams so that they minimize the amount

of shirking and maximize production, which is made all the more urgent when

competition in product markets is intense.

Team production

What do we mean by “team production”? If Mary and Jim could each produce

100 widgets independently of one another and could together produce only 200

widgets, there would be no basis for team production, and no basis for the two to

form a firmwith all of the trappings of a hierarchy. The added cost of their organization

would, no doubt, make them uncompetitive vis-à-vis other producers such as them-

selves who worked independently of one another. However, if Mary and Jim could

produce 250 widgets whenworking together, then team productionmight be profitable

(depending on the exact costs associatedwith operating their two-person organization).

Hence, we would define “team production” as those forms of work in which

results are highly interactive: the output of any one member of the group is depend-

ent on what the other group members do. The simplest and clearest form of team-

work is that which occurs when Mary and Jim (and any number of other people)

move objects that neither can handle alone from one place to another. The work of

people on an assembly line or on a television advertising project is a more compli-

cated form of teamwork.

4 Dell computers is convinced that its team-based production has improved quality in its

made-to-order mail-order sales. And Electrosource found that its output per worker doubled

within twelve months of switching to teams in its battery production. Accordingly, the company

was able to reduce its workforce (Thomas 1996).
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Granted, finding business endeavors that have the potential for expanding output

by more than the growth in the number of employees is a major problem businesses

face. But finding such potential opportunities leads to another significant problem,

which is making sure that the synergetic potential of the workers who are brought

together into a team is actually realized.

We often think of firms failing for purely financial reasons – they incur financial

losses. Firms are said to be illiquid and insolvent when they fail. That view of failure

is instructive, but the matter can also be seen in a different light, as an organiza-

tional problem and a failure in organizational incentives. A poorly run organization

can mean that all of the 50 “extra” widgets that Mary and Jim can produce together

are lost in unnecessary expenditures and impaired productivity because of problems

inherent in team production. If the organizational costs exceed the equivalent of

50 widgets, then we can say that Mary and Jim have incurred a loss which would

force them to adjust their practices as a firm or to go their own ways.

Many firms do fail and break apart, not because the potential for expanded output

does not exist, but because their collective potential is not realized. Why can’t people

in a team always realize their collective potential? There is a multitude of answers to

that question. Firms may not have the requisite product design or a well-thought-out

business strategy to promote the products. Some people just can’t get along; they rub

each other up the wrong way when they try to cooperate. Personal conflicts, which

deflect people’s energies at work into interpersonal defensive and predatory actions,

can be so frequent that the production potentials are missed.

While recognizing many noneconomic explanations for organizational prob-

lems, we would reiterate our theme: managers are unable to find ways to properly

align the interests of the workers with those of other workers and the owners. People

in firms don’t cooperate as cost-effectively as they can and should. This is a problem

that exists only in teams. For obvious reasons, it doesn’t exist in a one-person firm.

In our simple example, involving only two people (Mary and Jim), each party has a

strong personal incentive (quite apart from an altruistic motivation) to work with the

other. After all, each can readily tell when the other person is not contributing what is

expected (or agreed upon). Accordingly, whenMary shirks, Jim can “punish”Mary by

shirking also, and vice versa, ensuring that they both will be worse off than they

would have been had they never sought to cooperate at all. The agreement Mary and

Jim have to work together productively can be, in this way, self-enforcing, with each

checking the other – and each effectively threatening the other with reprisal in kind.

The threat of added cost is especially powerful whenMary and Jim are also the owners

of the firm. The two of them fully bear the cost of the shirking and any “tit-for-tat”

consequences. There is no prospect for cost-shifting to a third party.

Two-person firms are, conceptually, the easiest business ventures to organize and

manage (with the exception of one-person firms) because the incentives are so
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obvious and strong and well aligned. Organizational and management problems

can begin to mount, however, as the number of people in the firm or “team”

increases. As discussed under the “logic of group behavior” in chapter 2, incentives

begin to change with the growth in the size of groups. Each individual’s contribu-

tion to the totality of firm output becomes less and less obvious as the number of

people grows. This is especially true when the firm is organized to take advantage of

people’s specialties. Employees often don’t know what their colleagues do and,

therefore, are not able to assess their work.

WhenMary is one of two people in afirm, then she is responsible for half of the output

(assuming equal contributions, of course), but when she is one of a thousand people, her

contribution is only one-tenth of 1 percent of firm output. If she is a clerk in the

advertising department assigned to mailing checks for ads, she might not even be able

to tell that she is responsible for one-tenth of a percent of output, income, and profits.

Admittedly, if no one else contributes anything to production (there are no other drops

in the bucket), the contribution of any one person is material – in fact, everything. The

point is that in large groups, and as output expands, each worker has an impaired

incentive to do that which is in all of their interests to do – that is, to make their small

contribution to the sum total of what the firm does. A central lesson of this discussion is

not that workers never cooperate but rather that the countervailing incentive forces

embedded in the way that groups of people work can undercut the power of people’s

natural tendencies to cooperate and achieve their synergetic potential. Consequently,

managersmust payattention to thedetails offirmorganization tocounteract these forces.

If all people were angels, always inclined to do as they are told or as they said they

would do, then the manager’s role would be much less important. Even if almost

everyone were inclined to do as he or she were told or committed to doing, managers

would still want to implement policies and an organizational structure that create

incentives for people to behave in the firm’s best interest. Without such incentives

rewarding cooperative behavior and punishing uncooperative behavior, a few “bad”

people can seriously damage the firm. Even employees who forgo opportunities to

shirk their responsibilities may soon cease to do so if they see others undermining

their efforts and shirking their duties. As more employees shift from responsible to

irresponsible behavior, the greater the incentive for the remaining employees to

shift as well, and the culture of cooperation can unravel.

Why are large firms divided into departments? Although the administrative

overhead of department structures may seem unnecessary (requiring that each

department have a manager and an office with all the trappings of departmental

power), departments are a means to reduce the size of the relevant group within the

firm. The purpose is not only to ensure that bosses can more closely monitor

individuals’ actions, but also to allow individuals within the department to more

easily recognize their own and others’ contributions to output.
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One good reason for the current interest in teams is that departments are often too

large, meaning that people’s individual contributions within departments are too

small to detect and monitor. Teams can be ways of reducing the size of the relevant

group of workers. Managers have now begun to realize that reducing the size of the

relevant group can increase worker productivity as well as ensure that workers who

knowmost aboutwhat needs to be done in their specialty canmonitor each other. This

reduces the need ofmanagers to “micromanage” employees’ work, leaving themmore

latitude to make the best use of their knowledge for themselves and for the firm.

Team size

The questions that are bound to puzzle business managers interested in maximizing

firm output is: How large should teams be? How many members should they have?

We obviously can’t say exactly, given the many factors that explain the great variety

of firms in the country. (If we could formulate a pat answer, this book would surely

sell zillions!) However, we canmake several general observations, the most important

of which is that managers must acknowledge that shirking (or “social loafing”) will

tend to rise along with the size of the group, everything else held constant.

In addition, we suggest that the more alike themembers, the larger the team can be,

because people who have more knowledge of what their teammates are doing tend to

cooperate. Also, the more training teammembers are given in cooperation, the larger

the teams can be. Training, in other words, can pay not only because it makes workers

more productive by increasing the value of their direct contribution, but also because

it can reduce the added overhead of a larger number of smaller departments.5

5 However, a lot depends on the type of training given to workers. Apparently economists, using

their maximizing models (and the firmly held belief that everyone will shirk when they can), are

inclined to play whatever margins are available to their own personal advantage, or to shirk when

feasible, to a degree not true of other professionals. Researchers have found that in single-play

experimental games designed to test the tendency of people to free ride on the group’s efforts, not

everyone contributed to the group’s output. However, they also found that the average group

produced 40–60 percent of the “optimal output” of the public good, with the exception of groups

made up of graduate students in economics. These graduate students provided only 20 percent of

the optimal output (Marwell and Ames 1981). Perhaps that is to be expected, given that economics

students are more aware than are most people of how to capture private benefits in such games.

But other researchers found that the explanation is less in what economics students learn, and

more in the tendency for students who are less prone to cooperate (more “corrupt” in the

terminology of the experimenters) to be more likely to major in economics (Frank, Gilgorich, and

Regan 1996). As a consequence, it probably follows that teams of economists (and other people

with similar conceptual leanings) should be smaller than teams of people from other disciplines.

Although we may never have intended it, we must fear that the people who read this book may be

less disposed to cooperate than they were before they picked it up.
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The more that workers are imbued with a corporate culture and accept the firm’s

goals, the larger the team can be. Expenditures on efforts to define the firm’s

purpose can be self-financing, given that the resulting larger departments can

release financial and real resources.

The more that team members can detect or measure the outputs of fellow team

members, the larger the team can be. Firms, therefore, have an economic interest in

developing ways tomakework – or what is produced – objective. Finally, the greater

the importance of quality, the more important team production should be, and the

smaller teams will tend to be.

No matter how it is done, the size of the teams within a firm can affect the overall

size of the firm. Firms with teams that are “too large” or “too small” can have

unnecessarily high cost structures that can restrict the firms’ market shares and

overall size, as well as the incomes of the workers and owners.

Paying teams

Recognizing that teams can add to firm output is only half the struggle to get

workers to perform as they should and to achieve greater output. A question that

all too often undercuts the value of teams is: how are the workers on the team to be

motivated and paid? If workers are rewarded only for the output of the team, then

individual workers again have incentives to free ride on the work of others (to the

extent that they can get away with it), which can be realized not only in slack work

but also in absenteeism. But if teammembers are rewarded exclusively for their own

individual contributions, then the incentive for actual teamwork is reduced.

Generally, managers effectively “punt” on compensation issues, not knowing

exactly how to structure rewards, and offer compensation that is based partly on

team output and partly on individual contributions to the team. Team output is

generally the easier of the two compensation variables to measure, as teams are

organized along functional lines with some measurable objective in mind. Peer

evaluation may play a partial role in how individual contributions are often

determined because team members are the ones who have localized knowledge of

how much their coworkers are contributing to team output. But, here again, the

compensation problem is not completely solved. Team members can reason that

how they work and how they and their coworkers are evaluated can affect their slice

of the “compensation pie.” Each can figure that the more highly other members of

the team are evaluated, the lower their own relative evaluation, a consideration

that can lead team members to underrate the work of other members. Team discord

can result, as has been experienced at jeans maker Levi-Strauss where supervisors

reportedly spend a nontrivial amount of time refereeing team member conflicts.

To ameliorate (but not totally quell) the discord, Levi-Strauss has resorted to
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giving employees training in group dynamics and methods of getting along

(Mitchell 1994).

How, then, can managers best motivate workers through pay to contribute to

team output? Four identifiable pay methods are worth considering:

1 The workers can simply share in the revenues generated by the team (or firm). We

can call this reward system revenue sharing. The gain to each worker is the added

revenue received minus the cost to the worker of the added effort expended.

Under this method of reward, each worker has the maximum incentive to free

ride, especially when the “team” is large.

2 The workers can be assigned target production or revenue levels and be given

what are called forcing contracts, or a guarantee of one high wage level (signifi-

cantly above their market wage) if the target is achieved and another, lower

(penalty) wage if the target is not achieved. Under this system, each worker suffers

a personal income loss from the failure of the team to work effectively to meet the

target.

3 The workers can also be given an opportunity to share in the team or firm profits.

Profit sharing (sometimes called “gain sharing”) is, basically, another form of a

forcing contract because the worker will get one income if the firmmakes a profit

(above some target level) and a lower income if the profit (above a target level) is

zero.

4 The workers within different teams also can be rewarded according to how well

they do relative to other teams. They can be asked to participate in tournaments,

in which the members of the “winning team” are given higher incomes – and,

very likely, higher hourly or monthly rates of pay – than the members of other

teams.We say “very likely” because the winning teammembers may work harder,

longer, and smarter in order to win the tournament “prize.” Hence, the “winners’”

pay per hour (or any other unit of time) could be lower than the “losers’.”

All the pay systems just outlined may have a positive impact on worker input and,

as a consequence, on worker output. For example, a number of studies show that

profit sharing and worker stock ownership plans do seem to have a positive impact

on worker productivity (Howard and Dietz 1969; Metzger 1975; FitzRoy and

Kraft 1986; Wagner, Rubin, and Callahan 1988; Weisman and Kruse 1990;

US Department of Labor 1993). One study of fifty-two firms in the engineering

industry in the United Kingdom (40 percent of which had some form of profit-

sharing plans and the rest did not) found that profit sharing could add between 3 and

8 percent to firm productivity (Cable and Wilson 1989). It has also been shown that

the more “participatory” the decision-making process – the more information is

shared, the more flexible the job assignment, and the greater the extent of profit
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sharing – the greater worker performance relative to more traditional organiza-

tional structures (Husled 1995; Ichniowski, Shaw, and Prennushi 1996).

To pay team members appropriately, managers must know how well teams are

doing, not just in how many “widgets” the team produces, but also in terms of team

contributions to firm profitability. CMC, a computer service company, assigns

individual teams responsibility for individual major clients or for a collection of

smaller clients and then develops profit-and-loss statements for each and every

team. Higher managers recognize that team members have ground-level informa-

tion on clients that managers can never know (except in screened forms). It wants to

give teams the ability to respond to information received, but it also wants team

members to know that their decisions will be monitored through their P&L state-

ments’ bottom line. Of course, higher managers can’t rely totally on P&L statements

of individual teams to maximize firm profits, simply because they often need teams

to cooperate when the teams face the now-familiar Prisoner’s Dilemmas.

Experimental evidence on the effectiveness of team pay

A question that has all too infrequently been addressed is which method of worker

compensation ismore effective in overcoming shirking and causing workers to apply

themselves. One of the more interesting studies that addresses that question uses an

experimental/laboratory approach to develop a tentative assessment of the absolute

and relative value of the different pay methods on worker effort. Experimental

economists Haig Nalbantian and Andrew Schotter (1997) used two groups of six

university economics students in a highly stylized experiment in which the students’

pay for their participation in the experiment would be determined by how “profitable”

their respective teams were in achieving maximum “output.”

The students did their “work” on computers that were isolated from one another.

The students indicated how much “work” they would do in the twenty-five rounds

of the experiment by selecting a number from 0 to 100. The higher the number

selected the higher the cost to the student, just as rising effort tends to impose an

escalating cost on workers. The students in each of the two teams always knew two

pieces of important information: how much they “worked” (or the number they

submitted) in each round and howmuch the “team” as a total “worked.” They did not

know the individual “effort levels” of the other students.6

6 Granted, the experiment leaves much to be desired, which the authors fully concede. The

experimental setting did not reflect the full complexity of the typical workplace: direct commu-

nication among workers, for example, can have an important impact on the effort levels of

individual workers. The complexity of the workplace is why it is so difficult to determine how pay

systems affect worker performance, especially relative to alternative compensation schemes.
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Nonetheless, the researchers were able to draw conclusions that generally con-

firmed expectations from the theory at the heart of this textbook. They found that

when the revenue-sharing method of pay was employed, the median “effort level”

for each of the two teams started at a mere 30 (with a maximum effort level of 100),

but because the students were then told how little effort other team members were

expending in total, the students began to cut their own effort in each of the

successive rounds. The median effort level in both teams trended downward until

the twenty-fifth round, when the median effort level was under 13. That finding

caused the researchers to assert: “Shirking happens” (Nalbantian and Schotter 1997,

315). They also were able to deduce that the history of the team performancematters:

the higher the team performance at the start, the greater the team performance

thereafter (although the effort level might be declining over the rounds, it would still

be higher at identified rounds, the higher the starting effort level).

Nalbantian and Schotter (1997) found that forcing contracts and profit sharing

could increase the initial level of effort to 40 or above, a third higher than the initial

effort level under revenue sharing, but still the effort level under forcing contracts

and profit sharing trended downward with succeeding rounds of the experiment.

They also found that the tournaments that were tried, which forced the team

members to think competitively, had median initial effort levels on a par with the

initial effort levels observed under forcing contracts. However, the effort level

tended to increase in the first few rounds and then held more or less constant

through the rest of the twenty-five rounds. At the end of the twenty-five rounds,

the teams had a median effort level of 40 to 50, or up to four times the final effort

level under the revenue-sharing incentive system. Understandably, the authors

concluded that “a little competition goes a very long, long way” (Nalbantian and

Schotter 1997, 315).

Finally, the authors concluded that monitoring works, which is no surprise, but

the extent to whichmonitoring hiked the effort level grabs attention. Nomonitoring

system works perfectly, so the authors evaluated how the teams would perform with

a competitive team pay system under two experimental conditions, one in which the

probability of team members being caught shirking was 70 percent of the time and

one in which team members being caught shirking was 30 percent of the time, with

the penalty being stiff: loss of their “jobs.” Themedian effort for one 70 percent team

level started at about 75 (the predicted effort level from theory) and stayed

there until the last round, at which point the effort level fell markedly (a result

that should be even more understandable from our discussion of opportunistic

behavior developed in Reading 7.1, The last-period problem). The median effort

level for the other 70 percent team started at about 50, rose quickly to 70, and stayed

there through the rest of the rounds (with one very large drop in effort in the middle

of the rounds).
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When the probability of being caught shirking dropped to 30 percent, the effort

level of one team started at 70 and went up and downwildly between zero and 80 for

the next twenty rounds, only to approach zero during the last five rounds. The effort

level of the other team started close to zero and stayed very close to zero for most of

the following rounds (reaching above 10 only twice).

Obviously, monitoring of team members can have a dramatic impact on team

performance, but, as in all matters, the cost of the monitoring system can be high.

The researchers have not yet been able to say, from the experimental evidence,

whether the improvement in team performance is worth the cost of the monitoring

system that is required. However, managers cannot wait for the experimental

findings; they must find ways of minimizing the monitoring costs. One of the

great cost-saving advantages of teams, which is not reflected in the way the experi-

ments were run, is that teamwork tends to be self-monitoring, with team members

monitoring one another. In the experiment, the team members could not monitor

and penalize each other. If self-monitoring were imposed in a future experiment, we

would not be surprised if the effort level increased.

Should all firms adopt the competitive team approach? The evidence suggests a

strong “Yes.” But we hasten to add a caveat that managers of some firms must keep

in mind: greater effort to produce more output is desirable as long as it does not

come with a sacrifice in “quality” (or some other important dimension of produc-

tion). Competitive team production may be shunned in firms in industries such as

pharmaceuticals and banking that can’t tolerate concessions in their quality stand-

ards (because of the importance of reputation and also liability concerns, for

example). The competition in the tournaments drives up “output” but can drive

down “quality.” Such firms would want to use reward systems that keep competition

under control and quality standards up. They would also want to rely on close

monitoring, despite the cost, because of the higher costs that they might suffer with

defects. This leads to the obvious conclusion that the greater the cost of mistakes, the

greater the cost that can be endured from relaxed competition and frommonitoring.
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Practical lessons for MBAs: considering marginal cost, ignoring
sunk costs, and paying attention to incentive pay

Costsmatter, andmarginal costsmatter especially. Those summary statements of lessons at the

heart of this chapter need to be drilled home to MBA students mainly because of how much

attention is given to total cost and average cost inworplace business discussions.Marginal cost

(along with marginal revenue) – not total or average cost – is key to determining a firm’s

profit-maximizing output level, how much a product should be upgraded (or downgraded),

and even how many different products a firm produces.

There is a very good reason for the scant attention to marginal cost: estimating a firm’s

marginal cost curve is not easy, especially for firms that produce several products. However,

without a rough estimate of the structure of marginal cost, a firm can easily overproduce or

underproduce – which means it can be charging too little or too much and making less

maximum achievable profit. There is money to be made by incurring the cost of product

development, a business maxim that MBA students widely appreciate. There is also money to

bemade by incurring the costs of estimating a firm’s marginal cost function and then thinking

about production decisions with the cost structures of this chapter in mind. At the very least,

when managers are in discussions of whether to produce more, they should ask for an

estimate of the marginal cost of producing more or less, with the figure derived stripped of

any nonvariable costs.

A derivative lesson to be learned from the analytics in this chapter is that, in competitive

markets, firms should produce in the short run in an output range in which marginal cost is on

the rise. This means that the firm should produce in the output range in which the firm

experiences diminishing returns. If a firm is experiencing increasing returns (and falling

marginal costs) in the short run, it should at least consider the prospects that it is producing

too little.

We noted that behavioral economic research reveals that many businesspeople allow

costs incurred in the past, such as the historical costs of plant and equipment purchases,

to affect their production decisions. Why? The historical costs are fully evident in readily

available accounting statements. Managers sometimes feel a commitment to recovering

costs incurred long ago, which means they make many pricing and production decisions

with an eye toward recovering (or more than recovering) “costs” reported on accounting

statements. An important admonition of this chapter is that costs incurred in the past,

which cannot be recovered, are sunk costs. And sunk costs are simply not relevant costs for

current production and product-development decisions. Sunk costs can be lamented but

should be ignored for current decisions. There is absolutely nothing that can be done

about them. The only relevant costs for today’s production and product-development

decisions are those costs that can be incurred or not incurred. Sunk costs are what their

name suggests, sunk! This is why we stressed in this chapter that, in the short run, fixed
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costs should not affect production decisions. The only costs that are relevant to decisions

on the production level in the short run and long run are those that vary with production

decisions. Retail stores may stay open into the wee hours of the morning for one reason:

most of the costs on the stores’ accounting books are irrelevant to the decision of how

long stores should stay open. The only relevant costs are the marginal costs, those costs

that rise with the added hours. The relevant decision of when to close involves comparing

the relevant marginal costs with the marginal gains (or added revenue) from adding

hours.

Another practical lesson to be drawn from this chapter is that managers who see their

firms operating under market conditions approaching perfectly competitive markets and

recognize the cost advantages of potential economies of expanded scope should not

stew over whether to expand their scale of operation. The only viable options are to

expand or close. Competitors will expand their scales of operation, driving the market

price of the good below the minimum production costs of those firms that hesitate

to expand.

MBA students can take from this chapter (and much of the “organizational economics”

sections of all chapters) the lesson that firms can obviously improve their bottom lines by

creating and developing better products than those available on the market. They can

negotiate with toughness, making sure that they pay no more for their resources (including

labor) than other producers. But also embedded in this chapter’s analysis is the suggestion that

firms can improve their profitability by simply getting their incentives right (or, more

realistically, improving their incentives) so that workers are motivated to work more

cooperatively with the many teams that handle complex tasks within modern businesses.

Managers need to look diligently for incentive systems that are having perverse effects, which

they can have, and for incentive systems that can better overcome problems of “free riding,”

“shirking,” and “Prisoner’s Dilemmas” – all of which are concernedwith the tough problem of

getting people in large-group settings to seek cooperative solutions despite any natural

inclination to do otherwise.

A final lesson to be taken from this chapter: watch out for market environments in which

existing producers perceive themselves as price takers because of the lack of entry barriers.

Making above-normal profits for long will be very difficult. If a firm must incur the costs of

creating and developing a product that can be replicated by other firms at little or no costs,

then the product will be replicated by many producers once the market is proved viable,

wiping out all firms’ profits in the process. In the 1990s, many entrepreneurs bought the “new

economy” story that, at the cost of a personal computer, inexpensive software, and a

homepage on the Internet, they could become sellers to theworld. They did not recognize the

central lesson of this chapter: if it doesn’t cost very much to get into a market, covering

product and market development costs will be difficult – and, accordingly, we had the

dot.com boom and bust of the late 1990s.
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Further reading online

Reading 9.1 Contestable markets

The key takeaways from chapter 9 are the following:

1 The demand curve facing a perfect competitor is horizontal (or perfectly elastic), meaning

the firm is a price taker – that is, it cannot affect market price by any change in its output.

2 Marginal revenue for a perfect competitor is equal to market price.

3 A perfect competitor maximizes profits by producing where marginal cost equals marginal

revenue, which equals market price.

4 If the price is below the perfect competitor’s average total cost but above its average

variable cost curve, the firmwill not shut down in the long run. It is still more than covering

its fixed costs and, therefore, is minimizing its losses (over what they would be if the

firm ceased to operate). Such a firm will shut down once it is able to get out from under

its fixed costs.

5 In perfectly competitive markets, any economic profits will be reduced to zero in the

long run due to entry and the resulting increase in market supply and decrease in market

price.

6 Perfect competition is an idealized market structure that can never be fully attained in the

real world. Nonetheless, the model helps to illuminate the influence of competition in the

marketplace, just as the idealized concepts of the physical sciences help to illustrate the

workings of the natural world. Physicists, for example, deal with the concept of gravity by

talking about the acceleration of a falling body in a vacuum. Vacuums do not exist

naturally in the world, but they are useful as theoretical constructs to isolate and empha-

size the directional power of gravitational pull. In a similar fashion, the theoretical con-

struct of perfect competition helps to highlight the directional influence and consequences

of competition.

7 The model of perfect competition also provides a benchmark for comparing the relative

efficiency of real-world markets. The perfectly competitive model clarifies the rules

of efficient production and suggests that free movement of resources is essential to

achieving efficient production levels. Without a free flow of resources, new firms cannot

move into profitable production lines, increasemarket supply, push prices down, and force

other firms to minimize their production costs.

8 The prices firms pay for labor and other resources do not solely determine a firm’s cost

structures. Organizational structures have a large influence on costs of production.
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Managers must pay attention to how they make use of teams as a means of tapping into

workers’ specialized knowledge and of increasing the incentives for workers to do what

they are hired to do.

9 Cost-effective teamwork can be in the interest not only of principals/owners, but also of all

team members, since teamwork can reduce shirking, lower the firm’s cost structure, and

increase the pay and job security of team members. The more competitive the product

markets, the more important it is that managers organize teams and structure their pay in

the most cost-effective way.

Review questions >>
............................................................................................................

1 Draw the short-run average andmarginal cost curves, plus the demand curve, for a perfect

competitor. Give the firm’s demand, and identify the short-run production level for a

profit-maximizing firm. Identify the profits.

2 On your graph for question 1, indicate with a Pm the minimum price the firm requires in

order to continue short-run operations.

3 On your graph for question 1, darken the firm’s marginal cost curve above its intersection

with the average variable supply cost curve. Explain why that portion of the marginal

cost curve is the firm’s supply curve.

4 Why does a perfectly competitive firm seek to equate marginal cost with marginal

revenue rather than to produce where average total cost is at a minimum?

5 If perfectly competitive firms are making a profit in the short run, what will happen to

the industry’s equilibrium price and quantity in the long run?

6 Suppose the market demand for a product rises. In the short run, how will a perfect

competitor react to the higher market price? Draw a graph to illustrate your answer. What

will happen to the market price in the long run? Why?

7 Suppose that you know absolutely nothing about price and cost in a particular

competitive industry. How could you nevertheless determine whether the typical firm

in the industry was making economic profits or losses?

8 Suppose a manager were to refuse to provide a fringe benefit that could lower the

wages of their workers, but which on balance benefited workers. Why has this manager

prevented the firm’s average cost curves from being as low as possible?

9 When should a firm eliminate fringe benefits?
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10 What points made in the discussion of teams in the chapter are applicable to your study

teams? Does your university allow students tomove among teams?Why orwhy not? How

might the prospects of switching teams affect team performances? Should students be

able to make monetary side-payments to students in other teams to switch teams?

11 In MBA study teams, in most programs, all team members are typically given the same

grade for team projects. How does such a grading rule affect team member behavior?

What would be the consequences of allowing teams to give different members different

grades?
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10
............................................................................................................

Monopoly power and firm pricing
decisions

If monopoly persists, monopoly will always sit at the helm of government … its

bigness is an unwholesome inflation created by privileges and exemptions which it

ought not to enjoy. If there are men in this country big enough to own the government

of the United States, they are going to own it.

Woodrow Wilson

That competition is a virtue, at least as far as enterprises are concerned, has been a

basic article of faith in the American Tradition, and a vigorous antitrust policy has long

been regarded as both beneficial and necessary, not only to extend competitive forces

into new regions but also to preserve them where they may be flourishing at the

moment.

G. Warren Nutter and Henry Alder Einhorn

At the bottom of almost all arguments against the free market is a deep-seated

concern about the distorting (some would say corrupting) influence of

monopolies. People who are suspicious of the free market fear that too many

producers are unchecked by the forces of competition, but instead hold considerable

monopoly power or control over market outcomes. Unless the government

intervenes, these firms are likely to exploit their power for their own selfish benefit.

This theme has been fundamental to the writings of economist John Kenneth

Galbraith:

The initiative in deciding what is produced comes not from the sovereign consumer who,

through the market, issues instructions that bend the productive mechanism to his or

her ultimate will. Rather it comes from the great producing organization that reaches

forward to control the markets that it is presumed to serve and, beyond, to bend the

customers to its needs. (Galbraith 1967, 6)



This chapter is really a continuation of our earlier discussion of “market failures,”

for monopoly is often seen as one of the gravest of all forms of failure in markets.

Accordingly, we examine the dynamics of monopoly power and attempt to place the

consequences of those dynamics in proper perspective. We also consider the use-

fulness of antitrust laws in controlling monopoly and promoting competition. In

chapter 11, we extend the model of monopoly developed here to two forms of partial

monopoly market structures – monopolistic competition and oligopoly.

All market models that assume some degree of “monopoly power” (a phrase

defined below) are especially relevant to MBA students because in these models

firms can and must devise creative pricing strategies. A theme of this chapter and

the next is that while firms can surely increase their profitability by producing

“better mousetraps,” they also have opportunities to increase their profitability

through creative pricing, which does not necessarily carry the high product-

development costs of “better mousetraps.” However, in order to innovate through

pricing strategies, the firm must be able to distinguish its “mousetrap” from all

others. We submit also that while perfect competition has efficiency attributes for

larger society, most MBA students will spend the bulk of their working hours trying

to develop firms and products that offer monopoly pricing power.

In Part A we develop the theory of monopoly pricing that allows for creative pricing

strategies. Part B lays out a variety of ways firms have been able to use the theory in the

development of real-world pricing strategies that have a common feature, generating

additional revenue through price discrimination among different groups of buyers.

Part A Theory and public policy applications

The origins of monopoly

We have defined the competitive market as the process by which market rivals, each

pursuing his ownprivate interests, strive to outdo one another. This competitive process

has many benefits. It enables producers to obtain information about what consumers

and other producers are willing to do. It promotes higher production levels, lower

prices, and a greater variety of goods and services than would be achieved otherwise.

Monopoly power is the conceptual opposite of competition. Monopoly power is

the ability of a firm to raise the market price of its good or service by reducing

production and, hence, market supply. Whereas the demand curve of the compet-

itive firm is horizontal (see chapter 9), a firm with monopoly power faces a down-

ward sloping demand curve. To maximize its profits (or minimize its losses), such a

firm need only search through the various price–quantity combinations on its
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demand curve. In very general terms, then, a firm with monopoly power is a price

searcher. It can control the price it charges because other firms are to some extent

unable or unwilling to compete. As a result, a monopolized market produces fewer

benefits than perfect competition does. A monopoly’s market power over its price is

its control of its own production – and, therefore, market supply.

Businesses vary considerably in the extent of their monopoly power. The Postal

Service and your local telephone company both had significant monopoly power, until

the advent of overnight delivery, e-mail, cell phones, and Internet telephony. They

confronted few competitors, as entry into their markets was barred by law. (E-mail, cell

phone, and Internet telephony technology eventually rendered those legal barriers

largely irrelevant.) IBM has had since the 1960s far less monopoly power in mainframe

computing.Although IBMcanexpandor contract its sales to affect theprice it charges for

its computers (or business services), it is restrained by the possibility that other firms will

enter its market. On a smaller scale, grocery stores face the same threat. They may have

many competitors already, and they must be concerned about additional stores entering

themarket. Nevertheless, a grocery store still retains somepower to restrict sales and raise

its prices by virtue of its location, or other features that appeal to some consumers.

How does amonopoly arise? To answer that question clearly, wemust reflect once

again on the basis for competition. Competition occurs where rivals can enter

markets in which profits exist and production technology allows many firms to

produce at low costs (economies of scale are not significant for any firm). In the

extreme case of perfect competition, there are no barriers to entry and competitors

are numerous. Entrepreneurs are always on the lookout for any opportunity to enter

such a market in pursuit of profit. Individual competitors cannot raise their prices –

for, if they do, their rivals may move in, cut prices, and take away all their

customers. If a wheat farmer, for example, asks more than the market price,

customers can buy from others at the market price. For this reason, perfect com-

petitors are called price takers. They have no real control over the price they charge.

The essential condition for competition is freedom of market entry. In perfect

competition, entry is assumed to be completely free (meaning that it is costless).

Conversely, the essential condition for monopoly is the presence of barriers to entry.

Monopolists can manipulate price because such barriers protect them from being

undercut by rivals.

Various economists have suggested that barriers to entry can arise from several

standard sources:

* First, the monopolist may have sole (or dominant) ownership of a strategic

resource, such as bauxite (from which aluminum is extracted).
* Second, the monopolist may have a patent or copyright on the product, which

prevents other producers from duplicating it.

Monopoly power and firm pricing decisions 369 A



* Third, the monopolist may have an exclusive franchise to sell a given product in a

specific geographical area. Consider the exclusive franchise that your local bus

company has or the franchise that local electric utilities enjoyed everywhere in

the country until very recently.
* Fourth, the monopolist may own the rights to a well-known brand name with a

highly loyal group of customers. In that case, the barrier to entry is the costly

process of trying to get customers to try a new product.
* Fifth, a firmmight be able to develop a monopoly by keeping essential features of

its product a “trade secret.” Coca-Cola has been able to retain some monopoly

control over Coke for more than a hundred years (well beyond the patent term)

because its formula has remained a closely guarded company secret. Its monop-

oly power has been limited, however, because other firms (Pepsi Cola) have

sought to imitate the taste of Coke.
* Sixth, as noted in chapter 6, firms can acquire monopoly power through network

effects and the potential for “lock ins,” or just high “switching costs” for con-

sumers. Consumers are said to be “locked in” to a product when they are unable to

move to other similar products. They are said to incur “switching costs” when

they can move to other products but must incur out-of-pocket expenditures and

opportunity costs to do so. (For example, the great majority of keyboards have the

so-called QWERTY layout of keys, so named because those six letters are on the

top row of letter keys. Keyboard manufacturers are reluctant to experiment with

possibly more efficient layouts because keyboard users and firms are “locked in”

to QWERTY, or keyboard users and manufacturers would incur high “switching

costs” to move to another design. We cover the history of and debate over the

relative efficiency of the QWERTY in online Perspective 10.)
* Finally, in a monopolized industry, production may be conducted on a very large

scale, requiring huge plants and large amounts of equipment. The enormous

financial resources needed to take advantage of large economies of scale can

act as a barrier to entry because a new entrant operating on a small scale would

have costs that were too high to compete effectively with the dominant firm.

All in all, these external barriers to entry can be thought of as costs that potential

competitors must bear before they can compete. Such barriers may be “low,” which

means that a sole producer’s monopoly power may be very limited, but such barriers

could, theoretically, also be prohibitively high.

The limits of monopoly power

Even the pure monopolist’s market power, however, is restricted in two important

ways. First, without government assistance, the monopolist’s control over the
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market for a product is never complete. Even if a producer has a true monopoly of a

good, the consumer can still choose a substitute good whose production is not

monopolized. For instance, until recently in most parts of the United States, only

one firm has been permitted to provide a local telephone service. Yet people can

always communicate in other ways. They can talk directly with one another; they

can write letters or send telegrams; they can use their children as messengers.

Obviously none of these alternatives are close substitutes for a telephone, but people

can also choose to use less of their incomes on telephone services and more on rugs,

bicycles, or any number of other things. The consumer’s demand curves for all

goods are downward sloping, reflecting the fact that not even a monopolist can

force consumers to buy its product. As Friedrich Hayek has written:

If, for instance, I would very much like to be painted by a famous artist [one who has

monopoly power] and if he refuses to paint me for less than a very high fee, it would clearly

be absurd to say that I am coerced. The same is true of any other commodity or service that I

can do without. So long as the services of a particular person are not crucial to my existence

or the preservation of what I most value, the conditions he exacts for rendering these services

cannot be called “coercion.” (Hayek 1960, 136)

This is not to say that the effects of monopoly are not harmful. If monopoly means

that one firm has few if any rivals providing the same product, then the monopoly is

a force that reduces consumer choice.

But monopoly power can reflect beneficial considerations for consumers. A firm

may gain monopoly power because it has built a better mousetrap or developed a

good that was previously unavailable. In other words, a firm may be the only

producer because it is the first producer, and no one has yet been able to figure

out how to duplicate its product. In this instance, although monopolized, a new

product results in an expansion of consumer choice. Furthermore, the monopoly

may be only temporary, for other competitors are likely to break into the market

eventually.

As Micklethwait and Wooldridge observed, when Henry Ford started his car

company he

“was devoted to handcrafting toys for the super-rich,” but it wasn’t long before more than a

million Americans were driving Model Ts. George Eastman bought his first (very difficult to

use) camera in 1877 for $49.58 (which would be equal to about $500 in today’s prices). By

1900, Eastman was selling Brownies for $1 under the slogan “You push the button and we do

the rest.” (Micklethwait and Wooldridge 2003, 77)

The point here is that innovation and competition resulted in large companies,

which many would say had monopoly power, but those companies “improved the

living standards of ordinary people, putting the luxuries of the rich within reach of

the man in the street” (2003, 77).
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Market conditions – the cost of production and the downward sloping demand

curve for the good – also restrict the monopolist’s market power. If the monopolistic

firm raises its price, it must be prepared to sell less. How much less depends on what

substitutes are available. The monopolist must also consider the costs of expanding

production and of trying to prevent competitors from entering the market.

In an open market, monopoly power is typically dissolved in the long run. With

time, competitors can discover weakly protected avenues through which to invade

the monopolist’s domain. The Reynolds International Pen Company had a patent

monopoly on the first ballpoint pen that it introduced in 1945. Two years later other

pen companies had foundways of circumventing the patent and producing a similar

but not identical product. The price of ballpoint pens fell from an initial $12.50 (or

about $125 in 2005 purchasing power) to the low prices of today. Many other

products that are competitively produced today – calculators, video games, cell

phones, and cellophane tape, to name a few – were first sold by companies that

enjoyed temporary monopolies.

For years, Polaroid had a patent monopoly on the instant-photograph market.

Now, digital photography has eclipsed any remainingmonopoly Polaroid has had in

instant pictures.

Kodak’s Kodachrome 35 millimeter film, which was patented, has also been

supplanted by digital pictures, with Kodak struggling to stay afloat at this writing

in face of an onslaught of new digital camera entries.

When Apple introduced its highly succesful iPhone in the winter of 2007, it had

that segment of the cell phone market to itself, and charged $600 (and even then

could not meet market demand). Apple sold millions of iPhones by the month and

made billions in profits. Its next generation iPhone was introduced in mid-2008

with upgrades in software features and performance with a one-third price reduc-

tion. By the start of 2009, Blackberry and Samsung released iPhone clones, with

Apple responding by introducing a model that sold in Walmarts for $99. Thus the

limits on monopoly power are crucial: in the long run, excessively high prices,

restricted supply, and high profits give potential competitors the incentive to find

ways to circumvent the monopolist’s power and benefit consumers.

The most effective way for a monopoly to retain its market power is to enlist the

coercive power of government to prevent competition. This strategy has been used

effectively for decades in the electric utilities industry and the cable television

market. The insurance industry and the medical profession, both of which are

protected from competition through licensing procedures, are also good examples.

However, even the power of the state may not be enough to shield an industry from

competition forever. Consumer tastes and the technology of production and deliv-

ery can change dramatically over the very long run. The railroad industry’s market,

which enjoyed governmental protection from price competition for almost a
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century, has been gradually eroded by the emergence of new competitors, princi-

pally airlines, buses, and trucks. Even the US Postal Service’s monopoly on first-

class mail continues to be eroded by Federal Express and a host of other overnight

delivery firms, as well as by e-mail and fax machines (although fax machines now

represent a rapidly waning competitive threat to the mail or e-mail services).

Today, one of the best examples of government-protected monopoly power is in

the distribution of alcoholic beverages at the state level. A number of states require

that all out-of-state alcoholic beverages be distributed by in-state wholesale dis-

tributors. Moreover, the distributors must charge all retailers the same price. In Ohio,

beer wholesalers are guaranteed a markup of 25 percent, while wine distributors are

guaranteed a markup of 33 percent. The Spirits Wholesalers of America has sup-

ported such market restrictions on the grounds that “alcohol has to be treated as a

special product because when it is misused it causes devastating social consequen-

ces” (Hirsch 2005). However, because of the protected monopoly the distributors are

granted by the state, “Two-Buck Chuck” – the nickname given to Charles Shaw

wine, which sells for $1.99 at Trader Joe’s grocery stores in California – sells for

$3.99 in Columbus, Ohio (Hirsch 2005).

Should government attempt to break up monopolies? Without state protection,

monopoly may eventually dissipate, so the relevant public policy questions are how

long the monopoly power is likely to persist if left alone and how costly it will be

while it lasts in terms of lost efficiency and unequal distribution of income. The

machinery of government needed to dissolve monopoly power is costly in itself.

Thus the decision whether to prosecute antitrust violations depends in part on

the costs and benefits of such an action and whether the benefits justify the costs.

As covered online in Reading 3.1, the first seller of hand calculators enjoyed a

temporary monopoly of the US market in 1969. Subsequently the industry devel-

oped very rapidly, however, and in retrospect it is clear that a long drawn out

antitrust action would have been inappropriate.

To give another example, in 1969 the Justice Department decided that an antitrust

suit was warranted against IBM, which enjoyed a monopoly of the domestic com-

puter market, dominated by large mainframe computers. After more than a decade,

the Justice Department dropped the case in January 1982. The accumulated doc-

umentation from the proceedings filled a warehouse, and the Justice Department

and IBM devoted an untold number of lawyer-hours to the case. In the meantime,

new firms producing minicomputers and microcomputers seriously eroded IBM’s

alleged monopoly, a trend that has continued (and accelerated) since 1982. Thus the

net benefits to society from the antitrust action against IBM were at best debatable,

and probably negative – that is, the costs most likely exceeded the benefits.

Similarly, the cost the US government has incurred to prosecute Microsoft for

antitrust violation (starting in 1998) may also, in the long run, outweigh the
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achieved benefits. The courts did indeed rule that Microsoft is a “monopoly” in the

operating system market, but the consumer benefits, in terms of lower prices and

greater availability of products, that may result from Microsoft’s monopoly are not

yet obvious (see McKenzie 2000).

Equating marginal cost with marginal revenue

In deciding how often to play tennis, people weigh the estimated benefits of each

game against its costs. Producers of goods follow a similar procedure, although the

benefits of production are measured in terms of revenue acquired rather than

personal utility. A producer will produce another unit of a good if the additional

(or marginal) revenue it brings is greater than the additional cost of its production –

in other words, if it increases the firm’s profits. The firm will therefore expand

production to the point where marginal cost equals marginal revenue (MC = MR).

This is a fundamental rule that all profit-maximizing firms follow, and monopolies

are no exception.

Suppose you are in the yo-yo business. You have a patent on edible yo-yos, which

come in three flavors – vanilla, chocolate, and strawberry. (We will assume there is a

demand for these products – you can work up quite an appetite yo-yoing!) The cost

of producing the first yo-yo is $0.50, but you can sell it for $0.75. Your profit on that

unit is therefore $0.25 ($0.75 minus $0.50). If the second unit costs you $0.60 to

make (assuming increasing marginal cost) and you can sell it for $0.75, your profit

for two yo-yos is $0.40 ($0.25 profit on the first plus $0.15 profit on the second). If

you intend to maximize your profits, you – like the perfect competitor – will

continue to expand production until the gap between the constantmarginal revenue

and the increasing marginal cost disappears. As a monopolist, however, you will

find that your marginal revenue does not remain constant. Instead, it decreases over

the range of production.

The monopolist’s marginal revenue declines as output rises because its price must

be reduced to entice consumers to buy more. Consider the price schedule in table

10.1. Price and quantity are inversely related, reflecting the assumption that a

monopolist faces a downward sloping demand curve. As the price falls from $10

to $6 (column [2]), the number sold rises from one to five (column [1]). If the firm

wishes to sell only one yo-yo, it can charge as much as $10. Total revenue at that

level of production is then $10. To sell more – say, two yo-yos – the monopolist

must reduce the price for each to $9. Total revenue then rises to $18 (column [3]).

By multiplying columns (1) and (2), we can fill in the rest of column (3). As the

price is lowered and the quantity sold rises, total revenue rises from $10 for one unit

to $30 for five units. With each unit increase in quantity sold, however, total

revenue does not rise by an equal amount. Instead, it rises in declining amounts –
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first by $10, then $8, $6, $4, and $2. These amounts are the marginal revenue from

the sale of each unit (column [4]), which the monopolist must compare with the

marginal cost of each unit.

At an output level of one yo-yo, marginal revenue equals price, but at every other

output level marginal revenue is less than price. Because of the monopolist’s down-

ward sloping demand curve, the second yo-yo cannot be sold unless the price of

both one and two units is reduced from $10 to $9. If we account for the $1 in

revenue lost on the first yo-yo in order to sell the second, the net revenue from the

second yo-yo is $8 (the selling price of $9 minus the $1 lost on the first yo-yo). For

the third yo-yo to be sold, the price on the first two must be reduced by another

dollar each. The loss in revenue on them is therefore $2. And the marginal revenue

for the third yo-yo is its $8 selling price less the $2 loss on the first two units, or $6.

Thus the monopolist’s marginal revenue curve (columns [1] and [4]) is derived

directly from the market demand curve (columns [1] and [2]). Graphically, the

marginal revenue curve lies below the demand curve, and its distance from the

demand curve increases as the price falls (see figure 10.1).1

More details on the derivation of the marginal revenue curve can be found in

online Reading 10.1 for this chapter.

Figure 10.2 adds the monopolist’s marginal cost curve to the demand andmarginal

revenue curves from figure 10.1. Because the profit-maximizing monopolist will

produce to the point where marginal cost equals marginal revenue, our yo-yo

Table 10.1 The monopolist’s declining marginal revenue

(1) (2) (3) (4)

Quantity of

yo-yos sold

Price of

yo-yos ($)

Total revenue

(1 × [2]) ($)

Marginal revenue

(change in [3]) ($)

0 11 0 0

1 10 10 10

2 9 18 8

3 8 24 6

4 7 28 4

5 6 30 2

1 Prove this to yourself by plotting the figures in columns (1) and (2) versus the figures in columns

(1) and (4) on a sheet of graph paper. (Another simple way of drawing the MR curve is to extend

the demand curve until it intersects both the vertical and horizontal axes. Then draw the MR

curve starting from the demand curve’s point of intersection with the vertical axis to a point

midway between the original and the intersection of the demand curve with the horizontal axis.

This method can be used for any linear demand curve.)
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maker will produceQ2 units. At that quantity, themarginal cost andmarginal revenue

curves intersect. If the yo-yo maker produces fewer than Q2 yo-yos – say, Q1 – profits

are lost unnecessarily. The marginal revenue acquired from selling the last yo-yo up

to Q1,MR1, is greater than themarginal cost of producing it,MC1. Furthermore, for all

units between Q1 and Q2, marginal revenue exceeds marginal cost. In other words, by

expanding production from Q1 to Q2, the monopolist can add more to total revenue

than to total cost. Up to an output level of Q2, the firm’s profits will rise.

Why does the monopolist produce no more than Q2? Because the marginal cost of

all additional units beyond Q2 is greater than the marginal revenue they bring.
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Figure 10.2 Equating marginal cost with

marginal revenue

The monopolist will move toward

production level Q2, the level at which

marginal cost equals marginal revenue. At

production levels below Q2, marginal

revenue will exceed marginal cost; the

monopolist will miss the chance to increase

profits. At production levels greater than

Q2, marginal cost will exceed marginal

revenue; the monopolist will lose money

on the extra units.

0

MR D

Quantities of yo-yos

P
ric

e 
pe

r 
yo

-y
o

Figure 10.1 The monopolist’s

demand andmarginal revenue curves

The demand curve facing a

monopolist slopes downward, for it

is the same as market demand. The

monopolist’s marginal revenue

curve is constructed from the

information contained in the

demand curve (see table 10.1).
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Beyond Q2 units, profits will fall. If it produces Q3 yo-yos, for instance, the firmmay

still make a profit, but not the greatest profit possible. The marginal cost of the last

yo-yo up to Q3 (MC2) is greater than the marginal revenue received from its sale

(MR2). By producing Q3 units, the monopolist adds more to cost than to revenues.

The result is lower profits.

After the monopolistic firm selects the output at which to produce, the market

price of the good is determined. In figure 10.2, the price that can be charged for Q2

yo-yos is P1. (Remember, the demand curve indicates the price that can be charged

for any quantity.) Of all the possible price–quantity combinations on the demand

curve, therefore, the monopolist will choose combination a. More on monopoly

profit and the potential for monopoly losses can be found in the appendix to this

chapter. For long microeconomics courses, combine the monopolist’s demand and

marginal revenue curves developed in this chapter with the upward sloping mar-

ginal and the average cost curves developed in chapters 7 and 8.

[See online Video Module 10.1 Monopoly production]

The comparative inefficiency of monopoly

Chapter 9 concluded that in a perfectly competitive market, firms tend to produce at

the intersection of the market supply and demand curves. That point (b in figure

10.3) is the most efficient production level, in the sense that the marginal benefit to

the consumer of the last unit produced equals its marginal cost to the producer. All

units whosemarginal benefits exceed their marginal costs are produced. All possible

net benefits to the consumer have been extracted from production.
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Figure 10.3 The comparative efficiency of monopoly

and competition

Firms in a competitive market will tend to produce at

point b, the intersection of the marginal cost and

demand curves (with the price, or marginal benefit,

given by the height of the demand curve).

Monopolists will tend to produce at point c, the

intersection of marginal cost and marginal revenue,

and to charge the highest price the market will bear:

Pm. In a competitive market, therefore, the price will

tend to be lower (Pc) and the quantity produced

greater (Qc) than in a monopolistic market. The

inefficiency of monopoly is shown by the shaded

triangular area abc, the amount by which the benefits

of producing Qc � Qm units (shown by the demand

curve) exceed their marginal cost of production.
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For each unit between Qm and Qc, the marginal benefits to the consumer, as

illustrated by the market demand curve, are greater than the marginal costs of

production. These are net benefits that consumers would like to have, but that are

not delivered by the monopolistic firm interested in maximizing profits rather than

consumer welfare. The resources that are not used in the production of the monop-

oly good must either remain idle or be used in a less valuable line of production.

(Remember, the cost of doing anything is the value of the next-best alternative

forgone.) In this sense, economists say that resources aremisallocated by monopoly.

Too few resources are used in the monopolistic industry, and too many elsewhere.

On balance, then, the inefficiency of monopoly consists of the benefits lost minus

the cost not incurred when output is restricted. When compared to the outcome

under perfect competition, monopoly price is too high and output too low. In figure

10.3, the gross benefit to consumers of Qc – Qm units is equal to the area under the

demand curve, or QmabQc. The cost of those additional units is equal to the area

under the marginal cost curve, or QmcbQc. Therefore, the net benefit of the units not

produced is equal to the shaded triangular area abc. This area represents the

inefficiency of monopoly, sometimes called the “dead-weight welfare loss” of

monopoly. To put it another way, area abc represents the gain in consumer welfare

that could be achieved by dissolving the monopoly and expanding production from

Qm to Qc. This area helps explain why consumers prefer Qc and producers prefer Qm.

Figure 10.4(a) shows the additional benefits that consumers would receive from

Qc – Qm units, the area under the demand curve, QmabQc. The additional money that

consumers must pay producers for Qc – Qm units, shown by the area under the

marginal revenue curve, is a much smaller amount: only QmcdQc. That is, the

additional benefits of Qc – Qm units exceed the cost to consumers by the area

abdc. Consumers obviously gain from an increase in production.

Yet for virtually the same reason, the monopolistic firm is not interested in

providing Qc – Qm units. It must incur an additional cost equal to the area QmcbQc

(figure 10.4[b]), while it can expect to receive only QmcdQc in additional revenues.

The extra cost incurred by expanding production from Qm to Qc exceeds the addi-

tional revenue acquired by the shaded area cbd. Thus, an increase in production will

reduce the monopolistic firm’s profits (or increase its losses). Notice that consumers

would gain more from an increase in production than the monopolist would lose.

The shaded area in figure 10.4(a) is larger than the shaded area in figure 10.4(b). The

difference is the triangular area abc. It is worth pointing out that if transactions

costs were zero, or low enough, consumers would benefit by getting together and

agreeing to “bribe” the monopolist to expand output to the competitive level. But

the cost of this type of collective action is too high to make it an attractive option for

consumers.

[See online Video Module 10.2 Inefficiency of monopolies]
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Monopoly profits

A key concern of a monopoly is the maximization of its long-run economic profits

(or profit above normal profits that, as noted in an earlier chapter, can be construed

as a cost of doing business). In the short run, both perfectly competitive firms and

monopoly firms can make economic profits, because of, say, a sudden rise in

demand. In competitive markets, the economic profits will be eroded by new

entrants that increase market supply and push the price down to where price equals

the marginal cost and minimum average total cost of each firm. The monopolist, on

the other hand, often can earn profits into the long run because barriers to entry

protect its market position. Hence, the monopolist can constrict production and

market supply into the long run, and it can keep its price above competitive levels

and profits above normal profit levels into the future.

The persistence of monopoly profits into the long run is what makes monopoly

ventures attractive for firms, but not for consumers who pay higher than
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Figure 10.4 The costs and benefits of expanded production

If the monopolist expands production from Qm to Qc in panel (a), consumers will receive

additional benefits equal to the area bounded by QmabQc. They will pay an additional

amount equal to the area QmcdQc for those benefits, leaving a net benefit equal to the

shaded area abdc. To expand production, the monopoly must incur additional production

costs equal to the area QmcbQc in panel (b). It gains additional revenues equal to the area

QmcdQc, leaving a net loss equal to the shaded area cbd. Thus, expanded production helps

the consumer but hurts the monopolist.
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competitive prices. Accordingly, here we focus on monopolist long-run production

decisions (and you will recall that in the long run all costs are variable, which means

there is no need to distinguish between fixed and variable cost).

To show monopoly profits in the long run, we could simply include the bowed-

down long-run average cost curve from chapter 8 in a graph with the monopolist’s

demand and marginal revenue curves. However, in the interest of simplifying and

clarifying the monopoly analytics, we will assume that marginal cost is constant at

all production levels, which means the marginal cost curve is horizontal. More

important, the assumption of constant marginal cost means that the average cost of

production always equals the marginal cost of production. If the long-run marginal

cost of producing units of a good is always $5, then the long-run average cost of

production is always $5. This means that the marginal cost and average cost of

production curves are one and the same horizontal line in figure 10.5 labeledMC =

AC. This graphical simplication will not affect the conclusions drawn, but will likely

ease your understanding of the central points we intend to make.

As in previous discussion, the monopolist will produce where MC = MR, which

means it will produceQm. Themonopoly pricewill be Pm. (As amatter of reference, the

competitive output and price levels will be Qc and Pc, which means the inefficiency

triangle abc in figure 10.5 corresponds to the inefficiency triangle abc in figure 10.3.)

The monopoly revenues will be price times quantity, Pm × Qm, or the area bounded by

0PmaQm. The total cost incurred to produce Qm will be average cost times quantity,

AC × Qm, or the area bounded by 0PccQm. The monopoly (economic) profits will be

total revenues minus total cost, or the shaded area bounded by PcPmac.

So long as the barriers to entry hold and demand stays where it is, the monopolist

can expect to earn the identified monopoly profits. However, lots of things can

happen in the long run, which can be long indeed. Demand can dissipate just

because of a shift in consumer tastes. Microsoft might see itself having a monopoly
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Figure 10.5 Monopoly profit maximization

Assuming constant marginal cost means that the long-

run marginal costs and average cost curves are one and

the same. A profit-maximizing monopolist will produce

where MC = MR, or restrict production Qm in order to

charge a price of Pm, which will be above the competitive

price Pc. The monopolist will make an economic profit

equal to the shaded area, or PcPmac. The inefficiency of

monopoly will equal the area bounded by abc, which is

the difference between the area under the demand

curve between Qm and Qc and the area under the

marginal cost curve between Qm and Qc.
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in the operating system market, but its market demand can be undermined in the

long run because people start using their MP3 players and cell phones for work that

formerly could be done only with a personal computer. Technology is ever moving,

and technological developments can be spurred by the monopoly price and profits

identified in figure 10.5.

Price discrimination

Charging a fixed price for a good, for example Pm in figure 10.5, can be profitable,

but surely there are more profitable pricing strategies since buyers are willing to pay

higher prices for Qm units than Pm. Businesses have become quite creative in

developing means of charging different prices for different units sold.

A grocery store may advertise that it will sell one can of beans for $0.30, but two

cans for $0.55. Is the store trying to give customers a break? Sometimes, this kind of

pricing may simply mean that the cost of producing additional cans decreases as

more are sold. At other times, it may indicate that customers’ demand curves for

beans are downward sloping and the store can make more profits by offering a

volume discount than by selling beans at a constant price. In other words, the store

may be exploiting its limited monopoly power.

Consider figure 10.6. Suppose the demand curve represents your demand for

beans and the supply curve represents the store’s marginal cost of producing and

offering the beans for sale. If the store charges the same price for each can of beans,

it will have to offer them at $0.25 each to induce you to buy two. Its total revenues

will be $0.50. But, as figure 10.6 shows, you are actually willing to pay more for the

first can – $0.30 – than for the second. If the store offers one can for $0.30 and two

cans for $0.55, you will still buy two cans, but its revenues from the sale will be

$0.55 instead of $0.50. Similarly, to entice you to buy three cans, the store need only

offer to sell one for $0.30, two for $0.55, and three for $0.75, and its profits will rise

further. The deal does not change the marginal cost of providing each can, which is

below the selling price for the first two units and equal to the selling price for the

third. The marginal cost of the first can is $0.09; the second, $0.14; and the third,

$0.20. The total cost of the three cans to the store is $0.43, regardless of how the cans

are priced.

A firm can discriminate in this way only as long as its customers do not resell what

they buy for a higher price – and as long as other firms are unable to move into the

market and challenge its monopoly power by lowering the price. In the case of canned

beans, resale is not very practical. The person who buys three cans has little incentive

to seek out someone who is willing to pay $0.25 instead of $0.20 for one can. The

profit potential – $0.05 – is just not great enough to bother. But suppose a car dealer

has two identical automobiles carrying a book price of $5,000 each. If the dealer
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offered one car for $5,000 and two cars for $9,000, many people would be willing to

buy the two cars selling for $9,000 and spend the time needed to find a buyer for one

of them at $5,000. The $5,000 gain they stand to make would compensate them for

their time and effort in searching out a resale. In Part B of this chapter, we will discuss

creative ways in which firms can prevent consumers in the low-price market segment

from reselling to consumers in the high-price market segment.

Thus, advertised price discrimination is much more frequently found in grocery

stores than in car dealerships. But car dealers also

discriminate with regard to price. The salesperson

who in casual conversation asks a customer’s age,

income, place of work, and so forth is actually trying

to figure out the customer’s demand curve, so as to

get as high a price as possible. Similarly, many doc-

tors and lawyers quietly adjust their fees to fit their clients’ incomes, using informa-

tion they obtain from client questionnaires. Whether price discrimination is

unadvertised and based on income, as in the case of doctors and car dealers, or

advertised and based on volume sold, as in the case of utilities and long-distance

phone companies, the important point is that the products or services involved are

typically difficult, if not impossible, to resell.

Some monopolies’ products are not difficult to resell, and so they cannot engage

in price discrimination. For example, copyright law gives the publishers of eco-

nomics textbooks some monopoly power, but textbooks are easily resold, both

through a network of used-book dealers and among students. Thus, although
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Figure 10.6 Price discrimination

By offering customers one can of

beans for $0.30, two cans for

$0.55, and three cans for $0.75, a

grocery store collects more

revenues than if it offers three

cans for $0.20 each. In either

case, the consumer buys three

cans. But by making the special

offer, the store earns $0.15 more

in revenues per customer.

Price discrimination is the practice of varying

the price of a given good or service according

to how much is bought and who buys it,

supposing that marginal costs do not differ

across buyers.
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textbook publishers can alter their sales by changing the price, they infrequently

engage in price discrimination. Nor do they encourage college bookstores to price-

discriminate in their sales to students. The discounts that publishers give bookstores

on large sales reflect the cost differences in handling large and small orders, not

students’ or professors’ downward sloping demand curves for books. The same can

be said about a host of other products protected by patents and copyrights.

The monopolist whose production level was shown in figure 10.3 is unable to

discriminate among buyers or units bought by each buyer. Amonopolist who is able

to do so can produce at a higher output level than Qm and earn greater profits. Just

how much greater depends on how free, or “perfect,” the monopolist’s power to

discriminate is.

Perfect price discrimination
The monopolist represented in figure 10.7 can charge a different price for each and

every unit sold. Theoretically, this firm has the power

of perfect price discrimination (“perfect” from the

standpoint of the producer, not the consumer).

Under perfect price discrimination, the seller’s mar-

ginal revenue curve is identical to the seller’s demand curve (because the marginal

revenue of each unit sold equals the price). This is shown in figure 10.7, where the

firm’smarginal revenue curve is not separate and distinct from its demand curve, as in

figure 10.4. Its demand curve is its marginal revenue curve. If the first unit can be sold

for a price of, say, $20, the marginal revenue from that unit is equal to the price, $20.

If the next unit can be sold for $19.95, themarginal revenue from that unit is again the

same as the price, since selling the second unit doesn’t require lowering the price on

the first unit; and so on. In short, the seller extracts the entire consumer surplus.

Perfect price discrimination is the practice of

selling each unit of a given good or service for

the maximum possible price.
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Figure 10.7 Perfect price discrimination

The perfect price discriminating monopolist

will produce at the point where marginal

cost and marginal revenue are equal (point

a). Its output level,Qc, is therefore the same

as that achieved under perfect competition.

But because the monopolist charges as

much as the market will bear for each unit,

its profits – the shaded area PcP1a – are

higher than the competitive firm’s. The

inefficiency of monopoly is eliminated by

perfect price discrimination, although the

monopolist absorbs all of the consumer

surplus.
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As in figure 10.5, the perfect price discriminating monopolist in figure 10.7

equates marginal revenue with marginal cost. Equality occurs this time at point a,

the intersection of the demand curve (now the monopolist’s marginal revenue

curve) with the marginal cost curve. Thus the perfect price discriminating monop-

olist achieves the same output level as that of the industry involved in perfect

competition. In this sense the perfect price discriminating firm is an efficient

producer. As before, profit is found by subtracting total cost from total revenue.

Total revenue here is the area under the demand curve up to the monopolist’s output

level, or the area bounded by 0P1aQc. Total cost is the area bounded by 0PcaQc

(found, you may recall, by multiplying average total cost times quantity). Profit is

therefore the shaded area above the average total cost line and below the demand

curve, bounded by ACP1a.

Through price discrimination the monopolist increases profits (compare figure

10.5 with figure 10.7). Consumers also get more of what they want, although not

necessarily at the price they want. In the strict economic sense, perfect price

discrimination increases the efficiency of a monopolized industry. Consumers

would be still better off if they could pay one constant price, Pc, for the quantity

Qc, as they would under perfect competition. This, however, is a choice the price

discriminating monopolist does not allow.

[See online Video Module 10.3 Price discrimination part 1]

Discrimination by market segment
Charging a different price for each and every unit sold to each and every buyer is of

course improbable, if not impossible. The best that most producers can do is to

engage in imperfect price discrimination – that is, to

charge a few different prices, as did the grocery

store that sold beans at different rates. The practice

is fairly common. Electric power and telephone

companies engage in imperfect price discrimination

when they charge different rates for different levels

of use, measured in watts or minutes. Universities

try to do the same when they charge more for the first course taken than for any

additional course. Both practices are examples of multi-part price discrimination.

Drugstores price discriminate when they give discounts to senior citizens and

students, and theaters price discriminate by charging children less than adults

(other than senior citizens). In those cases, discrimination is based on market seg-

ment – namely, age group. By treating different market segments as having dis-

tinctly different demand curves, the firmwith monopoly power can charge different

prices in each market. (More examples of creative price discrimination will be

discussed in Part B of this chapter.)

Imperfect price discrimination is the practice of

charging a few different prices for different

consumption levels or different market

segments (based on location, age, income, or

some other identifiable characteristic that is

unrelated to cost differences).

384 Microeconomics for MBAsA



Figure 10.8 shows how discrimination by market segment works. Two submarkets,

each with its own demand curve, are represented in figure 10.8(a) and (b). Each also

has its ownmarginal revenue curve. To price its product, the firmmust first decide on

its output level. To do so, it adds its two marginal revenue curves horizontally. The

combined marginal revenue curve it obtains is shown in figure 10.8(c). The firmmust

then equate this aggregate marginal revenue curve with its marginal cost of produc-

tion, which is accomplished at the output level Qm in figure 10.8(c).

Finally, the firm must divide the resulting output, Qm, between markets A and B.

The division that maximizes the firm’s profits is found by equating the marginal

revenue in each market (shown in figure 10.8[a] and [b]) with the marginal cost of

the last unit produced (figure 10.8[c]). That is, the firm equates the marginal cost of

producing the last unit of Qm (figure 10.8[c]) with the marginal revenue from the last

unit sold in each market segment (MC = MRa + MRb). For maximum profits, then,

output Qm must be divided into Qa for market A and Qb for market B.

Why does selling whereMC =MRa +MRb result in maximum profit? Suppose that

MRa were greater than MRb. Then, by selling one more unit in market A and one

fewer unit in market B, the firm could increase its revenues. Thus the profit-

maximizing firm can be expected to shift sales to market A from market B until
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Figure 10.8 Imperfect price discrimination by market segments

The monopolist that cannot perfectly price discriminate may elect to charge a few different

prices by segmenting its market. To do so, it divides its market by income, location, or some

other factor and finds the demand and marginal revenue curves in each (panels [a] and [b]).

Then it adds those marginal revenue curves horizontally to obtain its combined marginal

revenue curve for all market segments, MRm (panel [c]). By equating marginal revenue with

marginal cost, it selects its output level, Qm. Then it divides that quantity between the two

market segments by equating the marginal cost of the last unit produced (panel [c]) with

marginal revenue in each market (panels [a] and [b]). It sellsQa in market A andQb in market

B, and charges different prices in each segment. Generally, the price will be higher in the

market segment with the lesser elastic demand (panel [b]).
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the marginal revenue of the last unit sold in A exactly equals the marginal revenue

of the last unit sold in B. And unless the common marginal revenue is equal to the

marginal cost, the firm can increase its profit by adjusting output until it is.

Having established the output level for each market segment, the firm will

charge whatever price each segment will bear. In market A, quantity Qa will

bring a price of Pa. In market B, quantity Qb will bring a price of Pb. (Note that the

price discriminating monopolist charges a higher price in a market with the less

elastic demand – market B.) To find total profit, add the revenue collected in each

market segment (figure 10.8[a] and [b]) and subtract the total variable cost of

production (the area under the marginal cost curve in figure 10.8[c]) and the

fixed cost.

[See online Video Module 10.4 Price discrimination part 2]

Applications of monopoly theory

Economics is a fascinating course of study because it often leads to counterintuitive

conclusions. This is clearly the case with monopoly theory, as we can show by

considering several policy issues.

Price controls under monopoly
Market theory suggests that price controls can cause monopolistic firms to increase

their output. Figure10.9 shows the pricing and production of a monopolistic electric

utility that is not engaged in price discrimination. Without price controls, the utility

will produce Qm kilowatts and sell them at Pm. If the government declares that price

to be too high, it can force the firm to sell at a lower price – for example, P1. At that

price, the firm can sell as many as Q1 kilowatts. With the price controlled at P1, the

firm’s marginal revenue curve for Q1 units becomes horizontal at P1a. Every time it

sells an additional kilowatt, its total revenues rise since it doesn’t have to lower the

price on the previous kilowatts sold. If the price P1 is set at the point where the

demand curve and the MC curve intersect (as in figure 10.9) then the profit-

maximizing monopolist will increase output to the efficient level – where the

value consumers place on another unit of output equals the marginal cost of

production.

Taxing monopoly profits
Some people claim that the economic profits of monopoly can be taxed with no

loss in economic efficiency. By definition, economic profit represents a reward to

the resources in a monopolized industry that is greater than is necessary to

keep those resources employed where they are. It also represents a transfer of

income, from consumers to the owners of the monopoly. Therefore, a tax extracted
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solely from a monopoly’s economic profits should not affect the distribution

of resources and should fall exclusively on monopoly owners – or so the

argument goes.

The reasoning behind this position is straightforward.Whenmarginal cost isMC1,

this monopoly produces Qm2, charges Pm1, in figure 10.10, and makes an economic

profit equal to the shaded area PcPm1ac. Because marginal cost and marginal

revenue are equal at Qm2, the firm is earning its maximum possible profit.

Expansion or contraction of production will not increase its profit. Even if the

government were to take away 25, 50, or 90 percent of its economic profit, the

firm would not change its production plans or its price (90 percent of themaximum

profit is more than 90 percent of a smaller profit). Nor would it raise prices to pass

the profits tax on to consumers. The monopolist price–quantity combination, Pm1

and Qm2, leaves the monopolist with the largest after-tax profit – regardless of the

tax rate.

There is a practical problem with this, however. The economic profit shown in

figure 10.10 is not the same as the firm’s book (or accounting) profit. Book profit

tends to exceed economic profit by the sum of the owners’ opportunity cost and risk

cost. For practical reasons, government must impose its tax on book profit, not

economic profit. As a result, the tax falls partly on the legitimate costs of doing

business, shifting the firm’s marginal cost curve upward, fromMC1 toMC2 in figure

10.10. The monopolist, in turn, will reduce the quantity produced from Qm2 to Qm1,
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Figure 10.9 The effect of price

controls on the monopolistic

production decision

In an unregulated market, a

monopolistic utility will produce

Qm kilowatts and sell them for Pm.

If the firm’s price is controlled at

P1, however, its marginal revenue

curve will become horizontal at

P1. The firm will produce Q1 –

more than the amount it would

normally produce.
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and raise the price from Pm1 to Pm2. Thus, part of the government tax on profits is

passed along to consumers as a price increase. Consumers are doubly penalized –

first through the monopoly price, which exceeds the competitive price, and second

through the surcharge, Pm2 – Pm1, added by the profits tax.

[See online Video Module 10.5 Monopoly profits and taxation]

Monopolies in “goods” and “bads”
Because monopolies restrict output, raise prices, andmisallocate resources, students

and policy makers tend to view them as market failures that should be corrected by

antitrust action. If a monopolized product or service represents an economic good –

something that gives consumers positive utility – restricted sales will necessarily

mean a loss in welfare.

Large portions of the citizenry, however, may view some products and services

as “bads.” Drugs, prostitution, contract murder, and pornography may be goods

to their buyers, but represent negative utility to others in the community.

Thus monopolies in the production of such goods may be socially desirable. If a

drug monopoly attempted to increase its profits by holding the supply of drugs

below competitive levels, most citizens would probably consider themselves

better off.

But the question is not quite that simple. A heroin monopoly may restrict the

sale of heroin in a given market. Yet because the demand for heroin is highly

inelastic (because of drug addiction), higher prices may only increase buyers’

expenditures, raising the number of crimes they must commit to support their

habit. Paradoxically, then, reducing heroin supplies (for example, because drug

enforcement agents in Colombia wipe out a number of producers) could lead

to addicts across the world committing more burglaries, muggings, and bank

hold-ups.
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MC1= AC1Pc
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Figure 10.10 Taxing monopoly profits

Theoretically, a tax on the economic profit of

monopoly will not be passed on to the

consumer, but taxes are levied on book

profit, not economic profit. As a result, a tax

shifts the first marginal cost curve up, from

MC1 toMC2, raising the price to the consumer

and lowering the production level.
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Of course, drugs and other underground services are not normally subject to

antitrust action; they are illegal. But the analogy may be applied to legal goods and

services, such as liquor. Given the negative consequences of drinking, as well as

religious prohibitions, many people might consider alcoholic beverages an economic

“bad.” In that case a state long-run liquor monopoly could provide a social service. By

restricting liquor sales through monopoly pricing, government would reduce drunk

driving, thus limiting the external costs associated with drinking. (Higher taxes also

could accomplish the same objective – fewer liquor sales and less drunk driving.)

The total cost of monopoly

High prices and restricted production are not the only costs of monopoly. The total

social cost of monopoly power is actually greater than is shown by the supply and

demand model in figure 10.3.

The costs of entry barriers
Many firms erect barriers to entry in their markets to attempt to achieve the benefits

of monopoly power. The resources invested in building barriers are diverted from

the production of other goods, which could benefit consumers. The total social cost

of monopoly also should include the time and effort that the Antitrust Division of

the Department of Justice, the Federal Trade Commission (FTC), state attorneys-

general, and various harmed private parties devote to thwarting attempts to gain

monopoly power and to breaking it up when it is acquired.

The redistributional effects of monopoly
Another, more subtle, social cost of monopoly is its redistributional effect. Because

of monopoly power, consumers pay higher prices than under perfect competition

(Pm instead of Pc in figure 10.3). The real purchasing power of consumer incomes is

thus decreased, while the incomes of monopoly owners go up. To the extent that

monopoly increases the price of a good to consumers and the profits to producers,

then, it may redistribute income from lower-income consumers to higher-income

entrepreneurs. Many consider this redistributional effect a socially undesirable one.

In addition, when wemeasure the inefficiency of monopoly by the triangular area

abc in figure 10.3, we are assuming that the redistribution of income from consum-

ers to monopoly owners does not affect demand for the monopolized product and all

other goods. This may be a reasonable assumption if the monopolist is a maker of

musical toothpicks, but less reasonable for other monopolies, such as the postal,

local telephone, and electric power services. Those firms, which are quite large in

relation to the entire economy, can shift the demand for a large number of products,

causing further misallocation of resources.

Monopoly power and firm pricing decisions 389 A



Monopoly effects on cost-saving incentives
Our analysis has assumed that a monopoly will seek to minimize its cost structure,

just as perfect competitors do. That may not be a realistic assumption because the

monopolist does not, by definition, face competitive pressure. In addition, princi-

pal–agent problems (and added costs) can begin to emerge when a market is moved

from being divided among many producers to one totally controlled by one pro-

ducer. This is because former principals (owners) in a small competitive firm can

be moved to be agents (managers) in a large corporation, a change in function that

can cause costs to rise. In the larger firm, as we saw in chapter 7, all agents can

have less incentive to work diligently because monitoring can become more

difficult. If a monopoly relaxes its attentiveness to costs, the result can be the

inefficient employment of resources that is over and above the triangular

dead-weight loss area.

Additional monopoly inefficiency from “rent seeking”
The actual economic inefficiency from monopoly can be greater than the abc

triangles identified in previous figures, at least when we consider how monopolies

can be created through entries provided by the political process. As long as there are

monopoly profits – also called “rents” – to be garnered from market-entry restric-

tions or there is a payoff from government subsidies, political entrepreneurs repre-

senting special interest groups (various business trade associations, for example)

can be expected to compete for the rents through lobbying (for example, providing

political decision makers with lavish dinners and junkets to exotic locations for

“working vacations”), campaign contributions, and

outright bribes (see Tullock 1967; Krueger 1974;

McChesney 1997). Rent seekers can be expected to

assess their rent-seeking expenditures as invest-

ments, ensuring as best they can that the rates of return on such investments are

no less than their investments on other business ventures.

In the process of seeking rents through government protections and subsidies, the

rent seekers can collectively devote more valuable resources to rent seeking than

the expected rent is worth. In such case, the inefficiency of monopoly is greater than

the inefficiency or dead-weight-loss triangle identified in figure 10.3. The net

welfare loss from monopoly (or a subsidy) can, at the limit, include that dead-

weight-loss triangle plus the profit rectangle (Tullock 1967). This is because all the

people competing for the monopoly restrictions can at times collectively spend as

much (or more) on lobbying than the total of the monopoly profits; such lobbying

expenditures can soak up real resources, which can be realized in lost production of

other goods.

Rent seeking is the pursuit of monopoly

profits through market restrictions and

subsidies provided by the political process.
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Rent seeking is epitomized by the various individual companies and business trade

associations in the capitals of the world, whose lobbyists are constantly knocking on

the doors of key politicians. But rent seeking is not restricted to private businesses.

When Congress began considering in 2008 various bailout and stimulus plans to

rectify the financial-market meltdown, which precipitated a major economic down-

turn, the National Conference of Mayors sent its lobbyists to Washington, DC (as did

every other interest group) to lobby for the inclusion of more than 11,000 municipal

projects in any orchestrated federal government relief programs. The list included a

duck-pond park for one small California town and a senior citizen center for a small

town in Texas (Poole 2008). Since the 1980s, universities in the United States have

engaged in rent seeking, lobbying for so-called federal “legislative earmarks” or

special appropriations for university projects (buildings and curriculum development)

that are attached to (and buried in) budget bills.2

[See online Video Module 10.6 Public choice – rent seeking]

Durable goods monopoly

If prohibitive barriers to entry are in place, can a monopolist always charge the

monopoly price indicated? Ronald Coase wrote a famous article in the 1970s in

which he pointed out that even a monopolistic producer of a durable good would

charge a competitive price for its product (Coase 1972).

Why? Because no sane person would buy all or any portion of the durable good at

a price above the competitive level. Coase used the example of a monopoly owner of

a plot of land. If the owner tried to sell the land all at one time, he would have to

lower the price on each parcel until all the land was bought – where the downward

sloping demand for land crossed the fixed vertical supply of land – which means

that the owner would have to charge the competitive price (where the demand for

the land and the supply of the land come together).

You might think that the sole/monopoly owner of land would be able to restrict

sales and get more than the competitive price. However, buyers would reason that

the monopoly owner would eventually want to sell the remaining land, but that land

2 In fiscal year 2003, the Chronicle of Higher Education found that 716 US colleges and uni-

versities benefited from 1,964 “legislative earmarks” worth $2 billion (Krueger 2005).

Economists from UCLA and the University of Toronto found that a $1 increase in lobbying

expenditures can be expected to lead to a $1.56 increase in “earmarks.” However, for those

universities who have a member of Congress on either the House or Senate Appropriation

Committee, a $1 increase in lobbying leads to a $4.50 increase in “earmarks.” This means that

universities’ fortunes rise and fall with changes in the membership of the appropriation com-

mittees (Krueger 2005).
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could be sold only at less than the price the owner is trying to charge for the first few

parcels. Buyers would rationally wait to buy until the price came down, which

means that the owner would sell nothing at the monopoly price, and would be able

to sell the land only at the competitive price.

This analysis works out this way only because the land is durable. Monopolies can

charge monopoly prices for nondurable goods because they have control over

production. Thus, one way a monopoly can elevate its price above the competitive

level is somehow to make the product less durable, or needing replacement. This

may explain why many software producers are constantly bringing out new,

updated, and upgraded versions of their programs – to make their programs less

than durable in the minds of consumers.

Still, computer programs must remain “durable” to some degree and for some

time, which ultimately imposes a competitive check on dominant software pro-

ducers, for example Microsoft. The Justice Department seems to believe that

Microsoft doesn’t have competitors. Well, one of Microsoft’s biggest competitors

is none other than Microsoft itself. Any new version of, say, Windows, must

compete head-to-head with the existing stock of old versions, which consumers

can continue using at zero price. That very low price on old versions of Windows

imposes a check on the prices that Microsoft can charge on any new version.

Microsoft faced a major competitive challenge from Windows XP when the com-

pany introduced Windows Vista in late 2006 to highly critical reviews primarily for

the new operating system’s sluggishness, which encouraged both consumers and

personal computer manufacturers to stay with Windows XP. Similarly, when

Microsoft’s Windows 7 appeared, it faced stiff competition from Windows Vista

and, for that matter, all other versions of Windows installed on people’s personal

computers around the world.We cover theMicrosoft monopoly and antitrust case in

some depth in Reading 10.2 for this chapter, which is drawn from a book by one of

the authors (McKenzie 2000).

Firms with monopoly power in a durable good face the problem of yielding

to the temptation to attract more buyers. To overcome the desire (and impati-

ence) to achieve market share a firm can negotiate contracts with buyers that

include “most-favored-customer clauses.” Such clauses would require the seller

to extend to the buyer signing the contract any price concessions given in the

future to other buyers. The customer signing the contract can reason that other

customers will be less likely to get a cost advantage by waiting to buy. The most-

favored-customer clause raises the cost of price concessions to the seller. Hence,

buyers can be expected to be more willing to buy at the higher price the seller

charges.

The monopoly seller also can rent (or lease) the good for short periods of time. If

the rent is lowered to future customers, then the lower rent will shortly have to be
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extended to other customers renewing their rental contracts, increasing the cost

of the price/rent concession and increasing buyers’ confidence that the rent will not

be lowered to others.

[See online Video Module 10.7 Durable goods monopoly]

Monopoly in government and inside firms

It is easy to think of monopolies in the private sector, but monopoly theory can also

be used to explore the organization of governments and of departments within

firms. Indeed, the monopoly model might be best applied to these entities because

governments are often the sole-source suppliers of goods and services to the public

and firm departments the sole-source suppliers to their firms. In the private sector,

competition among producers keeps prices down and productivity up. A producer

who is just one among many knows that any independent attempt to raise prices or

lower quality will fail. Customers will switch to other products or buy from other

producers, and sales will fall sharply. To avoid being undersold, therefore, the

individual producer must strive continually to keep its production cost as low, or

lower, than other producers striving to do the same. Only a producer who has no

competition – that is, a monopolist – can hope to raise the price of a product without

fear of losing profits.

Government monopolies
These points concerning the production and pricing decisions of monopolies apply

to the public as well as the private sector. The framers of the Constitution, in fact,

bore them in mind when they set up the federal government. Recognizing the

benefits of competition, they established a system of competing state governments

loosely joined in federation. As James Madison described in The Federalist papers,

“In a single republic, all the power surrendered by the people is submitted to the

administration of a single government: and the usurpations are guarded against by

a division of the government into distinct and separate departments” (Hamilton,

Jay, and Madison 1964).

Under the federal system, the power of local governments is checked not just by

citizens’ ability to vote but also by their ability to move somewhere else. If a city

government raises its taxes or lowers the quality of its services, residents can go

elsewhere, taking with them part of the city’s tax base. Of course, many people are

reluctant to move, and so government has a measure of market power, but com-

petition among governments affords at least some protection against the abuses of

that power. It doesn’t take many people and businesses to move out of a political

jurisdiction to send a strong signal to the political authorities that they have to be

more competitive.
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Local competition in government has its drawbacks. Just as in private industry,

large governments can realize economies of scale in the production of services.

Garbage, road, and sewage service can, up to a point, be provided at a lower cost on a

larger scale. For this reason, it is frequently argued that local governments, espe-

cially in metropolitan areas, should consolidate. Moreover, many of the benefits

that local governments offer spill over into surrounding areas. For example,

people who live just outside San Francisco may benefit from its services without

helping pay for them. One large metropolitan government, including both city

and suburbs, could spread the tax burden over all those who benefit from city

services.

Consolidation can be a mixed blessing, however, if it reduces competition among

governments.When a government increases the geographical size of its jurisdiction,

it restricts the number and variety of alternatives open to citizens and increases the

cost of moving to another locale. Consolidation, in other words, can increase the

government’s monopoly power. As long as politicians and government employees

pursue only the public interest, no harm may be done. But the people who run

government have interests of their own. So the potential for achieving greater

efficiency through consolidation could easily be lost in bureaucratic expansion

and red tape. Studies of consolidation in government are inconclusive, but it

seems clear that consolidation proposals should be examined carefully.

Departmental monopolies inside firms

When firms create departments to provide, say, their accounting or legal services

and do not look outside the firm for alternative sources of supply, they have

effectively created internal departmental monopolies, handing to the department

sole-source monopoly status. Firms should at least consider the prospects that their

own internal departments will act likemonopolies. That is, internal departments will

restrict their outputs in order to raise their prices for whatever services (or inputs) the

departments provide their firms. The higher prices and profits can show up in

departmental budgets that are greater than they need to be. Remember the

principal–agent is potentially everywhere present. Departments can thus siphon

off economic profits that would otherwise go to the firms’ owners. The problem can

be especially acute if higher managers do not compare the prospective costs of

internal departments with those of obtaining the same services (or inputs) from

outside suppliers. Consequently, to contain their costs, top managers are wise to let

internal departments understand that their costs of delivery are regularly compared

with those from outside suppliers. Of course, the competitive threat to internal

suppliers (departments) is enhanced when top managers actually outsource, from
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time to time, a service or input. Internal departments may then seek to contain their

costs for fear that they, too, can be replaced.

For a discussion of a controversial case of potential “lock in” (or high “switching

costs), see online Perspective 10, The QWERTY keyboard – a case of lock in?

Online Perspective 10
The QWERTY keyboard –

a case of lock in?

Part B Organizational economics and management

Profits from creative pricing

For a monopoly firm to be successful, it has to choose the “right” price, given the

demand (or specifics of the inverse relationship between price and quantity) for its

products. But choosing the “right” price is easier said than done. For example,

managers can never be completely sure what the demand for their company’s

product is. Moreover, a company’s demand is not given from on high but is

influenced by good management decisions, such as improving product quality,

which may increase product credibility, and building a reputation for honesty and

fair dealing. Other factors also affect demand, many of which are beyond managers’

abilities to control or predict.

Managers, no matter how good they are, will always have to make guesses about

the demands for their products – about how much they can sell of their products at

different qualities and prices. There are statistical techniques for estimating product

demand (a discussion of which goes beyond the purpose of this book) and, though

these techniques are never perfect, they can help managers move frommakingmere

guesses to making educated guesses.

In the real world, however, there is plenty of scope for creative pricing. And such

creativity can be very profitable. We have discussed throughout this book how firms

compete on many margins. Certainly better products at lower prices is a long-run

consequence of firms struggling against each other for more consumer dollars. But

in this chapter we concentrate on how managers can increase their firms’ profit-

ability through more creative pricing strategies. Managers can often do as much or

more for their firms, and their careers, by coming up with better pricing approaches
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as by coming up with better products. Of course, as is true of everything else in

business, managers must have the proper incentives to be creative in their pricing

strategies.

Price discrimination in practice

Real-world managers are not limited to charging only one price for a product. As

those businesspeople who fly frequently know, there are several different prices

being charged for a coach seat (or a first-class seat) on most flights. For example,

passengers who book their flights weeks in advance often pay less (often several

hundred dollars less) than those who book just days before their departure. By

charging different prices for the same product, firms are able to earn higher profits

than are possible with only one price. Some creativity can be exercised by carefully

announcing prices.

There is a joke based on the pricing creativity of optometrists. When a customer

inquires about the price of a pair of glasses, the optometrist answers, “Seventy-five

dollars,” and then pays close attention to the customer’s expression. If he doesn’t

cringe, the optometrist quickly adds, “for the lenses.” If the customer still doesn’t

cringe, the optometrist adds, “for each one” (Friedman 1996, 134).

Beyond the humor, prices are often puzzles, and the kind of price discrimination

theory described in Part A of this chapter can be used to unravel them.3

Hardback and paperback books
There are better – perhaps less devious – ways of charging different prices than the

above joke may suggest. Book publishers cannot differentiate between every poten-

tial buyer of a book and charge each a different price. But they can separate the

market into two broad categories of buyers – those who are most impatient to read

the latest novel by, say, John Grisham, and those who want to read it but do not

mind waiting a while. If publishers can separate (or segment) these groups, they can

charge a different price to each group. But how can they do that? One method is to

sell hardback and paperback editions of the same book. Hardback books are issued

first and are sold at a significantly higher price than the paperback edition (“sig-

nificantly” meaning higher than the cost difference in producing a hardback and a

paperback edition) that will not be available until six months or more later. In this

way, the seller charges those customers who are less sensitive to price (or who have

an inelastic demand) a higher price than those who are sensitive to price (or who

3 One of the authors has recently published extended explanations of an array of pricing puzzles

in his book Why Popcorn Costs So Much at the Movies, and Other Pricing Puzzles (McKenzie

2008).
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have an elastic demand). There is no problem with arbitrage in this case because

those who pay the low price do so long after the high-price customers have made

their purchases.

Price discrimination through time
Sellers don’t always have to package their products differently, as publishers do, to

distinguish between buyers who have inelastic demands and those who have elastic

demands. Just after new electronic gadgets (USB disks, for example) are introduced,

their prices can be quite high, only to fall later. Many chalk up their falling prices to

reductions in production costs, which may very well be true. However, we suggest

an additional explanation for why computer prices fall with the age of the models:

The sellers are using time to segment their markets, charging those who are eager to

get the new models a higher price and charging those who are less eager, as

evidenced by their willingness to wait, a lower price.

After-Christmas sales
Department stores almost always have storewide sales after Christmas. Commonly,

the explanation for after-Christmas sales is that stores want to get rid of excess

inventories. There is a measure of truth to that explanation; stores cannot always

judge correctlywhat will sell in December. However, it is also clear that shoppers have

more inelastic demands before Christmas than they have after Christmas. Hence, the

stores are often doing nothingmore than segmenting their markets. They plan to hold

after-Christmas sales and order accordingly. They are not making less money by the

sales. They are, in truth, making more money because they can charge different prices

in the two time periods, attracting customers they otherwise would have lost without

lowering the price charged to the consumers who are less price sensitive.

Coupons
Grocery stores and the suppliers of the products that grocery stores sell also have

found a way of getting customers to reveal how sensitive they are to price, which

allows those who are less price sensitive to be charged more than those who are more

price sensitive. In almost every daily newspaper you can find coupons (in the Sunday

paper, pages of coupons) that, if you cut them out and take them to the designated

store, allow you to save on a host of different products. No coupons, no savings.

Those who go to the trouble of cutting out these coupons and carrying them to the

store are revealing themselves as being relatively price sensitive. So when you fail to

present coupons as you go through the checkout line at your local supermarket, you

are telling the cashier that you are not very sensitive to price, that your demand is

relatively inelastic. The cashier responds by charging you more for the same products

than he or she charged the coupon-laden customer ahead of you. The problem of
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arbitrage is handled by limiting the amount a customer can buy of a product.

Moreover, not many people are tempted by the opportunity to buy one bottle of

shampoo for 50 cents off and then resell it for 25 cents off to someone in the parking

lot who doesn’t have a shampoo coupon. The cost of creating the secondarymarket for

something as cheap as shampoo is surely greater than the price differential, especially

when few units can be bought at the favorable price and sold at a higher price.

Theater pricing
Sometimes a firm can profit by charging different prices to different customerswithout

appearing to do so. This can be accomplished by putting the same price on two

products that are consumed together by some customers but not by others. Consider

the owner of a theater who realizes that some customers are willing to pay more to go

to the movies than others are. Obviously, the owner would like to charge these

customers more. But the owner has no way of determining who the price insensitive

customers are when they are paying for their tickets. So how does the manager charge

the price insensitive customers more without losing the remaining customers?

There is a way that we have all observed but probably didn’t think of as an

example of price discrimination. Assume that the theater owner believes that those

customers who are willing to pay the most to watch a movie are generally (not

always, but generally) the ones who most enjoy snacking while watching. If this

assumption is correct (and we will argue in a moment that it probably is), the theater

owner can take advantage of the inelastic demand of the enthusiastic movie watch-

ers by charging a moderate price for the tickets to the movie and high prices for the

snacks sold in the theater lobby. By keeping the ticket prices moderate, the custom-

ers with a high demand elasticity for themovie will still buy a ticket because they are

not going to domuch snacking anyway. Although the low-elasticity demanders will

surely complain about the high prices on all the snacks they eat, they still consider

the total cost of their movie experience acceptable because they were willing to pay

more for their ticket than they were charged.

If it were not generally true that those who are willing to pay the most to watch a

movie also enjoy snacking the most, then it is unlikely that we would observe such

high prices for snacks at the movies.4 For example, assume that the opposite were

4 It should be noted that some economists have argued that the high price for snacks at movie

theaters reflects the higher cost of supplying them in movie theaters than in food stores. As

opposed to food stores, the snack shop in a movie theater is open for only a limited amount of

time during the day. So, as the argument goes, the overhead cost is spread over less time and

fewer sales (Lott and Roberts 1991). We do not quarrel with this reasoning, but we also believe

that creative price discrimination provides at least part of the explanation for the high price

of movie snacks.
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true, that those who were not willing to pay much to watch a movie were the ones

who enjoy snacking the most when watching the movie. If this were the case, the

owner of the theater would find that charging moderate prices for the tickets and

high prices for the snacks was not a very profitable strategy. Because the avid movie

watchers are not snacking much, they would be willing to pay more than the

moderate price to get into the theater. And because the other customers care more

about snacking than seeing the movie, they would see little advantage in paying the

moderate price for themovie when the snacks are so expensive. In this case, themost

profitable pricing strategy would be high ticket prices and low snack prices. The

enthusiastic movie watchers would still come despite the high ticket price. And the

snackers would now be willing to pay the high ticket prices for the opportunity to

eat lots of cheap snacks.5 The fact that we do not see such pricing in theaters

suggests that, at least for most consumers, our assumption is correct.

Prices and functionality
Any time a firm can identify consumers on the basis of their sensitivity to price, it is

in a position to vary its price for different groups in ways that increase the

consumers’ incentive to purchase its product. The advantage of being able to

separate customers willing to pay high prices (again, who have relatively inelastic

demands) from those who are more price sensitive (who have relatively elastic

demands) is so great in some cases that it explains why some firms will incur

costs to reduce the quality of their products so that they can sell them for less.

For example, soon after Intel introduced the 486 microprocessor, it renamed it the

486DX and introduced a modified version, which it named the 486SX. The modifi-

cation was done by disabling the internal math coprocessor in the original 486, a

modification that was costly and reduced the performance of the 486SX. Intel then, in

1991, sold the 486SX for less – $333 as compared to $588 for the 486DX.Whywould

Intel spendmoney to damage amicroprocessor and then sell it for less?6 The answer is

to separate out those customers who are willing to pay a lot for a microprocessor from

5 Determining the exact combination of prices that maximizes profits depends on the relative

differences in demand for the two types of customers. If, for example, the avid movie fans were

willing to pay a tremendously high price to see themovie, and snackers couldn’t care less about the

movie but went into frenzies of delight at the mere thought of a Snickers bar, then the best pricing

policy would be an extremely high ticket price with extremely low-priced (maybe free) snacks.

In this case, the theater owner would probably stipulate that snack customers would have to eat the

snacks in the theater to prevent them from filling large takeaway sacks with popcorn and candy

bars. This would be no different than the policy of all-you-can-eat restaurants.
6 It was cheaper to make the 486DX and then reduce its quality than it was to produce the lower-

quality 486SX directly. This example, the following one, and several other cases of firms

intentionally reducing the quality of their products are found in Deneckere and McAfee (1996).
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those whose demand is more sensitive to price. Intel could sell the 486DX to the

former at a price that would have driven the latter to competitive firms. Yet it

managed to keep the business of the latter customers by lowering the price to them

without worrying that this would drive the price down for the high-end customers.

There was no way for the lower-price consumers to buy the lower-price product and

sell it to the high-end consumers, because its performance had been reduced.

Similarly, with the emergence of the netbook computers (lightweight but cheap

laptops with limited functionality), Microsoft faced a challenge to the dominance of

its Windows operation system. Netbook manufacturers used the Linux operating

system because it was free, which enabled manufacturers to hold the price of their

netbooks to under $300. Microsoft initially responded by allowingmanufacturers to

install the then-dated Windows XP system (the version that predated Windows

Vista) at a cut-rate price. With the advent of Windows 7 (the current version that

corrected problems with Vista), Microsoft met the netbook/Linux challenge by

introducing Windows 7-Starter, which is a strategically crippled version of the

full Windows 7 operating system, designed for netbooks and other low-market

personal computers. Starter, which is sold to computer manufacturers at cut-rate

prices so they can price their machines competitively with systems using Linux,

permits only three applications running at the same time. However, owners of

netbooks with Starter are given the option of buying the full version of Windows

7 not by downloading the full version (it is already on their machines) but by buying

a code that allows them to access the already installed full version – at a price, of

course (Wingfield and Clark 2009).

Similarly, when IBM introduced its LaserPrinter E at the start of the 1990s, it set

the price lower than the price for its earlier model, the LaserPrinter. The LaserPrinter

E was almost exactly the same as the LaserPrinter except that the newer model

printed at a rate of five pages per minute compared to the older model’s rate of ten

pages per minute. The LaserPrinter E was slower because IBMwent to the expense of

adding chips that had no purpose other than to cause the printer to pause. Why

would IBM do that? Again, to separate its market between consumers with inelastic

demand from those with elastic demand so that less could be charged to the latter

without having to reduce the high price to the former.

Golf balls
One of the authors, Lee, enjoys playing golf. He buys brand-name golf balls that

have been labeled with XXX to indicate they have some flaw and that are sold at a

discount. Many good golfers are willing to pay the extra money for regular brand-

name balls, which supposedly travel farther than the XXX balls. Lee, on the other

hand, sees no advantage in hitting his balls farther into the woods. And anyway, he

is not convinced that there really is any difference between the regular high-priced
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balls and the XXX balls, except that the manufacturer went to the extra expense of

adding the XXXs. Although we have no documentation, we suspect that manufac-

turers simply put XXXs on a certain percentage of their balls so that they can

separate their market between golfers like Lee, who are quite sensitive to price, and

golfers who, because they have a reasonable idea where their balls are going, are not

very sensitive to price.

Unadvertised prices
Another technique firms can use to separate price sensitive consumers from those

who are less sensitive is to make unadvertised price discounts available, but only to

those who search them out and ask for them. Obviously, thosewho go to the trouble to

find out about a discount, and then ask for it, are more concerned over price than

those who do not. AT&T used this approach to identifying customers for discounts on

long-distance calls in the 1990s. According to an article in the Wall Street Journal,

AT&T responded to Sprint Corporation’s 10 cents a minute for calls during weekends

and evening hours by offering a flat rate of 15 cents any time, a plan they called One

Rate (Keller 1997). But AT&T really had two rates, one of which they did not advertise.

The unadvertised rate, available only to those who asked for it, allowed AT&T

customers to call around the clock for 10 cents a minute. As reported in the article,

“AT&T customers can get dime-a-minute calling 24 hours a day, seven days a week –

if they know to ask for it. That is the hardest part, for AT&T has been uncharacteristi-

cally quiet about the new offer. The company hasn’t advertised the 10-cent rate; it

hasn’t sent out press releases heralding the latest effort to one-up the folks at Sprint”

(Keller 1997, B1). The old adage about oiling only what squeaks certainly applies in

this case. (We suspect that AT&T was not all that pleased with theWall Street Journal

simply because the publicity reduced AT&T’s ability to segment its market by reduc-

ing the “search costs” that AT&T customers otherwise faced.)

The more competition and price rivalry in an industry, the smaller the gain a firm

in that industry can realize from charging different customers different prices. Even

relatively price insensitive customers will be bid away by rival firms when price

competition is intense, if one firm tries to charge those customers much more than it

does its more price sensitive customers. Nevertheless, the more the firms in an

industry can segment their market so as to buffer the price competition among

them, the greater the scope for creative pricing strategies that can increase profits, a

point to which we can now turn.

Pricing cartels

Firms in an industry can simply get together and agree not to compete consumers

away from each other through price reductions. This will allow them to keep prices,
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and their collective profits, higher than will be possible if all firms make a futile

attempt to increase their market shares by charging lower prices. But there are two

problems with this approach to reducing price competition. The first problem is that

any agreement to restrict competition can be illegal, and firms and their managers

who enter into such an agreement risk harsh antitrust penalties.

As discussed in Part A of this chapter, the second problem is that even if agree-

ments to restrict price competition were not illegal, they would still be almost

impossible to maintain. Members of industry cartels that have agreed to set prices

above competitive levels are in another Prisoner’s Dilemma. Although they are

collectively better off when everyone abides by the agreement, each individual

sees the advantage in reducing price below the agreed-upon amount. If other firms

maintain the high price, then the firm that cheats on the agreement can capture lots

of additional business with a relatively small decrease in its price. On the other hand,

if the other firms are expected to cheat on the agreement, it would be foolish for a

firm to continue with the high price because that firm would find most of its

customers competed away. Only if all firms ignore Prisoner’s Dilemma temptations,

and take the risk of making the cooperative choice, can cartel price agreements be

maintained. Not surprisingly, such agreements tend to break down.

Meet-the-competition pricing policy
Some pricing policies, however, canmoderate price competition between rival firms

without the need for a cooperative agreement. Ironically, these strategies reduce

competition, when competition motivates most firms in an industry to implement

them when the first firm does.

Consider a pricing policy that would seem to favor your customers with protection

against high prices butwhich is a smart policy because itmakes higher prices possible.

The strategy is quite simple, involving an unqualified pledge: “We will meet or beat

any competitor’s price.” A so-called “meet-the-competition” pricing policy tells your

customers that if a competitor offers a lower price, you will match it, a policy

commonly advertised as “guaranteed lowest prices.” To implement such a policy,

you inform your customers that if they can find a lower price on a product within

thirty days of purchasing it fromyou, theywill receive a rebate equal to the difference.

Such price guarantees appear to benefit customers, but if they are offered by all or

most competitors they allow all firms to charge higher prices. How can this be?

One straightforward explanation is that the price assurance gives customers some

insurance and, because of that added attribute, increases their demand. The greater

demand leads to higher prices.

But there is another explanation based on an equally simple proposition: if you

want to charge higher prices, there is an obvious advantage in discouraging com-

petitors from reducing their prices to compete your customers away. This is exactly
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what a meet-the-competition policy does. Your competitors are probably not all

that anxious, in any event, to initiate a price-cutting campaign. Attempting to

compete customers away from another firm through lower prices is always costly.

If successful, the new business is likely to be worth less to the price-cutting firm than

to the firm that loses it because the price is now lower. Also, existing customers will

want to receive a lower price as well, which can eat deeper into any profits that

otherwise might have been possible. Of course, if a price-cutting campaign aimed at

capturing new customers fails to do so, the campaign is all cost and no benefit. So if

your competitors know that you have a meet-the-competition agreement with your

customers, they will have less, and likely nothing, to gain from cutting prices to try

to attract those customers.

A meet-the-competition pricing policy can be good not only for your profits but

also for your competitors. By allowing you to keep your prices higher than other-

wise, your meet-the-competition policy gives your competitors more room to keep

their prices high. This suggests that, as opposed to most competitive strategies that

become less effective when mimicked by the competition, your meet-the-

competition policy becomes more profitable when other firms in the industry

implement the same policy. Just as your competitors are better off when you do

not have to worry about the competitive consequences of keeping your prices high,

so are you better off when your competitors are relieved of the same worry

(Brandenburger and Nalebuff 1996, chapter 6).

Most-favored-customer pricing policy
A related pricing policy is to offer some of your customers the status of most-

favored customer, which entitles them to the best price offered to anyone else.

(Again, this policy must be checked with lawyers, given that some such policies in

some circumstances might be construed as illegal.) If you lower your price to any

customer under this policy you are obligated to lower it for all of your most-favored

customers. As with the meet-the-competition policy, what at first glance appears

to favor your customers can actually give the advantage to you. A most-favored-

customer policy increases the cost of trying to compete customers away from rival

firms by reducing price. And when one firm has such a policy, its reluctance to

engage in price competition makes it easy for other firms to keep their prices high.

So, as with meet-the-competition policy, the advantage that firms realize from a

most-favored-customer policy is greater when all the firms in an industry have such

a policy (Brandenburger and Nalebuff 1996).

If the idea that a policy of being quick to reduce prices for your customers can

result in higher prices seems counterproductive, you are in good company. In their

book Co-opetition, Brandenburger and Nalebuff (1996) relate how Congress, in an

effort to control the cost of campaigning, required television broadcasters to make
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candidates for Congress most-favored customers. In the 1971 Federal Election

Campaign Act, Congress made it against the law for television broadcasters to

lower their rates for an ad to any commercial customer without also lowering

their rates to candidates. The result was that television broadcasters found it

extremely costly to reduce rates for anyone, and the networks made more money

than ever before. Politicians had the satisfaction of knowing that they did not pay

more for airtime than anyone else, but they likely ended up paying more (as

commercial advertisers did also) than they would have without forcing the broad-

casters to implement a most-favored-customer pricing policy.

Congress made a similar mistake in 1990, when it attempted to reduce govern-

ment reimbursements for drugs by stipulating that Medicaid would pay only 88

percent of the average wholesale price for branded drugs – or, if lower, the lowest

price granted anyone in the retail trade drug business. But instead of lowering

prices, the law actually raised them. By making itself a most-favored customer,

the federal government gave the drug companies a strong incentive to raise prices

for everyone. And indeed that is exactly what happened, according to a study cited

by Brandenburger and Nalebuff (1996, 104–5) that found that prices on branded

drugs increased by 5 to 9 percent because of the 1990 rule changes. The advantage

the government may have realized by keeping its price down to 88 percent of the

average wholesale price was probably more than offset (it was often receiving a

discount anyway) by the higher average prices. And certainly non-Medicare

patients ended up paying higher drug prices.

Advantages of frequent-flyer programs
Another pricing strategy that allows the firms in an industry to reduce price

competition has become increasingly common since the 1980s. This strategy

involves a creative way of identifying those customers who are most likely to buy

from your firm anyway and then lowering the price they pay. At first glance, such a

strategy would appear counterproductive. Why would you lower the price for those

who are likely to buy from you? The answer is that by making what appear to be

price concessions to your most loyal customers, you can end up charging them

higher prices.

A good way of explaining this seemingly paradoxical possibility is by consider-

ing the frequent-flyer programs that almost all airlines now have. These programs

are commonly thought of as motivated by each airline’s desire to compete business

away from other airlines by effectively lowering ticket prices. No doubt this was the

primary motivation when, in 1981, American Airlines introduced its AAdvantage

program. The rapidity with which other airlines countered with their own frequent-

flyer programs suggests intense competition between the airlines. But intended or

not, the proliferation of these programs has had the effect of reducing the direct
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price competition between airlines and, as a result, may be allowing them to

maintain higher prices than would otherwise have been possible. An airline’s

frequent-flyer program reduces the effective, if not the explicit, price it charges its

most loyal customers, and reinforces their loyalty.7 By increasing the motivation of

an airline’s frequent flyers to concentrate their flying on that airline, it decreases the

payoff other airlines can expect from trying to compete those customers away with

fare reductions. This allows the airline with the frequent-flyer program to keep its

explicit fares higher than if other airlines were aggressively reducing theirs.8 This

decreased motivation to engage in price competition becomes mutually reinforcing

as more airlines implement frequent-flyer programs.

From the perspective of each airline, it would be nice to be able to compete away

customers from other airlines with lower fares, but collectively the airlines are better

off by reducing this ability. And this is exactly what the spread of frequent-flyer

programs has done, to some degree, by segmenting the airline market. There is now

less competitive advantage in reducing airfares and less competitive disadvantage

in raising them. The effect has been to reduce the elasticity of demand facing each

airline, which allows all airlines to charge higher prices than would otherwise be

sustainable.9

A pricing strategy similar to frequent-flyer programs has begun to spread in the

automobile industry. In 1992, General Motors joined with MasterCard and issued

the GM credit card. By using the GM card a consumer earns a credit equal to 5

percent of his charges that can be applied to the purchase or lease of any new

GM vehicle (with a limit of $500 per year up to $3,500 for any one purchase).

Although not all major automakers have followed the GM lead, several have. And

the more automakers that join in, the better for the car industry in general. Just like

7 Even when a person is a member of more than one frequent-flyer program, there is an advantage

in concentrating patronage on one airline because the programs are designed to increase

benefits more than proportionally with accumulated mileage.
8 Youmay be thinking that keeping the explicit fares higher does not meanmuch if, because of the

frequent-flyer programs, the actual fares to customers are lower because of the value of their

mileage awards. But one of the big advantages of frequent-flyer programs is that they do not cost

the airlines as much as they benefit the customer. Flights are seldom completely sold out, so most

of the free flights awarded end up filling seats that are unsold. Of course, frequent flyers

do use their mileage for flights they would have otherwise paid for, but by allowing frequent

flyers to transfer their mileage awards to others, say a spouse or child, the airlines increase the

probability that those who would not have otherwise bought a ticket will use those awards.
9 Another way of seeing the advantage of segmenting the market is by recognizing that reducing

the elasticity of demand facing each airline also reduces the marginal revenue of each airline

and brings it more in line with the marginal revenue for the industry. The closer each firm’s

marginal revenue is to the industry’s marginal revenue, the closer the independent pricing

decisions of each firm in the industry will come to maximizing the firms’ collective profits.
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frequent-flyer programs, automobile credit cards allow a car company to focus

implicit price reductions on its most loyal customers. An individual is not likely to

be using a GM credit card unless she is planning to buy a GM car or truck. As the

number of car companies that issue their own credit card increases, the more the

auto market will become segmented and the less the advantage from price com-

petition. Again, a pricing policy that allows a firm to target its more loyal customers

and favor them with price cuts can have the effect of increasing the prices being

charged.

The economics discussions of pricing strategies has mushroomed in recent years

for two reasons. First, firms have found that they can make a lot of money by

varying their prices. Because of the ongoing digital-communication revolution,

firms now have the technology to change pricing with ease and at low cost. All

firms have to do is send price changes through their servers to their linked cash

registers. They can also adjust their prices in response to all the data they collect

through scanners in checkout lines.

Second, any number of economists have adopted the research methodologies of

psychologists and neuroscientists, which means they have conducted a large num-

ber of classroom and laboratory experiments on how people go about their shopping

and how they react to prices. In online Reading 10.3, we cover the “endowment

effect” as developed by “behavioral economists.” Apparently, people will not pay as

much to buy a given good when they do not have it than they will charge to sell the

good when they have it. This is to say, a consumer who does not have good A might

only pay a maximum of $100 for the good. But if a consumer has good A, she might

not be willing to sell good A for anything less than $120 or even $150.

Behavioralists argue that the buy and sell prices for a rational person should be

the same (more or less).
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Practical lesson for MBAs: monopoly power and barriers to entry from
the firm’s perspective

Much conventional analysis of pricing and production decisions under competitive and

monopoly market structures is focused on their comparative efficiency. The central conclusion

is that competitive markets are more efficient than monopoly markets. Although perfectly

competitive markets maximize output, given cost and demand constraints, pure monopoly

maximizes inefficency (or loss in welfare attributable to monopoly’s reduction in output

below the competitive output level). The policy implication is that a shift from monopoly to

competitive markets makes for greater welfare, a conclusion that drives antitrust policy and

enforcement in countries around the globe.

MBA students should understand such points, butmanywill surely draw another deduction:

one of the last things a firm should do is get involved in any market that comes even close to

perfectly competitive market conditions. In such markets, the best a firm can hope for is

fleeting profits because profits will be eroded by intense price competition from among

existing producers and new entrants entering the competitive fray at little to no cost. Under

perfectly competitive market conditions, firms have no incentive to innovate in product and

market development because the have little chance to recover the cost of innovations. This is

the case because price competition fromexisting firms and newentrantswill quickly erode any

profits from innovations, and the market price will fall toward the non-innovating producers’

marginal cost of production. The innovating firmwill have little hope of recovering the firm’s

product and market developing costs.

Monopoly power may result in inefficiency from a societal perspective, but the analytics of this

and theprecedingchapters suggest thatfirms should seekmonopolypowerbecause it offers hope

ofmakingabove-normal profits.Withamonopoly, product andmarketdevelopment costs canbe

recouped, and maybe then some. The derivative lesson for MBA students is that in their roles as

entrepreneurs (or “intrapreneurs,” entrepreneurs within large firms), they should seek creative

ways to develop their products and their markets, of course; however, they also should seek

natural entry barriers or creativeways to develop artificial barriers. The development of products,

markets, andentrybarriers shouldgohand inhand,withperhapsasmuchormoreattentiongiven

to the development of the latter. Entry barriers are crucial tomaking products pay. They arewhat

enable firms to control market supply and, therefore, market price – and profits. Without entry

barriers, all firm expenditures of product andmarket development can be for naught as new

entrants reduce any newly created product to a “commodity,” something everyone can produce

and on which no one can recover development costs andmake above-normal profits.

Conventional microeconomic analytics has branded (pun intended) branding, trade secrets,

exclusive ownership of key resources, network effects, lock ins, switching costs, and patents

and copyrights as efficiency-impairing entry barriers that give rise to monopoly power. MBAs

should see themdifferently, as sources of above-normal profits. Their development also can be
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ameans bywhichMBAs can put themselves on a career track to the executive suite. MBAswho

devote firm resources to the development of products that can be easily and quickly replicated

may see themselves in stalled careers, at best.

Further readings online

Reading 10.1 Marginal revenue curve – a graphical derivation

Reading 10.2 The Microsoft monopoly

Reading 10.3 The “endowment effect” and pricing

The bottom line

The key takeaways from chapter 10 are the following:

1 A monopolist maximizes its profits where its marginal cost equals its marginal revenue.

2 The monopolist faces a downward sloping demand curve, which means that its marginal

revenue curve is also downward sloping but underneath its demand curve.

3 The consequences of monopoly are higher prices and lower production levels than are

possible under perfect competition.

4 Monopoly power can also result in inefficiency in production, for the monopolistic firm

does not produce to the point at which its marginal cost equals the consumer’s marginal

benefit – the product’s price. Consumers might prefer that more resources be used in the

production of a monopolized good and might be willing to pay a price that exceeds the

cost of production for additional units of the good. However, the profit-maximizing

monopolist stops short of that point.

5 In order for a monopolist to be able to garner monopoly profits, it must be protected,

to one extent or another, with costly entry barriers.

6 The source of a monopolist’s ability to charge an above-competitive price comes from its

ability to materially change market supply through its own production decisions.

7 A monopolist’s ability to hike its price and profits is restricted by the elasticity of its

demand, which is influenced by the closeness of substitutes and the costs of entry facing

other producers.

8 A monopolist can increase its profit and increase market efficiency through various and

creative forms of price discrimination; however, its ability to price discriminate is con-

strained by the potential consumers have for reselling the good.
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9 The new “network economy” often turns much economic analysis on its head. This is

especially true when it comes to discussions of “monopoly power.” A market for a net-

work goodmight tend toward a single seller. At the same time, that single sellermay have

no, or very little, ability to profit from charging a high price, mainly because of the

network effect.

10 A firm selling a network good will have to charge a very low (possibly a zero or negative

price) initially to attract enough market share to achieve a critical level of network value.

And once a firm producing a network good achieves a significantmarket share, it runs the

risk of providing an opening for new firms if it attempts to profit by following the

textbook monopoly practice of reducing output (which would reduce its network value)

and charging a high price.

Review questions >>
............................................................................................................

1 Manymagazines offermulti-year subscriptions at a lower rate than one-year subscriptions.

Explain the logic of such a scheme. Why might it be considered evidence of monopoly

power on the part of the magazines?

2 Explain why a monopolized industry will tend to produce less than a competitive industry.

3 “If a monopoly retains its market power over the long run, it must be protected by barriers

to entry.” Explain. List some restrictions on the mobility of resources that might help a firm

retain monopoly power.

4 Why, from an economic point of view, should antitrust action not be taken against all

monopolies?

5 Given the information in the table below, complete the monopolist’s marginal cost and

marginal revenue schedules. Graph the demand, marginal cost, and marginal revenue

curves, and find the profit-maximizing point of production. Assuming that this

monopolistic firm faces fixed costs of $10 andmust charge the same price for all units sold,

how much profit does it make?

Quantity produced

and sold Price ($) Total variable cost ($) Marginal cost ($) Marginal revenue ($)

1 12 5

2 11 9

3 10 14

4 9 20

5 8 28

6 7 38
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6 On the graph developed for question 5, identify the output and profits of a monopolist

capable of perfect price discrimination.

7 Suppose a monopoly (not the one in question 5 – make up your own numbers) that is

capable of imperfect price discrimination divides its market into two segments. Graph the

demands for these two market segments ([a] and [b]). In a third graph (c), draw the

monopolist’s combined marginal revenue curve. Then, using the monopolist’s marginal

cost curve that you draw into (c), determine the monopolist’s profit-maximizing output

level. Indicate the quantity and price of the product sold in each market segment.

8 If buyers of the “network firm’s” product fear that a “network firm” will become a true

monopolist in the future, what does that fear do to the firm’s current pricing policies?

9 How can antitrust enforcement in a market for a network good harm consumers?

10 Why does popcorn cost so much at the movies?

11 Why do many bars have “happy hours” (a couple of hours generally in late afternoon

when drinks and appetizers are sold at discounts)?

12 Why are the prices of printer ink cartridges sometimes so high relative to the prices of

printers?

13 Authors usually get a small fraction (say, 15 percent) of the gross revenue stream from any

book they write, while the publisher gets what’s left after royalty payments and all other

costs. Assuming a positive marginal cost of book production, why might at times authors

and publishers of books (with some monopoly power) be at odds over the pricing of

books?Would the publisher or author(s) want the higher price? Indeed, graphically show

the prices the authors and publisher of any given goodwouldwant. If themarginal cost of

book production were constant and zero, would the author(s) and publisher then be in

agreement over price?

14 Consider a good that is digital in nature. That is, the good is made totally of computer

code, or 1s and 0s (or electrons) – software, for example. Suppose there are costs involved

in the development of this good and in themaking of a market for the good that must be

incurred before the first copy of the digital good is sold. Assume also that there are

very strong network effects associated with demand side of the good and that the short-

run and long-run marginal cost of production of the good is zero and constant

throughout the relevant range of production. Finally, assume that there is no way to

prevent piracy. If asked by the CEO of the company producing this good how the good

should be priced in the short run and long run, what strategy, or strategies, would you

recommend? How would the potential for switching costs or lock in affect your

recommendations?
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Appendix: Short-run profits and losses

In the body of this chapter, we made a simplifying assumption that marginal cost is constant

for all production levels in the long run, which means that the marginal cost and average cost

curves are one and the same. Here, for those long microeconomic courses that allow for

theoretical complications and refinements, we relax the constant marginal-cost assumption

and employ again the assumption that marginal and average costs vary with output in the

short run and long run. Aswill be seen, the conclusions drawnwill be remarkably similar to the

conclusions about monopoly production and pricing strategies developed in this chapter.

Short-run profits and losses

How much profit will a monopolist make by producing at the point where marginal cost

equals marginal revenue and when producing under the types of costs curves developed in

chapter 8? The answer can be found by adding the average total cost curve developed in

chapter 8 to the monopolist’s demand and marginal revenue curves discussed in this chapter

(see figure A10.1). As we have shown, the monopolist will produce at the point where the

marginal cost and revenue curves intersect, Q1, and will charge what the market will bear for

the quantity, P1. We also know that profit equals total revenue minus total cost (Profit = TR –

TC). Total revenue of P1 times Q1 is the rectangular area bounded by 0P1aQ1. Total cost is the

average total cost, ATC1, times quantity, Q1, or the rectangular area bounded by 0ATC1bQ1.

Subtracting total cost from total revenue, we find that the monopolist’s profit is equal to the
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Figure A10.1 The monopolist’s profits

The profit-maximizing monopoly will produce

at the level defined by the intersection of the

marginal cost and marginal revenue curves:

Q1. It will charge a price of P1 – as high as

market demand will bear – for that quantity.

Because the average total cost of producing

Q1 units is ATC1, the firm’s profit is the shaded

area ATC1P1ab.
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shaded rectangular area ATC1P1ab (mathematically, the expression Profit = P1Q1 –ATC1Q1 can

be converted to the simpler form, Profit = Q1[P1 – ATC1]).

As with perfectly competitive firms, monopolies are not guaranteed a profit. If market

demanddoes not allow them to charge a price that covers the cost of production, theywill lose

money. Figure A10.2 depicts a monopoly that is losing money. Because losses are negative

profits, the monopolist’s losses are obtained in the same way as that of profits, by subtracting

total cost from total revenue. The maximum price the monopolist can charge for its profit-

maximizing (or, in this case, loss-minimizing) output level is P1, which yields total revenues of

P1Q1 or 0P1bQ1. Total cost is higher: 0ATC1aQ1. Thus the monopolist’s loss is equal to the

shaded rectangular area bounded by P1ATC1ab.

Of course, in the long run, when the monopoly firm is able to extricate itself from its fixed

costs, it will shut down.Why does the monopolist not shut down? Because it follows the same

rule as the perfect competitor. Both will continue to produce as long as price exceeds average

variable cost – that is, as long as production will help to defray fixed costs. In figure A10.2,

average fixed cost is equal to the difference between average total cost, ATC1, and average

variable cost, AVC1 – or the vertical distance ac. Total fixed cost is therefore ac timesQ1, or the

area bounded by AVC1 ATC1ac. Because the firm will suffer a greater loss if it shuts down

(AVC1ATC1ac) than if it operates (P1ATC1ab), it chooses to operate and minimize its losses.

Production over the long run

In the long run the profitable monopolistic firm follows the same production rule as in the

short run: It equates long-run revenue with long-run marginal cost. In figure A10.3(a), for
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Figure A10.2 The monopolist’s short-run losses

Not all monopolists make a profit. With a

demand curve that lies below its average total

cost curve, this monopoly will minimize its

short-run losses by continuing to produce at

the point where marginal cost equals

marginal revenue (Q1 units). It will charge P1, a

price that covers its fixed costs, andwill sustain

short-run losses equal to the shaded area

P1ATC1ab.
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instance, the firm produces quantityQa and sells it for price Pa. (As always, profits are found by

comparing the price with the long-run average cost. As an exercise, shade in the profit areas in

figure A10.3.) Unlike the perfect competitor, themonopoly firm does not end up producing at

the lowest point on the long-run average cost curve. With no competition, the monopolistic

firm has no need to minimize average total cost. By restricting output, it can charge a higher

price and earn greater profits than it can by taking full advantage of economies of scale.
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Figure A10.3 Monopolistic production over the long run

In the long run, the monopolist will produce at the intersection of the marginal revenue and long-run

marginal cost curves (panel [a]). In contrast to the perfect competitor, the monopolist does not have to

minimize long-run average cost by expanding its scale of operation. It canmakemore profit by restricting

production to Qa and charging price Pa. In panel (b), the monopolist produces at the low point of the

long-run average cost curve only because that happens to be the point at which marginal cost and

marginal revenue curves intersect. In panel (c), the monopolist produces on a scale beyond the low point

of its long-run average cost curve because demand is high enough to justify the cost. In each case, the

monopolist charges a price higher than its long-run marginal cost.
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Monopolists may produce at the low point of the long-run average cost curve, but only

when the marginal revenue curve happens to intersect the long-run marginal and average

cost curves at the exact same point (see figure A10.3[b]). In this case the monopolist produces

quantity Qb and sells it at a price of Pb, earning substantial monopoly profits in the process.

If the demand is great enough, the monopolist will actually produce in the range of

diseconomies of scale (see figure A10.3[c]). How can themonopolist continue to exist when its

price and costs of production are so high? Because barriers to entry protect it from

competition. If barriers did not exist, other firms would certainly enter the market and force

the monopolistic firm to lower its price. The net effect of competition would be to induce the

monopolist to cut back on production, reducing average production costs in the process.

Monopolists cannot exist without barriers to market entry. If other firms had access to the

market, the monopolist’s profit would be its own undoing – for that profit will be competed

away if others can enter the market.

A monopolist should set its price for the short run and long run with the same rule in mind:

MC = MR. A monopolist can make economic profits, but it also can incur economic losses.

Review questions >>
............................................................................................................

1 Suppose a monopolist’s demand curve increases. What will happen to the monopolist

price and output level?

2 If a monopolist incurs economic losses, what will it do in the short run? In the long run?

3 Why would a monopolist ever produce when it is confronting diseconomies of scale?
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11
............................................................................................................

Firm strategy under imperfectly
competitive market conditions

Differences in tastes, desires, incomes and locations of buyers, and differences in

the use which they wish to make of commodities all indicate the need for variety

and the necessity of substituting for the concept of a “competitive ideal,” an ideal

involving both monopoly and competition.

Edward Chamberlin

We have so far considered two distinctly different market structures: perfect

competition (characterized by producers that cannot influence price at

all because of extreme competition) and pure monopoly (in which there is only one

producer of a product with no close substitutes and whose market is protected by

prohibitively high barriers to entry).



Needless to say, neither of those theoretical structureswell describesmostmarkets. Even

in the short run, producers typically compete with several or many other producers of

similar, but not identical, products. General Motors Corporation competes with Ford

Motor Company and a number of foreign producers. McDonald’s Corporation competes

with Burger King Corporation, Carl’s Jr., and any number of other burger franchises, as

well as with Pizza Hut, Popeye’s Fried Chicken, and Taco Bell.

In the long run, all these firms must compete with new companies that surmount

the imperfect barriers to entry into their markets. In short, most companies com-

peting in the imperfect markets can cause producers to be more efficient in their use

of resources than under pure monopoly, although less efficient than in perfect

competition. Part A of this chapter develops the theory of competition in obvious

markets, those for products. Managers need to be mindful of competition in those

markets, but they also must be able to operate efficiently in another competitive

arena, the market for corporate control. Not only are entrepreneurs constantly on

the lookout for new and better products to bolster their profits, but they also are

scouting for underperforming firms they can buy at a low price, improve, and then

sell for a higher price.

Markets that are less than perfectly competitive afford producers an opportunity

to restrict output to raise their prices and profits, which can give rise to the type of

market inefficiency discussed with reference to pure monopoly in chapter 10. Such

market outcomes raise for many the specter of government regulation of markets

with firms who have a great deal, or just some, monopoly power. Accordingly,

toward the end of Part A we cover the dominant theories economists use to discuss

government regulation, specifically, the “public-interest theory of regulation” and

the “economic theory of regulation.” We give special notice to the renewed case for

regulation of the financial sector that has emerged from the worldwide financial

meltdown of 2008, which, in turn, gave rise to the most serious recession since the

Great Depression.

Whenever firms are able to make monopoly profits even in face of some com-

petition in their product lines, there is the ever-present principal–agent problem,

that managers will use their discretion over firm resources to pocket some of the

profits in either pay or perks. Part B of this chapter is a study of an arena of

competition – the market for corporate control – that can discipline managers

who are tempted to take advantage of discretion. If managers misuse their firms’

resources, then their firms’ profits and stock prices will be depressed, opening the

firms to takeovers by entrepreneurs who can buy the firms at depressed prices with

the intent of correcting the misuse of firm resources and elevating the firms’ stock

prices. Part B will cover the ways firms can be taken over, as well as how managers

can prevent such moves.
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Part A Theory and public policy applications

On starting our study of so-called “real-world” market structures, one word of caution:

Such a study can be frustrating. Althoughmodels may incorporatemore or less realistic

assumptions about the behavior of real-world firms, the theories developed from them

are sometimes conjectural. Real-worldmarkets are imperfect, complex phenomena that

often do not lend themselves to hard-and-fast conclusions. This is because decision

makers’ decisions are so oftenmutually interdependent. That is, each decision maker’s

decisions depend on what other market participants do, or can be expected to do. Their

behavior becomes something of a series of strategic games they play with one another,

with each person’s moves dependent upon how competitors can be expected to react.

Accordingly, the imperfect, real-world market structures of monopolistic com-

petition and oligopoly developed in this chapter require that we view market

movements often as a series of interdependent actions and reactions as is so often

the case in games, in which outcomes are sometimes difficult to predict.

Nevertheless, key insights can be developed, especially when considering how

corporate takeover forces (which, as mentioned, will be considered in Part B) can

make imperfect markets less imperfect, or more efficient.

Monopolistic competition

As we have noted in our study of demand, the greater the number and variety of

substitutes for a good, the greater the elasticity of demand for that good – that is, the

more consumers will respond to a change in price. By definition, a monopolistically

competitive market such as the fast-food industry produces a number of different

products, most of which can substitute for each other. If Burger Bippy raises its

prices, consumers can move to another restaurant that offers similar food and

service. But a price hike is unlikely to cost Burger Bippy all of its customers because

of some combination of consumer ignorance, preference for Big Bippy burgers, and

the power of habit. It has some monopoly power; therefore, it can charge slightly

more than the ideal competitive price, determined by the intersection of the mar-

ginal cost and demand curves. Burger Bippy cannot raise its prices very much,

however, without substantially reducing its sales.

The degree to which monopolistically competitive prices can stray from the

competitive ideal depends on:

* the number of other competitors
* the ease with which existing competitors can expand their businesses to accom-

modate new customers (the cost of expansion)
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* the ease with which new firms can enter the market (the cost of entry)
* the ability of firms to differentiate their products by location or by either real or

imagined characteristics (the cost differentiation)
* public awareness of price differences (the cost of gaining information on price

differences).

Given even limited competition, the firm should face a relatively elastic demand

curve – certainly more elastic than the pure monopolist’s.

Monopolistic competition in the short run

In the short run, a monopolistically competitive firm may deviate little from the

price–quantity combination produced under perfect competition. The demand

curve for fast-food hamburgers in figure 11.1 is highly, although not perfectly,

elastic. Following the same rule as the perfect competitor and the pure monopolist,

the monopolistically competitive burger maker produces where MC = MR. Because

the firm’s demand curve slopes downward, its marginal revenue curve slopes down-

ward, too, like the pure monopolist’s. The firmmaximizes profits at Qmc and charges

Pmc, a price only slightly higher than the price that would be achieved under perfect

competition (Pc).
1 The quantity sold with monopolistic competition is also only

Pmc
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Figure 11.1 Monopolistic competition

in the short run

As do all profit-maximizing firms, the

monopolistic competitor will equate

marginal revenue with marginal

cost. It will produce Qmc units and

charge price Pmc, only slightly higher

than the price under perfect

competition. The monopolistic

competitor makes a short-run

economic profit equal to the area

ATC1Pmcab. The inefficiency of its

slightly restricted production level is

represented by the shaded area.

1 Remember, the perfect competitor faces a horizontal, or perfectly elastic, demand curve, which

is also its price and marginal revenue curve. It produces at the intersection of the marginal

cost and marginal revenue curves, which is where marginal cost equals price.
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slightly below the quantity that would be sold under perfect competition, Qc. Market

inefficiency, indicated by the shaded area, is not excessive.

The firm’s short-run profits may be slight or substantial, depending on demand

for its product and the number of producers in the market. In our example, profit is

the area bounded by ATC1Pmcab, found by subtracting total cost (0ATC1bQmc) from

total revenues (0PmcaQmc), as with monopolies.

Monopolistic competition in the long run

Short-run profits will attract other producers into the market because surmounting

the barriers to entry into monopolistic competition is not prohibitively costly. When

the market is divided up among more competitors, the individual firm’s demand

curve will shift downward, reflecting each competitor’s smaller market share. As a

result, the marginal revenue curve will shift downward as well. The demand curve

will also become more elastic, reflecting the greater number of potential substitutes

in the market. (These changes are shown in figure 11.2.) The results of the increased

competition are as follows:

* The quantity produced falls from Qmc2 to Qmc1.
* The price falls from Pmc2 to Pmc1.
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Figure 11.2 Monopolistic competition in the long run

In the long run, firms seeking profits will enter

the monopolistically competitive market,

shifting the monopolistic competitor’s demand

curve down from D1 to D2 and making it more

elastic. Equilibrium will be achieved when the

firm’s demand curve becomes tangent to the

downward sloping portion of the firm’s long-run

average cost curve Qm. At that point, price (shown

by the demand curve) no longer exceeds average

total cost; the firm is making zero economic

profit. Unlike the perfect competitor, this firm

is not producing at the minimum of the long-

run average total cost curve Qm. In that sense,

it is underproducing, by Qm – Qmc2 units.

This underproduction is also reflected in the

fact that the price is greater than the marginal

revenue.
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Profits are eliminated when the price no longer exceeds the firm’s average total cost.

(As long as economic profit exists, new firms will continue to enter the market.

Eventually the price will fall enough to eliminate economic profit.)2

Notice that the firm is not producing and pricing at the minimum of its long-

run average cost curve, or quantity Qm, as the perfect competitor would (nor did it in

the short run).3 In this sense, the firm is producing below capacity, by Qm – Qmc2

units.

In terms of price and quantity produced, monopolistic competition can never be

as efficient as perfect competition. Perfectly competitive firms obtain their results

partly because all producers are producing the same product. Consumers can choose

from a great many suppliers, but they have no product options. In a monopolisti-

cally competitive market, on the other hand, consumers must buy from a limited

number of producers, but they can choose from a variety of slightly different

products. For example, the pen market offers consumers a choice between felt-

tipped, fountain, and ballpoint pens of many different styles. This variety in goods

comes at a price – the long-run price is above the minimum of the average total cost

curve, as illustrated in figure 11.2.

Because of competition, however limited it is, firmsmust treat their customers with

care. “Customer service” and hand-holding can be a part of a firm’s product. Firms can

compete by the extent of the care they offer, with some firms going so far as to live

by the motto “customers are always right.” But customer care can be expensive and

subject to diminishing returns. Moreover customer treatment – or mistreatment – can

exact a toll on a firm’s employees, causing them to demand higher pay, which can

hike the firm’s cost structure. Considering these costs, might there be an optimum

amount of customer care, which could vary among firms? In online Perspective 11 we

develop further the economic way of thinking about customer care, and the lack

thereof (emphasis on optimizing the “mistreatment” of customers).

[See online Video Module 11.1 Monopolistic competition]

Oligopoly

In a market dominated by a few producers, into which entry is difficult – that is, in

an oligopoly – the demand curve facing an individual competitor will be less elastic

2 The monopolistic competitor will still have an incentive to stay in business, however.

Economic profit, not book profit, falls to zero. Book profit will still be large enough to cover

the opportunity cost of capital plus the risk cost of doing business.
3 The perfect competitor produces at the minimum of the average total cost curve because its

demand curve is horizontal; therefore, the demand curve’s point of tangency with the average

total cost curve is the low point of that curve.
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than the monopolistic competitor’s demand curve (see figure 11.3). If General

Electric Company raises its price for light bulbs, consumers will have few alternative

sources of supply. A price increase is less likely to drive away customers than it

would under monopolistic competition, and the price–quantity combination

achieved by the company will probably be further removed from the competitive

ideal. In figure 11.3, the oligopolist produces only Qo units for a relatively high price

of Po, compared with the perfect competitor’s price–quantity combination of QcPc.

The shaded area representing inefficiency is fairly large.

Exactly how the oligopolist chooses a price is not completely clear. Wewill examine

a few of the major theories proposed. Because each oligopolist is a major factor in the

market, oligopolists’ pricing decisions are mutually interdependent. The price one

producer asks significantly affects the others’ sales. Hence when one oligopolistic

firm lowers its price, all the others can be expected to lower theirs, to prevent erosion

of their market shares. The oligopolist may have to second-guess other producers’

pricing policies – how they will react to a change in price, and what that might mean

for its own policy. In fact, oligopolistic pricing decisions resemble moves in a chess

game. The thinking may be so complicated that no one can predict what will happen.

Thus, theories of oligopolistic price determination tend to be confined almost exclu-

sively to the short run. (In the long run, virtually anything can happen.)

The oligopolist as monopolist
Given the complexity of the pricing problem, the oligopolistic firm – particularly if

it is the dominant firm in the market – may simply decide to behave like a

Qo Qc

DoMRo

MC

Pc

Po

0

Inefficiency

P
ric

e

Quantity

Figure 11.3 The oligopolist as monopolist

With fewer competitors than the

monopolistic competitor, the oligopolist

faces a less elastic demand curve,Do. Each

oligopolist can afford to produce

significantly less (Qo) and to charge

significantly more (Po) than the perfect

competitor, who producesQc at a price of

Pc. The shaded area representing

inefficiency is larger than that of a

monopolistic competitor.
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monopolist (because it does have some monopoly power). As does a monopolist,

Burger Bippy may simply equate marginal cost with marginal revenue (see figure

11.3) and produce Qo units for price Po. Here the oligopolist’s price is significantly

above the competitive price level, Pc, but not as high as the price charged by a pure

monopolist. (If the oligopolist were a pure monopoly, it would not have to fear a loss

of business to other producers because of a change in price.) Inefficiency in this

market is slightly greater than in a monopolistically competitive market – see the

shaded triangular area of figure 11.3.

The oligopolist as price leader
Alternatively, oligopolists may look to others for leadership in determining prices. One

producer may assume price leadership because it has the lowest costs of production;

the others will have to follow its lead or be underpriced and run out of the market. The

producer that dominates industry sales may assume leadership. Figure 11.4 depicts a

situation in which all the firms are relatively small and of equal size, except for one
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MCc

MCd
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P1

(a) Small producers (b) Dominant producer
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Figure 11.4 The oligopolist as price leader

The dominant producer who acts as a price leader will attempt to undercut the market price

established by small producers (panel [a]). At price P1 the small producers will supply the

demand of the entire market, Q2. At a lower price – Pd or Pc – the market will demand more

than the small producers can supply. In panel (b), the dominant firm determines its demand

curve by plotting the quantity it can sell at each price in panel (a). Then it determines its

profit-maximizing output level, Qd, by equating marginal cost with marginal revenue. It

charges the highest price the market will bear for that quantity, Pd, forcing the market price

down to Pd in panel (a). The dominant producer sellsQ3 –Q1 units, and the smaller producers

supply the rest.
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large producer. The small firms’ collective marginal cost curve (minus the large

producer’s) is shown in figure 11.4(a), along with the market demand curve, Dm. The

dominant producer’s marginal cost curve,MCd, is shown in figure 11.4(b).

The dominant producer can see from figure 11.4(a) that, at a price of P1, the

smaller producers will supply the entire market for the product, say, steel. At P1, the

quantity demanded, Q2, is exactly what the smaller producers are willing to offer. At

P1 or above, therefore, the dominant producer will sell nothing. At prices below P1,

however, the total quantity demanded exceeds the total quantity supplied by the

smaller producers. For example, at a price of Pd, the total quantity demanded in

figure 11.4(a) is Q3, whereas the total quantity supplied is Q1. The dominant

producer will conclude that at price Pd, it can sell the difference, Q3 – Q1. For that

matter, at every price below P1, it can sell the difference between the quantity

supplied by the smaller producers and the quantity demanded by the market.

As the price falls below P1, the gap between supply and demand expands, so the

dominant producer can sell larger and larger quantities. If these gaps between

quantity demanded and supplied are plotted on another graph, they will form the

dominant producer’s demand curve, Dd (figure 11.4[b]). After it has devised its

demand curve, the dominant producer can develop its accompanying marginal

revenue curve, MRd, also shown in figure 11.4(b). Using its marginal cost curve,

MCd, and its marginal revenue curve, it establishes its profit-maximizing output

level and price, Qd and Pd.

The dominant producer knows that it can charge price Pd for quantity Qd, because

that price–quantity combination (and all others on curveDd) represents a shortage not

supplied by small producers at a particular price in figure 11.4(a). Qd, as noted earlier,

is the difference between the quantity demanded and the quantity supplied at price Pd.

So, the dominant producer picks its price, Pd, and the smaller producers must follow.4

If they try to charge a higher price, they will not sell all they want to sell.

[See online Video Module 11.2 Price leadership]

The oligopolist in the long run
In an oligopolistic market, new competitors face significant barriers to entry; there-

fore, firms in oligopolistic industries can retain their short-run positions much

longer than can monopolistically competitive firms.

4 Consider market equilibrium with and without the dominant producer. In the absence of the

dominant producer, the market price will be P1, the equilibrium price for a market composed of

only the smaller producers. The dominant producer adds quantity Qd, which causes the price to

fall, forcing the smaller producers to cut back production to Q1 in figure 11.4(a).

Firm strategy 423 A



Oligopoly is normally associated with such industries as the automobile, ciga-

rette, and steel markets, which include some extremely large corporations. In those

industries, the financial resources required to establish production on a competitive

scale may comprise a formidable barrier to entry. One cannot conclude that all new

competition is blocked in an oligopoly, however. Many of the best examples of

oligopolies are found in local markets – for instance, drugstores, stereo shops, and

lumber stores – in which one, two, or at most a few competitors exist, even though

the financial barriers to entry can easily be overcome. Even in the national market,

where the financial requirements for entry may be substantial, some large firms

have the financial capacity to overcome barriers to entry. If firms in the electric light

bulb market exploit their short-run profit opportunities by restricting production

and raising prices, outside firms such as General Motors Corporation can move into

the light bulb market and make a profit. In recent years, General Motors has in fact

moved into the market for electronics and robotics.

While oligopoly power is a cause for concern, the basis for competition is the

relative ability of firms to enter a market where profits can bemade, not the absolute

size of the firms in the industry. The small regional markets of a century ago,

isolated by lack of transportation and communication, were perhaps less compet-

itive than today’s markets, even if today’s firms are larger in an absolute sense. In

the nineteenth century, the cost of moving into a faraway market effectively

protected many local businesses from the threat of new competition.

Cartels: incentives to collude and to cheat

In either a monopolistically competitive market or an oligopolistic market, firms

may attempt to improve their profits by restricting output and raising their market

price. In other words, they may agree to behave as

though they were a unified monopoly, an arrange-

ment called a cartel. The principal purpose of these

producers’ anticompetitive efforts is to raise their

prices and profits above competitive levels. In fact,

however, a cartel is not a single, unified monopoly,

and cartel members can find it very costly to behave as though they were. The size of

monopoly profits provides a real incentive for competitors to collude – to conspire

secretly to fix prices, production levels, and market shares. After they have reduced

market supply and raised the price, however, each has an incentive to chisel on the

agreement. The individual competitor will be tempted to cut prices in order to

expand sales and profits. After all, if competitors are willing to collude for

the purpose of improving their own welfare, they will probably also be willing to

A cartel is an organization of independent

producers intent on thwarting competition

among themselves through the joint

regulation of market shares, production

levels, and prices.
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chisel on cartel rules to enhance their welfare further. The incentive to chisel

can eventually cause the cartel to collapse. If a cartel works for long, it is usually

because some form of external cost, such as the threat of violence, is imposed on

chiselers.5

Although a small cartel is usually amore workable proposition than a large one is,

even small groups may not be able to maintain an effective cartel. Consider an

oligopoly of only two producers, called a duopoly. To

keep the analysis simple, we assume here that each

duopolist has the same cost structure and demand

curve. We also assume a constant marginal cost, which means that marginal cost

and average cost are equal and can be represented by one horizontal curve.

Figure 11.5 shows the duopolists’ combined marginal cost curve, MC, along with

the market demand curve for the good, D. The two producers can maximize

monopoly profits if they restrict the total quantity they produce to Qm and sell it

for price Pm. Dividing the total quantity sold between them, each will sell Q1 at the

monopoly price (2 × Q1 = Qm). Each will receive an economic profit equal to the area

bounded by ATC1Pmab, which is equal to total revenues (Pm × Q1) minus total cost

(ATC1 × Q1).

Once each firm has curbed production, each firmmay reason that by reducing the

price slightly – to, say, P1 – and perhaps disguising the price cut through customer

rebates or more attractive credit terms, it can capture the entire market and even

raise production toQ2. Each firmmay imagine that its own profits can grow from the
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Figure 11.5 A duopoly (two-member cartel)

In an industry composed of two firms of equal

size, firms may collude to restrict total output to

Qm and sell at a price of Pm. Having established

that price–quantity combination, however, each

has an incentive to chisel on the collusive

agreement by lowering the price slightly. For

example, if one firm charges P1, it can take the

entire market, increasing its sales from Q1 to Q2.

If the other firm follows suit to protect its market

share, each will get a lower price, and the cartel

may collapse.

A duopoly is an oligopolistic market shared by

only two firms.

5 A cartel may provide members with some private benefit that can be denied nonmembers. For

example, local medical associations can deny nonmembers the right to practice in local

hospitals. In that case, the cost of chiseling is exclusion from membership in the group.
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area bounded by ATC1Pmab to the much larger area bounded by ATC1P1cd. This

tempting scenario presumes, of course, that the other firm does not follow suit and

lower its price. Each firm must also worry that if it doesn’t cheat, the other will be

cutting price and capturing most of the market share.

Thus each duopolist has two incentives to chisel on the cartel. The first is

offensive, to garner a larger share of the market and more profits. The second is

defensive, to avoid a loss of its market share and profits. Generally, firms that seek

higher profits by forming a cartel will also have difficulty holding the cartel together

because of these dual incentives. As each firm responds to the incentives to chisel,

the two firms undercut each other and the price falls back toward (but not neces-

sarily to) the competitive equilibrium price, at the intersection of the marginal cost

and demand curves. Just how far the price will decline depends on the firms’ ability

to impose penalties on each other for chiseling.

The strength and viability of a cartel depend on the number of firms in an industry

and the freedomwith which other firms can enter. The larger the number of actual or

potential competitors, the greater the cost of operating the cartel, detecting chis-

elers, and enforcing the rules. If firms differ in their production capabilities, the task

of establishing each firm’s share of the market is more difficult. If a cartel member

believes it is receiving a smaller market share than it could achieve on its own, it has

a greater incentive to chisel. Because of the built-in incentives first to collude and

then to chisel, the history of cartels tends to be cyclical. Periods in which output and

prices are successfully controlled are followed by periods of chiseling, which lead

eventually to the cartel’s destruction.

[See online Video Module 11.3 Cartels]

Game theory: cartels and the Nash equilibrium
The temptation to cheat on a cartel agreement can be usefully illustrated with a

simple Prisoner’s Dilemma payoff matrix, which allows us to introduce the so-called

“Nash equilibrium,” an economic/game-theoretic construct popularized by A

Beautiful Mind, a book about the life of mathematician John Nash by Sylvia

Nasar (1998) that became a movie in 2001. Assume that we are dealing with two

firms (a duopoly), Firm A and Firm B, each providing jungle cruises in a remote

tourist resort. The profits that each firm can earn depend on (1) the price each

charges and (2) the price the other firm charges. We restrict each firm’s pricing to

two possibilities, a high (monopoly) price and a low (competitive) price, with the

four possible pricing combinations shown in the four cells of the payoff matrix in

table 11.1. In each cell, the profits of A are shown on the left and the profits of B are

shown on the right. The two firms maximize their joint profits when each charges

the high price for jungle cruises, which yields $1,000 for each one. In negotiations,
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the only price strategy that both firms could agree on is for both to charge the high

price. But notice that if Firm A charges the high price, Firm B will be able to earn

$1,200 by charging the low price. And if Firm A charges the low price, Firm B will

make $400 charging the high price, but $500 charging the low price. So no matter

which price B thinks A will charge, it pays B to charge the low price. Exactly the

same situation holds for A. The temptation then is for both of them to cheat on the

agreement to charge the high price. The dilemma is, of course, that while cheating is

the best pricing strategy for both, it leads to the worse possible collective outcome

for the two firms – total profits of $1,000 as opposed to total profits of $2,000.

The outcome in which both firms charge the low price is referred to as a Nash

equilibrium, after John Nash, whose work economists have followed since the 1950s

and who won the Nobel Prize in Economics in 1994 for his contributions to game

theory. Game theory is the study of how people make decisions when the payoff

they receive depends not only on their own choices, but also on the decisions of

others. The Prisoner’s Dilemma is just one of many possible games that game theory

analyzes (as we have seen at various points in this book).

A Nash equilibrium occurs when each decision maker has made the best decision

for herself given the decisions that others have made – any unilateral change by a

decision maker would make her worse off. For example, in the above Prisoner’s

Dilemma, when each firm is charging the low price, if either one of the firms shifted

to a high price its profits would fall by $100. So, as indicated, the low-price/low-

price outcome is a Nash equilibrium. The low-price decision is also what game

theorists have called a “dominant strategy,” meaning the one that yields the largest

payoff to a decisionmaker regardless of what other decisions others make. Not every

Nash equilibrium is the result of a dominant strategy; the Battle of the Sexes is an

example of a game that is not. Even when everyone is doing the best they can do,

given what others are doing, if someone changed their decision, it would pay others

to change theirs as well.

As good as the movie A Beautiful Mind is, it misrepresents the Nash equilibrium

and the implications of game theory for economics in a key scene, one of the most

Table 11.1 Game theory: cartel incentives and the Nash equilibrium

Firm B

High price ($) Low price ($)

Firm A High price 1,000/1,000 400/1,200

Low price 1,200/400 500/500
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interesting in the movie and where Nash supposedly gets the idea for the Nash

equilibrium. The scene finds Nash in a bar with some male friends. Three good-

looking women come in, but Nash and his friends all agree that the blonde is the best

looking of the three. In discussing the best strategy for meeting these women, and

possibly getting dates, the friends decide that if they all make a play for the blonde

none of them will likely be successful, so their best chance would be to concentrate

their attention on the other two. While that may have been the best strategy, it

wasn’t one that would lead to a Nash equilibrium. With Nash and his friends

ignoring the blonde, the chance of getting a date with her goes up, and so the best

payoff for each of them is now to switch strategies and make a play for the blonde.6

Government-supported cartels
Government can either encourage or discourage a cartel. Through regulatory agencies

that fix prices, determine market shares, and enforce cartel rules, government can

keep competitors or cartel members from doing what comes naturally – chiseling.

In doing so, government may be providing an important service to the industry.

Perhaps that is why, in most states, insurance companies oppose deregulation of

their rate structures. In seeking or welcoming regulation, an industry may calculate

that it is easier to control one regulatory agency than a whole group of firms plus

potential competitors.

In 1975, the airline industry opposed President Ford’s proposal that Congress

curtail the power of the Civil Aeronautics Board to set rates and determine airline

routes. As the Wall Street Journal reported when Congress was debating airline

deregulation:

The administration bill quickly drew a sharp blast from the Air Transport Association, which

was speaking for the airline industry. The proposed legislation “would tear apart a national

transportation system recognized as the finest in the world,” the trade group said, urging

6 In another scene from the movie, Nash is talking to his professor about his paper on game theory

and his then newly formulated Nash equilibrium, and his professor tells him that his theory

discredits almost 200 years of economic theory. This comment is also in Nasar’s book, in which

she explains that the Nash equilibrium in a Prisoner’s Dilemma “contradicts Adam Smith’s

metaphor of the Invisible Hand in economics” (Nasar 1998, 119). The suggestion here is that

Smith was wrong in arguing that when each person pursues his (or her) own interest, he/she is

also serving the collective interest of others in the game. Exactly the opposite is true in a

Prisoner’s Dilemma, where the result of each person trying to do as well as possible is the

minimization of the collective welfare. But Smith was careful to point out that the Invisible Hand

worked only under certain conditions – those in which private property rights were enforced,

markets were contestable, people were free to buy from and sell to those whomade them the best

offer, and public goods such as national defense and certain types of infrastructure are provided

collectively.
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Congress to reject it because it would cause “a major reduction or elimination of scheduled

air service to many communities and would lead inevitably to increased costs to consumers.”

(Wall Street Journal 1975)

The real reason the airlines opposed deregulation became clear in the early 1980s,

when several airlines filed for bankruptcy. Partial deregulation, begun in 1979, had

increased competition, depressing fares and profits. Fares began to rise again in

1980, mainly because of rapidly escalating fuel costs. Real fares have nonetheless

fallen significantly since deregulation and the big airlines are being forced to

operate more efficiently in response to the competitive pressures coming from

small innovative airlines that are capturing a larger share of the airline market

with lower costs and prices (The Economist 2004b).

Government can suppress competition in many other ways that have nothing to do

with price. Prohibiting the sale of hard liquor on Sunday, for example, can benefit

liquor dealers, who might otherwise be forced to stay open on Sundays. In Florida, a

state representative who managed to get a law through the legislature permitting

Sunday liquor sales was denounced by liquor dealers. Domestic and global compet-

itive pressures have weakened restrictions on liquor sales and on how long retailers

can stay open in countries where those restrictions have been most severe (The

Economist 2004a).

Cartels with lagged demand
Our analysis of cartels has been based on the presumption of a “standard good,” one

not subject to the forces of network effects and lagged demand introduced in

chapter 6. Under market conditions of network effects and lagged demand, the

pricing strategies of a cartel are potentially different. You might remember that the

value of a network good to individual consumers goes up as more consumers buy

the good. The demand for a lagged-demand good can also rise as use of the product

is extended and more learn about the good and its value. When the market is split

among two or more producers, each firm can understand that if it lowers its price,

more goods will be sold currently, but even more goods will be sold in the future,

when the benefits of the network effects and lagged demand (and “rational addic-

tion” also considered in chapter 6) kick in. However, each firm can reason that the

additional future sales generated by its current price reduction could be picked up

by one of the other producers. The benefits are, in other words, external to the firm

making the current sacrifice of a lower price. So each producer can reason that it

should not incur the current costs of a lower price for the benefit of others. Each

producer individually has an impaired incentive to lower the price.

On the other hand, each producer can also see that all the producers have a

collective incentive to lower the price currently. Why? To stimulate future demand
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and to raise their future price and profits. A cartel under such circumstances would

be organized to do what all the producers have an interest in doing: lower the price

(not raise the price, as in conventional markets). The problem is that the incentive to

go its ownway or to chisel on the cartel remains strong for each firm, as is true in the

conventional type of cartel, which suggests that consumers may not get the lower

current price because of cartel cheating (Lee and Kreutzer 1982).

The case of the natural monopoly

So far, our discussion of monopoly power has assumed rising marginal costs. One

argument for regulation, however, is based on the opposite assumption. Some believe

that industries such as electric utilities are natural

monopolies, meaning that the marginal cost of pro-

ducing additional units actually decreases over the

long run. That is, within the relevant range of the

market demand, the long-run marginal cost curve in

figure 11.6 slopes downward. Naturalmonopolies are

seen as prime candidates for regulation because their

dominance in the market allows them to exert considerable monopoly power, pro-

vided that entry is restricted.

Figure 11.7 illustrates the relationship between the long-run average and mar-

ginal cost curves and the demand and marginal revenue curves for electric power

generation (which is widely thought to be a prime example of a natural monopoly

for a wide territory). According to traditional theory, a firm with such decreasing

costs will tend to expand production and lower its costs until it becomes large

enough for its production decisions to influence price – that is, until it achieves

monopoly power. Then it will choose to produce at the point at which all monop-

olists produce: where marginal cost equals marginal revenue. Thus, the
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Figure 11.6 Long-run marginal and average costs in a

natural monopoly

In a natural monopoly, long-run marginal cost and

average costs decline continuously over the relevant

range of production because of economies of scale.

Although the long-run marginal and average cost

curves may eventually turn upward because of

diseconomies of scale, the firm’s market is not large

enough to support production in that cost range.

A natural monopoly is a market structure

characterized by a decline in long-run

average cost of production within the range

of the market demand, which means that the

market will be served most cost-effectively

with only one producer.
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monopolistic firm in figure 11.7 will sell Qm megawatts at an average price of Pm,

generating monopoly profits in the process. In other words, firms in decreasing-cost

industries tend naturally toward only one producer remaining viable in the market.

Although a firm with decreasing costs can expand until it is the major if not only

producer, it will not necessarily be able to price like a monopoly. Suppose a “natural

monopoly” flexes its market muscle and charges Pm for Qm units. Another firm,

seeing the first firm’s economic profits, may enter the industry, expand production,

and charge a lower price, luring away customers. To protect its interests, the firm

that has been behaving like a monopoly will have to cut its price and expand

production to lower its costs. It is difficult to say how far the price will fall and

output will rise, but only one firm is likely to survive such a battle, selling to the

entire market at a price that competitors cannot undercut. That price will be

approximately P1 in figure 11.7.

If the price does fall to P1 and only one firm survives, its total revenue will be its

price times the quantity produced, Q1 (or P1 × Q1). Notice that at that level, the firm’s

average cost is equal to P1; therefore, the total cost of production (the average cost

times the quantity sold) is equal to the firm’s revenue. The firm is just covering its

cost of production, including the owners’ risk cost. Now alone in themarket, the firm

may think it can restrict output, raise its price, and reap an economic profit. Still, it

faces the ever-present threat of some other company entering the market and

underpricing its product.

[See online Video Module 11.4 Natural monopolies]

The economics and politics of business regulation

Name an industry that has not, in some way, been under the authority of a govern-

ment regulatory agency at some time. At the start of the twentieth century such a

task would have been relatively simple. Today, with government extending its
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Figure 11.7 Creation of a natural monopoly

Even with declining marginal costs, the firm with monopoly

power will produce at the point where marginal cost equals

marginal revenue, makingQm units and charging a price of Pm.

Unless barriers to entry exist, other firmsmay enter themarket,

causing the price to fall toward P1 and the quantity produced

to rise toward Q1. At that price–quantity combination, only

one firm can survive – but without barriers to entry, that firm

cannot afford to charge monopoly prices. At a price of P1, its

total revenues just cover its total costs. Economic profit is zero.
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activities in all directions, it is not. Almost every economic activity either is, or has

been at some time in the past, subject to some type of regulation at one stage or

another. The list of federal regulatory agencies virtually spans the alphabet – FAA,

FDA, FEA, FPC, FRS, FTC, ICC, NTHSA, OSHA, SEC – to say nothing of the various

state utilities commissions, licensing boards, health departments, and consumer

protection agencies. As a result, it is much easier to list regulated industries than

to name an unregulated one. Air transport, telephone service, trucking, natural gas,

electricity, water and sewage systems, stock brokering, health care, taxi services,

massage parlors, pharmacies, postal services, television and radio broadcasting, toy

manufacturing, beauty shops, ocean transport, legal advice, slaughtering, medicine,

embalming and funeral services, optometry, oyster fishing, banking, and insur-

ance – all are regulated. In the 1960s and 1970s especially, regulation was one of the

nation’s largest growth industries (although there was something of a “recession” in

regulations in the 1980s). Why have people been willing to substitute the visible foot

of government for the invisible hand of competition?

Explaining regulation – why and how it happens – is a major challenge to econo-

mists. Although several insightful theories have been proposed, statistical tests of those

theories are incomplete and are at times based on crude data. Some instances of

regulation or changes in regulatory policy cannot be explained by current theories.

At best, we can only review the two major lines of explanation for the existence of so

much regulation – the public interest theory and the economic theory of regulation.

The public interest theory of monopoly regulation
Regulation of monopoly has often been justified on the grounds that it is in the

public interest, meaning that it helps to achieve commonly acknowledged national

goals. Economists’ theories of regulation designed to promote the public interest

tend to be based on the goal of increasing market efficiency.

Figure 11.8 shows a cartelized industry producing at an output level of Qm and

selling at a price of Pm. That output level is inefficient because the marginal benefit

of the last unit produced (equal to its price) is greater than its marginal cost.

Although consumers are willing to pay more than the cost of producing additional

units, they are not given the chance to buy those units. The cartel’s price–quantity

combination not only creates economic profit for the owners, which may be

considered inequitable or unjust, but also results in the loss of net benefits, or

dead-weight welfare loss, equal to the shaded triangular area abc.

Regulation can force firms to sell at lower prices and to produce and sell larger

quantities. Ideally, firms can bemade to produce Qc units and to sell them at price Pc,

which is the same price–quantity combination that could be achieved under highly

competitive conditions. At that output level, the marginal benefit of the last unit

produced is equal to its marginal cost.
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Government regulators need not demand that a company produce Qc units. All

they have to do is require a company to charge no more than Pc. After that order has

been given, the portion of the demand curve above Pc, along with the accompanying

segment of the marginal revenue curve, becomes irrelevant. The firm simply is not

allowed to choose a price–quantity combination above point b on the demand

curve. Then the profit-maximizing producer will choose to sell at Pc, the maximum

legal price. With marginal revenue guaranteed at Pc, the firm will equate marginal

revenue with marginal cost and produce at Qc, the efficient output level.

Ideal results cannot be expected from the regulatory process, however. The cost of

determining the ideal price–quantity combination can be extraordinarily high, if

not prohibitive. Because regulators do not work for regulated industries, they will

not know the details of a company’s marginal cost or demand elasticity. The

problem is particularly acute for regulators of monopolies because there are no

competitors from which alternative cost estimates can be obtained. Furthermore, if

prices are adjusted upward to allow for a company’s higher costs, a regulated firm

may lose its incentive to control costs. The regulated price could conceivably end up

being the monopoly price, with what-would-have-been monopoly profits con-

verted into added costs (for example, higher pay and perks for managers of the

regulated firm).

The cost of the regulatory process must be emphasized. If regulation is truly to

serve the public interest, it must increase the efficiency of the entire social system.

That is, its benefits must exceed its costs. Too often, regulation protects large and

politically influential firms and industries against competition of small firms by

imposing regulations that raise small firms’ costs more than large firms’. Though

most people assume that businesses are against regulation, the truth is that many of

the most politically influential of the businesses subject to regulation favor them. As

discussed earlier in this chapter, the major airlines fought against the elimination of
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Figure 11.8 The effect of regulation on a cartelized

industry

The profit-maximizing cartel will equilibrate at

point a and produce only Qm units and sell at a

price of Pm. In the sense that consumers want Qc

units and are willing to pay more than the

marginal cost of production for them, Qm is an

inefficient production level. Under pure

competition, the industry will produce at point b.

Regulation can raise output and lower the price,

ideally to Pc , thereby eliminating the dead-weight

welfare loss that is equal to the shaded triangle

abc and which results frommonopolistic behavior.
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regulation in the 1970s. According to one study, businesses spend hundreds of

billions of dollars a year resisting changes in regulation (both reductions and

increases in regulation) because they benefited from the existing regulations

(Crain and Hopkins 2001).

The special case for regulating natural monopolies
Natural monopolies are often singled out as deserving special regulatory attention

because, as we saw earlier, only a single producer will emerge in such a market.

From a purely theoretical perspective, the existence of a natural monopoly is

insufficient justification for regulation. Unless there are significant barriers to entry

into an industry and an inelastic market demand, natural monopolies should not be

able to charge monopoly prices. In reply to this argument, proponents of regulation

hold that some industries, such as electric utilities, require such huge amounts of

capital that no competitor could be expected to enter the market to challenge the

natural monopoly. That argument presumes, however, that electric power gener-

ation must take place on an extremely large scale. Such is not necessarily the case

(as solar panels show). Furthermore, if economic profits exist, many large corpo-

rations can raise the capital needed to produce electricity on a profitable scale.

Proponents of the regulation of natural monopolies point also to insufficient

output and revenues. Even if an unregulated industry produces Q1 units and prices

that output at P1 (see figure 11.9), it has not reached the efficient output level. That

would be the level at which marginal cost equals marginal benefit – the point at

which the marginal cost curve intersects the demand curve, Q2, in figure 11.9. Why

does output fall short?

Given the market demand curve, the firm could sell an output of Q2 for only P2,

earning total revenues of P2 times Q2. Because the average cost of producing at that

output level – AC1 on the vertical axis – would be greater than the price, total costs,

at AC1 × Q2, would be greater than total revenues. The loss to a firm that tried to
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Figure 11.9 Underproduction by a natural

monopoly

A natural monopolist that cannot price

discriminate will produce onlyQ1 megawatts –

less than Q2, the efficient output level – and

will charge a price of P1. If the firm tries to

produce Q2, it will make losses equal to the

shaded area, for its price (P2) will not cover its

average cost (AC1).
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produce at the efficient output level is shown by the shaded area on the graph. To

produce at the efficient output level, a company would require a subsidy to offset

that loss (which creates inefficiencies of its own because of the economic distortions

created by the tax necessary to raise the revenue for the subsidy), or it would have to

be able to price discriminate, charging progressively lower prices for additional

units sold.

After a firm is given a subsidy, its pricing and production decisionmust be closely

monitored, for its incentive to control costs will be weakened. If the firm allows its

cost curves to drift upward, the price it can charge will also rise. In figure 11.10, the

firm’s long-run marginal and average cost curves shift up from LRMC1 and LRAC1
to LRMC2 and LRAC2. Following the rule that price should be set at the intersection

of the long-run marginal cost and demand curves, regulators permit the price to rise

from P1 to P2. The firm’s subsidized losses shrink from the shaded area P1ATC1ba to

P1ATC2dc, but the quantity produced drops also, from Q1 to Q2. Consumers are now

getting fewer units at a higher price.

Thus, production may be just as inefficient with regulation as without it. Critics

point to the US Postal Service as an example of an industry that is closely regulated

and subsidized, yet highly inefficient. If the postal industry were truly a natural

monopoly, it would be a low-cost producer and would not need protection from

competition. Proponents of regulation see the inefficiencies we have just demon-

strated as an argument for even more careful scrutiny of a regulated firm’s cost – or

for government control of production costs through nationalization.

Not all natural monopolies need subsidies to operate at an efficient output level.

For all megawatts up toQ1 in figure 11.9, the unregulated firm can charge up to P1, a

price that just covers its costs on those units. If its product cannot be easily resold,

the firm can price discriminate, charging slightly lower prices for the additional

units beyond Q1. As long as its marginal prices are on or below the demand curve

and above the marginal cost curve, the firmwill cover its costs while moving toward
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Figure 11.10 Regulation and increasing costs

If a natural monopoly is compensated for the

losses it incurs in operating at the efficient

output level (the shaded area P1ATC1ba), it

may monitor its costs less carefully. Its cost

curves may shift up, from LRMC1 to LRMC2

and from LRAC1 to LRAC2. Regulators will

then have to raise the price from P1 to P2, and

production will fall from Q1 to Q2. The firm

will still have to be subsidized (by an amount

equal to the shaded area P2ATC2dc), and the

consumer will be paying more for less.
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the efficient output level – and it can do so without giving other firms an incentive

to move into its market. If its product can be resold, however, some people will buy

at the lower marginal prices and resell to those who are paying P1, cutting off the

firm’s profits.

A special case for regulating the country’s financial industry became fully evident

with the emergence of the so-called “Great Panic” in the fall of 2007 and the

resulting so-called “Great Recession” that followed. We take up the special case

for regulating banking and for extending bank regulations to “non-bank” financial

institutions in online Reading 11.1.

The economic theory of regulation
Beginning in the 1960s, many economists began to see regulation as a product of

the supply of and demand for politically provided benefits (Stigler 1971; Breyer

1982). Government is seen as a supplier of regulatory services to industry. Such

services can include price fixing, restrictions on market entry, subsidies, and even

suppression of substitute goods (or promotion of complementary goods). For

example, regulation enabled commercial television stations to get the Federal

Communication Commission (FCC) to delay the introduction of cable television.

These regulatory services are not free; they are offered to industries willing to pay

for them. In the political world, the price of regulatory services may be campaign

contributions or lucrative consulting jobs, or votes and volunteer work for political

campaigns. Regulators and politicians allocate the benefits among all the various

private interest groups so as to equate political support and opposition at the margin.

Firms demand regulation that serves their private interest. As we have seen,

forming a cartel in a free market can be difficult, both because new firms may

enter the market and because colluders tend to cheat on cartel agreements. The cost

of reaching and enforcing a collusive agreement can be so high that government

regulation is attractive by comparison.

The view that certain forms of regulation emerge from the interaction of govern-

ment suppliers and industry demanders seems to square with much historical

evidence. As Richard Posner has observed:

The railroads supported the enactment of the first Interstate Commerce Act, which was

designed to prevent railroads from price discrimination because discrimination was under-

mining the railroad’s cartels. American Telephone and Telegraph pressed for state regulation

of telephone service because it wanted to end competition among telephone companies.

Truckers and airlines supported extension of common carrier regulation to their industries

because they considered unregulated competition excessive. (Posner 1974, 337)

Barbers, beauticians, lawyers, and other specialists all have sought government

licensing, which is a form of regulation. Farmers have backed moves to regulate the
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supply of the commodities they produce. Whenever deregulation is proposed, the

industry in question almost always opposes the proposal. Gasoline retailers in North

Carolina (and a dozen other states) got a state statute passed that restricts gas

stations from selling gasoline below their “wholesale price” (except for ten days

during the grand opening of a new station). Through the threat and actuality of

lawsuits by mom-and-pop gas stations, the law obviously places a lower bound on

price competition and restrains the creative efforts of convenience stores from using

gasoline pricing as a means of bringing in customers who buy higher-margin non-

gasoline products on their refueling stops (Associated Press 2005a).

To the extent that regulation benefits all regulated firms, whether or not they have

contributed to the cost of procuring it, industries may consider regulation a public

good. This creates a free-rider problem, which occurs when people can enjoy the

benefits of a scarce good or service without paying directly for it by pretending not

to want it. Some firms will try to free ride on others’ efforts to secure regulation. If all

firms free ride, however, the collective benefits of regulation will be lost.

The free-rider phenomenon is particularly noticeable in large groups, whose cost

of organizing for collective action can be substantial. Someone must bear the initial

cost of organization. Yet because the benefits of organization are spreadmore or less

evenly over the group, the party that initiates the organization may incur costs

greater than the benefits it receives. Thus collective action may not be taken. Free

riding may explain why some large groups, such as secretaries, have not yet secured

government protection. Everyone may be waiting for everyone else to act. Small

groups may have much greater success because of their proportionally smaller

organizational costs and larger individual benefits. Perhaps it was because only a

few railroad companies existed in the 1880s that they were able to lobby success-

fully for the formation of the ICC.

There are some exceptions to this rule. Several reasonably large groups, including

truckers and farmers, have secured a high degree of government regulation, whereas

many highly concentrated groups, such as the electrical appliance industry, have

not. In highly concentrated industries, it may be less costly to develop private cartels

than to organize to secure government regulation. In industries composed of many

firms, on the other hand, any one firm’s share of the cost of securing regulation may

be smaller than its share of the costs of establishing and enforcing a private cartel.

Large groups also control more sizable voting blocks than do small groups. Large

groups may have the advantage of established trade associations, whose help can be

enlisted in pushing for protective legislation (Olson 1971, chapters 1, 2).

In broad terms, the economic theory of regulation explains much about govern-

ment policy – but that is one of its weaknesses. The theory is so broad that its

usefulness as a predictor is limited. It does not enable economists to forecast which

industries are likely to seek or achieve government regulation. Nor does it explain the
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political movement to deregulate the trucking and banking industries, or to regulate

the environment. Neither of these trends appears to meet directly the demand of any

particular business interest group. In general, any self-interested group will be better

represented the larger its interest in the outcome, the smaller its size, the more

homogeneous its position and objectives, and the more certain the outcome.

For a contrarian take on how firms should treat their customers, see online

Perspective 11, The value of “mistreating” customers.

Online Perspective 11
The value of “mistreating”

customers

Part B Organizational economics and management

The first part of this chapter was concerned with competition among firms with

pricing power in final product markets. Managers are pressed to operate efficiently

in such competitive markets, or face a loss of market share and, perhaps, their jobs.

But competition hardly stops with the final product markets. Whole firms can be

bought and sold, and entrepreneurs will be in search of firms to buy, most prom-

inently underperforming firms, because they are the firms where resources can

possibly be redeployed with the potential for greater profits. This section of the

chapter is about managing with an eye toward the market for corporate control.

“Hostile” takeover as a check on managerial monopolies

It may appear that our discussion of monopolies applies only to “markets” and has

little or nothing to do with the management of firms. Indeed, the theory of monop-

olies is directly applicable to management problems because firms often rely

exclusively on internal departments (and their employees) to provide a variety of

services, such as legal, advertising, and accounting, as well as for production of

parts that are assembled into the firm’s final goods sold to consumers. In such cases,

the internal departments can begin to act like little monopolies, cutting back on

what they could produce and demanding a higher price (through their firm’s

budgetary processes) for what they do than is required. Outsourcing some of a

firm’s needed services is one way to avoid the inefficiencies of internal monopolies.
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Outsourcing can improve a firm’s profitability in two ways. First, it offers firms

the opportunity to get some of their services cheaper from competitive outside bids.

Second, it can make the remaining internal departments work more efficiently as

they become aware of the threat of being replaced by more competitive outside

suppliers. For example, in 2004, Western Michigan University took bids to provide

its needed custodial care from the union of its sixty custodial workers and from five

outside private custodial firms. The university replaced its in-house custodial work-

ers with workers employed by Commercial Sanitation Management Services

because that company’s bid reduced the university’s maintenance cost by $1.5

million a year (Davis 2005).

Still, managers can become complacent and allow their departments to act

monopolistically – and inefficiently. They may become lax for other reasons as

well, spending more on office perks than necessary, expanding the size of the firm

beyond its core competencies, and generally being too lavish with shareholder

profits. Top management may be tempted to take advantage of the Prisoner’s

Dilemma in which each shareholder finds herself. Each shareholder may shirk on

monitoring the behavior of the managers of the firms. Corporate takeovers, which

threaten the jobs of management teams who disregard shareholders’ interests,

represent an important check on management discretion. Of course, when con-

fronted with a “hostile” takeover attempt, managers have found an array of legal

means of defeating the takeover. These defenses are covered in online Reading 11.2.

Reasons for takeovers

Corporate takeovers occur for many reasons and in different ways. There may be

complementarities in the production and distribution of the products of two firms

that can be best realized by one firm. Two firms may find that they can realize

economies of scale by combining their operations. Or one firm may be supplying

another firm with the use of highly specific capital, and a merger between the two

reduces the threat of opportunistic behavior that can be costly to both (a subject

covered in chapter 7).

Most takeovers are what are referred to as “friendly,” that is, the managements of

the two firms work out a mutually agreeable arrangement. Disney’s takeover of ABC

was a friendly one. Indeed, takeovers occur for the same reason that all market

transactions occur: generally speaking, efficiencies are expected, meaning that both

parties can be made better off. So it should not be surprising that most takeovers are

friendly.

But there are takeovers that are opposed by the management of the firms being

taken over, as was the case, at least initially, in Oracle’s takeover of PeopleSoft in

late 2004. These takeovers are referred to as “hostile” and are commonly seen as
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undesirable and inefficient. “Hostile” takeovers are depicted as the work of corpo-

rate “raiders” who are interested only in turning a quick profit and who disrupt

productivity by forcing the targeted firms to take expensive and distracting defen-

sive action.

If managers of target corporations always acted in the interest of their share-

holders (the real owners of the corporation), then a strong case could be made for

regarding so-called hostile takeovers as inefficient. Managers of the target corpo-

ration would then oppose a takeover only if it could not be made in a way that

benefited their shareholders, as well as those of the acquiring corporation. But if

managers could always be depended upon to act in the interest of their shareholders,

then there would be no need for many of the corporate arrangements that have been

discussed in this book.

The market for corporate control

The strongest argument in favor of “hostile” takeovers is that they bring the interests

of managers more in line with those of shareholders than would otherwise be the

case. There is a so-called “market for corporate control” that allows people who

believe that they can do a better job of managing a company and maximizing

shareholder return to oust the existing management by outbidding them for the

corporate stock. Although such takeover attempts are infrequent and not always

successful, just the threat of a “hostile” takeover provides a strong disincentive for

managers to pursue personal advantages at the expense of their shareholders. This

disincentive suggests that the possibility of “hostile” takeovers provides an effi-

ciency advantage, an advantage related to the primary concern of this section,

which is why “hostile” takeovers are less hostile than they are commonly depicted.

A takeover is often considered hostile for the very reason that it promotes

efficiency. A management team that is doing a good job of managing a firm

efficiently has little to fear from a rival management team taking over. The stock

price of a well-managed firm will generally reflect that fact, and a corporate raider

will not be able to profit from buying the firm’s stock in the hope of increasing its

price through improved management. A takeover is likely only when the existing

managers are not running the firm efficiently because of incompetence, the inability

to abandon old ways in response to changing conditions, or intentionally benefiting

personally at the expense of shareholders. But under these circumstances, a takeover

that promises to increase efficiency will not be popular with existing managers

because it threatens to put them out of work. Not surprisingly, managers whose jobs

are threatened by a takeover will see it as “hostile.”

The fact that pejorative terms such as “hostile takeover” and “corporate raiders”

are so widely used testifies to the advantage existing managers have over
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shareholders at promoting their interests through public debate. The costs from a

“hostile” takeover are concentrated on a relatively small number of people, primar-

ily the management team that loses its pay, perks, and privileges. Each member of

this team will lose a great deal if the team is replaced and so has a strong motivation

to oppose a takeover. And even a grossly inefficient management team can be

organized well enough to respond in unison to a takeover threat. That unified voice

will usually characterize a takeover as hostile to the interests of the corporation, the

shareholders, the community, and the nation, and we might expect managers to be

more vociferous the more inefficient the management.

But if a takeover is actually efficient, what about the voice of those who benefit?

Why is the media discussion of takeovers dominated by the managers who lose

rather than by the shareholders who win? And there is plenty of evidence that the

shareholders of the target company in a hostile takeover do win. For example,

during the takeover wave in the 1980s, it was estimated that stock prices of targeted

firms increased about 50 percent because of hostile takeovers, which suggests that

the managers of the targeted firms may have destroyed a considerable amount of

their corporations’ value before being targeted for takeover (Jensen 1988).

As will be discussed later in this section, this increase in stock values does not

necessarily prove that a takeover is efficient. The takeover could depress the stock

prices of the firm that is taking over the target firm, for example.7 But even if the

takeover is not efficient, the shareholders of the target firm should favor it and

counter the negative portrayal that company managers put forth. But this seldom

happens because there are typically a large number of shareholders, few of whom

may have more than a relatively small number of shares. Most shareholders have a

diversified portfolio and are only marginally affected by changes in the price of any

particular corporation’s stock. The probability that the actions of a typical individ-

ual stockholder will have an impact is very low, approaching zero. So even if the

gain to shareholders far exceeds the loss to management, the large number of

shareholders and their diverse interests make it extraordinarily difficult for them

to speak in unison. As indicated earlier, shareholders are disadvantaged because

they are in a Prisoner’s Dilemma with respect to influencing the terms of the debate

on behalf of their collective benefit.

7 However, Michael Jensen minces few words on what the data imply: “[T]he fact that takeover

and LBO premiums [or added prices] average 50% abovemarket price illustrates howmuch value

public-company managers can destroy before they face a serious threat of disturbance.

Takeovers and buyouts both create value and unlock value destroyed by management through

misguided policies. I estimate that transactions associated with the market for corporate control

unlocked shareholder gains (in target companies alone) of more than $500 billion between 1977

and 1988 – more than 50% of the cash dividends paid by the entire corporate sector over this

same period” (Jensen 1989, 64–5).
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If shareholders and management were on equal footing at influencing the public

perception of takeovers, almost no takeovers would be reported as hostile. Consider

a hypothetical situation that is similar to what is commonly seen as a hostile

takeover.

Assume that you are the owner of a beautiful house on a high bluff overlooking

the Pacific Ocean near Carmel, California. You are extremely busy as a global

entrepreneur and unable to spend much time at this house. As the house and

grounds require full-time professional attention, you have hired a caretaker to

manage the property. Assume that you pay the caretaker extremely well (mainly

because you want him to bear a cost from being fired for shirking and engaging in

opportunism), and give him access to many of the amenities of the property. He’s

very happy with the job, and you are pleased enough with his performance.

But one day a wealthy CEOwho is planning to retire in the Carmel area makes you

an offer on the house of $15 million, about 50 percent more than you thought you

could sell it for. Although you were not interested in selling at $10 million, you find

the $15 million offer very attractive. For whatever reason, the house is worth more

to the retiring CEO than to you. It could be that the CEO values the property more

than you simply because she will havemore time to spend living in and enjoying the

house. Or it could be because the CEO believes that a profit can be made on the house

by bringing in a caretaker who will do a far better job managing the property, thus

increasing its value to above $15 million. But it really makes little difference to you

why the CEO values the house more than you do, and you are quite happy to sell at

the price offered.

Imagine how surprised you would be if, as the sale of your house was being

negotiated, the news media reported that your property was the target of a hostile

takeover by a “house raider” interested only in personal advantage. What’s so

hostile about being offered a higher price for your property than you thought it

was worth? And are you somehow worse off because the buyer also sees private

benefit in the exchange?

But the media wasn’t interested in your opinion. Instead, reporters had been

talking to your caretaker, who knew he would lose his job if the sale went through.

So the caretaker reported that the sale of the property was the result of a hostile

move by an unsavory character. Obviously this is silly, and the media is not likely to

report this, or any similar sale of a house, as a hostile takeover. But is this situation

any sillier than reporting a corporate takeover as hostile when the owners of the

corporation (the shareholders) are being offered a 50 or 100 percent premium to sell

their shares?

The two situations are not exactly the same, but they are similar enough to call

into question the “hostility” of most hostile takeovers. One important difference

between the two situations is that if such a report did start to circulate about the sale
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of your house, and somehow threatened that sale, you would have the motivation

and ability to clearly communicate that it was your house, you found the offer

attractive, and there was nothing at all hostile about the sale. This difference

explains why our example should not be taken as a criticism of the press. When

there is one owner (or a few), as in the case of a house, the press can easily

understand and report that owner’s perspective. But when there are thousands of

owners, as in the case of corporations, it is much easier for reporters to obtain

information about a corporation from its top managers.

The fact that there are a multitude of owners in the case of corporations is the

basis for other differences between the sale of a house and the sale of a corporation.

Just as reporters find that it is easier to rely on topmanagement for information on a

corporation, so do the owners of a corporation find it easier to rely on management

to make most corporate decisions, even major decisions such as those that affect the

sale of the corporation. Obviously, the reason for granting a management team the

power to act somewhat independently of shareholders is that shareholders are so

large in number, so dispersed in location, and so diverse in interests that they cannot

make the type of decisions needed to manage a corporation, or much else, for that

matter. But as we have discussed in detail throughout this text, there are risks

associated with letting agents (managers) act on behalf of principals (owners/share-

holders). As the owner of the house outside Carmel, would you want your caretaker

to negotiate the sale for you? Only if the caretaker were subject to a set of incentives

that go a long way in aligning his interests in the sale with yours.

The efficiency of takeovers

Are hostile takeovers efficient? Not everyone believes they are. Hostile takeovers are

commonly seen as ways to increase the wealth of people who are already rich at the

expense of the corporation’s average workers (not just its managers), the corpora-

tion’s long-run prospects, and the competitiveness of the general economy. For

example, responding to a hostile takeover bid for Chrysler Corporation in the mid-

1990s by Kirk Kerkorian, a major newspaper ran an editorial: “[W]hen Kerkorian

was complaining about insufficient return to stockholders, the value of [his] invest-

ment in Chrysler had more than tripled, to $1.1 billion. That’s not good enough? To

satisfy his greed, Kerkorian seems prepared to endanger the jobs of thousands of

Americans and the health of a major corporation so important to the economy”

(Atlanta Journal – Constitution 1995).

This editorial comment ignores the efficiency effects of a corporate takeover. But

at the same time, the effect of a hostile takeover on economic efficiency is more

complicated than has been suggested in this chapter so far. The stockholders of the

corporation being taken over do gain (see Grinblatt and Titman 2002, for a review of
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the extensive literature on this topic). But what about the common stockholders

(whose earnings can vary with the success of their companies since they are residual

claimants) and bondholders (whose earnings are set by fixed interest rates) of the

takeover corporation? Don’t they lose as their firm runs up lots of debt to pay high

prices for the stock of the acquired firm? Also, doesn’t the threat of a hostile

takeover motivate managers to make decisions that boost profits in the short run

but which harm the corporation’s long-run profitability? And what about the fact

that important parts of an acquired firm are often spun off after a hostile takeover,

leaving a much smaller firm andmany of its workers laid off? Shouldn’t these losses

be set against any gains that the shareholders of acquired firms receive, and isn’t it

possible that the losses are larger than the gains?

The evidence from the 1980s, when hostile takeovers were at their peak, suggests

that the magnitude of the gains to the shareholders of a corporation that is targeted

for a takeover is quite large.8

Winner’s curse
Those who own something that others are bidding for should be expected to see their

wealth increase. So it is not really surprising that takeover bids increase the wealth

of the corporation’s stockholders, although themagnitude of the gains is impressive.

But that is not necessarily true for the stockholders of a corporation mounting a

takeover bid. In a competitive bidding process it is possible to bid too much, and

some believe that this is particularly true of the corporationmaking the winning bid.

The winning bid is typically made by the bidder who is most optimistic about the

value of the object of the bidding (see Thaler 1992). This is no problemwhen bidding

for something the bidder wants for its subjective value (say, an antique piece of

furniture) because the object probably is worth more to the winning bidder than to

others. But when bidding for a productive asset (such as an offshore oil field) that is

8 A study by the Office of the Chief Economist of the Securities and Exchange Commission (SEC)

looked at 225 successful takeovers from 1981 to 1984 and found that the average premium to

shareholders was 53.2 percent. In a follow-up study for 1985 and 1986, the premium was found

to have dropped to an average of 37 and 33.6 percent, respectively. These averages probably

understate the gains because they compare the stock price one month before the announcement

of a takeover bid with the takeover price, and often the price begins increasing in response to

rumors long before a formal offer is tendered (Jarrell, Brickley, and Netter 1988). These

percentages represent huge gains in total dollars, amounting to $346 billion over the period

1977–86 (in 1986 dollars), according to one study (Jensen 1988, 21). We should point out that

this estimate applied to all mergers and acquisitions (M&As), not just “hostile” takeovers. But

“hostile” or not, takeovers consistently increase the value of the acquired firm’s stock, and

probably increase it more when the takeover is opposed bymanagement than otherwise, because

offering a higher price is a way around a reluctant management.
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valued for its ability to generate a financial return, the value of the object is less

dependent on who owns it.9 Therefore, if the average bid is the best estimate of the

value of the object, then there is a good chance that the winning bid is too high.

Economists have referred to this possible tendency to overbid as the “winner’s

curse.” But for two very good reasons, the winner’s curse may not be all that

prevalent. First, people who are prone to fall victim to this curse are not likely to

acquire (or retain) the control over the wealth necessary to keep bidding on valuable

property, certainly not property as valuable as a corporation. Second, in many

bidding situations, each bidder often receives information on how much others

are willing to pay as the bidding process takes place and then adjusts his evaluation

of the property accordingly. This is the case in corporate takeovers when offers to

pay a certain price for a corporation’s stock are made publicly.

So, we should expect that the winning bid for the stock of a corporation targeted

for a takeover will fairly accurately reflect the value of that corporation to the

winner and therefore will not greatly affect the wealth of the acquiring corporation’s

stockholders; we should also expect that the more competitive the bidding process,

the closer the bid price to the actual stock value. And that is exactly what the

evidence suggests.10

Bondholders
What about the possibility that the additional value that shareholders of a target

corporation realize is paid for by losses to bondholders? For example, a takeover

could increase the risk that either the acquiring or the acquired firm will suffer

financial failure, while also increasing the possibility that one or both will experi-

ence very high profits. Shareholders stand to benefit from the high profits if they

occur, and so they can find the expected value of their stock increasing because of

the increased risk. The additional risk cannot generate a similar advantage for

bondholders because the return to bondholders is fixed. They lose if the corporation

9 In general, of course, the value of the asset will depend to some degree on who owns it. The

highest bidder will likely have good reason to believe that she is better able to utilize the asset to

create value. In the case of an oil field, the possibilities for one owner to obtain more wealth

than another are probably quite limited. In the case of a corporation, the importance of

management no doubt provides more opportunity for some owners to run the business more

profitably than others.
10 According to a 1987 study by economists Gregg Jarrell and Annette Paulsen, stockholders of

acquiring corporations realized an average gain of between 1 and 2 percent on 663 successful

bids from 1962 to 1985. Interestingly, and not surprisingly, as takeover activity increased, the

return to acquiring firms decreased, with the average percentage return being 4.95 in the 1960s,

2.21 in the 1970s, and –0.04 (but statistically insignificant) in the 1980s (Jarrell and Paulsen

1989).
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goes bankrupt, but they don’t share in any increased profits if the corporation does

extremely well. According to several studies of takeovers from the 1960s–1980s,

however, takeovers do not impose losses on bondholders (Dennis and McConnell

1986; Lehn and Paulsen 1987). No doubt some bondholders suffer small losses while

others realize small gains, but the best conclusion is that, even in the worst case, any

losses to bondholders do not come anywhere close to offsetting the gains to

stockholders.

Takeover mistakes
So far, we have been discussing the average wealth effect on shareholders and

bondholders from takeovers. Just because the average wealth effect of a hostile

takeover is positive does not mean that all such takeovers create wealth. People

makemistakes in themarket for corporate takeovers, just as they do in other markets

and in all aspects of life. The question is not whether people make mistakes, but

whether they are subjected to self-correcting forces when they do. The bidders

subject to the winner’s curse should themselves be the target of a takeover. The

evidence suggests that in the case of hostile takeovers, they are. Economists Mark

Mitchell and Kenneth Lehn asked, “Do bad bidders become good targets?” (Mitchell

and Lehn 1990). Looking at takeovers between January 1980 and July 1988, they

found that those firms resulting from takeovers that were wealth-reducing (accord-

ing to the response of stock prices) were more likely to be challenged with a

subsequent takeover than were firms whose takeovers had proven to be wealth-

increasing. The market for corporate control does not prevent mistakes from being

made, but it creates the information and motivation vital for correcting them when

they occur (Mitchell and Lehn 1990).

Short-run versus long-run profits
If you are a corporate manager, you may be thinking that the threat of a takeover

could motivate you to act in ways that increase the value of the corporate stock in

the short run, but which are harmful to the profitability of the corporation in the

long run. Is it true that managers are less likely to be ousted in a hostile takeover if

they concentrate on short-run profits at the expense of long-run profits?

The answer might be “Yes” if the prices of corporate stock reacted only to short-

run profits, but should we expect only short-run performance reports to control

stock prices? If they did, then there would be money to be made by investors who

took the long view. If a stock’s price were inflated by short-run gains that were not

likely to continue into the future, then investors could sell the stock in anticipation

that future performance wouldn’t likely match current performance, which means

that investors could buy the stock back when its price declined with dampening

future gains, pocketing capital gains between the difference in the current sell price
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and the future buy-back price. If the stock were depressed because of the impact of

current poor earnings that were not expected to continue into the future, then

investors could buy the stock currently at the depressed price and sell the stock

when its price reflected higher earnings in the future. The buying and selling of the

stock would mean that the company’s long-term prospects would necessarily be

taken into account in the market price of the stock (perhaps not perfectly, but only

because of the costs of information on what will happen in the future and because of

ever-present uncertainties about what the future will bring).

How should managers of the company be expected to make their decisions

relating to short-run and long-term market forces? Consider a decision facing you

as a manager on whether to commit to an expensive research and development

project that will reduce profits over the near term but is expected to more than offset

this loss with higher profits in the future. Should you be fearful that investing in this

project will, because of the reduction in current profits, drive the price of your stock

down, making your corporation more vulnerable to a hostile takeover? The answer

is probably “No,” if your estimate of the long-run profitability of the project is

correct. A takeover is unlikely for two good reasons. First, the obvious fact that

price–earnings ratios vary widely between different stocks provides compelling

evidence that stock prices reflect more than current profits. Second, studies indicate

that a corporation’s stock price generally increases when the corporation announces

increased spending on investment, and generally decreases when a reduction in

investment spending is announced (McConnell and Muscarella 1985). A study by

Bronwyn Hall found that, over the period 1976–85, the firms taken over by other

firms did not have a higher ratio of research and development to sales than did firms

in the same industry that were not taken over.11 There is no reason for managers to

become short-sighted because of the threat of a hostile takeover. Indeed, the best

protection against a takeover, hostile or otherwise, is to make decisions that increase

the long-run profitability of the corporation, even if those decisions temporarily

reduce profits.

Break-ups
What about the fact that after a corporation is taken over it is sometimes broken up

as the acquiring firm sells off divisions, often ones that have been profitable? Isn’t

this disruptive and inefficient? There is no doubt that takeovers are disruptive,

particularly when they result in parts of the acquired firm being spun off. But

disruption is not necessarily inefficient. Indeed, any economy has to motivate a

rapid response to changing circumstances if it is to be efficient, and such a response

is necessarily disruptive. Making the best use of resources in a world of advancing

11 Hall’s study is discussed by Jensen (1988).
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technologies, improved opportunities, and global competition requires continuous

disruption. The alternative is stagnation and relative decline.

Many of the mergers that took place in the 1960s and 1970s created large

conglomerate structures that, even if efficient at the time, soon ceased to be

efficient. Increased global competition began rewarding smaller firms with quicker

response times to changing market conditions. Technology reduced the synergies

that might have existed at one point by having different products produced within

the same firms. It became less costly for firms to buy inputs and components from

other firms, thus increasing the ability to specialize in their core competencies (in

the vernacular of earlier chapters, transaction costs fell).

In many cases, these changes made the divisions of the corporation worth more as

separate firms than as parts of the whole. Many managers, however, prefer to be in

charge of a large firm rather than a small one and are reluctant to divest divisions

that are worth more by themselves or as part of another organizational structure.

This managerial reluctance of the 1960s and 1970s, and into the 1980s was partly

responsible for depressed stock prices. Corporate raiders were able to take advantage

of the depressed prices by buying a controlling interest in conglomerates and then

increasing their total value through spinning off some of their divisions.12

Laid-off workers
Another complaint about the spinning off of divisions and downsizing that often

accompanies takeovers is that workers are laid off. The claim is made that although

stockholders may come out ahead, they do so at the expense of workers who lose

their jobs. But the questions we need to consider are:

* Is this a valid criticism of takeovers?
* Which workers are most likely to be laid off and how big is the cost to the workers

when compared to the gain to shareholders?

The fact that workers are laid off after hostile takeovers is consistent with the view

that these takeovers promote efficiency. The most natural thing in the world for

managers to do when sheltered against the full rigors of competition is to let the

workforce grow larger than efficiency requires.13

12 Others have explained the advantages of moving toward smaller and more focused firms with

the existence of improved, more efficient capital markets that have made it attractive for firms

to substitute reliance on external capital markets for internal capital markets, which favor

multidivision firms (see Bhide 1990).
13 This is most evident in what are often referred to as “bloated government bureaucracies,” a fact

that is partially attributable to the absence of the takeover option.
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Economic progress occurs most rapidly when there are strong pressures to

produce the same output with less effort – that is, to lay off workers when they

are no longer needed. Taking this measure often causes dislocations in the short run,

but in the long run it increases the availability of the most valuable resource (human

effort and brainpower) to expand output elsewhere in the economy. So, a strong

argument can be made that one of the advantages of the market for corporate

control is the increased pressure on managers to control the size of their workforce.

Some of the efficiencies derived from hostile takeovers (and therefore some of the

benefits to corporate shareholders) are the result of workers losing their jobs, but the

evidence suggests that the workers most likely to lose their jobs are executives and

managers, not line workers.14 Moreover, even if many line workers are harmed in

the case of losing their jobs from a hostile (and friendly) takeover, it does not mean

that most of the workers harmed are necessarily made worse off by a system that

encourages (or doesn’t discourage) takeovers. Workers harmed in the case of their

firm’s takeover can receive offsetting benefits from the efficiency improvements

they, the workers, realize through the lower price of the goods they buy. The lower

prices can result because a multitude of other firms are taken over (or feel the threat

of a takeover), the result of which is that their costs are more tightly controlled than

would otherwise be the case.

14 In one study, sixty-two hostile takeover attempts (fifty of which were successful) from 1984 to

1986 were examined (Bhagat, Shleifer, and Vishny 1990). According to this study, layoffs were

common, but seldom exceeded 10 percent of the workforce and were typically far less than that.

Also, it was estimated that the probability of being laid off was 70 percent higher for white-

collar workers than for blue-collar workers. The jobs of managers, not those of workers on the

line, were most at risk. In addition, layoffs at targeted firms that were not taken over were

greater (as a percentage of the workforce) than those in firms that were taken over. This latter

fact suggests that the threat of a takeover provides a strong incentive for efficiencies even when

no takeover actually occurs.
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Practical lessons for MBAs: collusion delusions and takeover threats

Two key lessons emerge from the economic way of thinking developed in this chapter. The

first key lesson is that the prospects of overcoming competitive pricing pressures through

collusion among producers should most often be set aside for what collusion really is, a snare

and delusion. If all firms get together and agree to restrict production and if they do just that,

then all producers can charge a higher price and make greater profits. That is the snare.

But the prospect of successful collusion is largely a delusion for most producers in most

markets because themotivation behind the snare for the collusion is greater profits. Producers

who are snared by the prospects of greater profits from collusive restrictions on industry

output will naturally be snared again by the prospects of their expanding their productions

when all producers have agreed to cut back on market supply. Cartels emerge and collapse

under the same force, greed!

Managerswhodevote their own timeandfirm resources to thedevelopmentof industry cartels

can wreck their careers because price fixing and other forms of collusion are illegal under the

United States’ and world’s antitrust laws (see the review of antitrust laws in online Readings 11.3

for this chapter), andbecause the resources used on forming cartelswillmost often be awaste for

two reasons. First, rampant cheating on cartel rules can be expected among cartel members.

Second, to the extent cartel members hold to their agreement, the higher price and profits will

attract new entrants who can be expected to take up much of the production slack.

The second key lesson from this chapter comes from a myopic view of the force of market

competition. MBA students naturally think of their firms’ most serious competitive threat

being other producers of the same or similar products (or other buyers of the same or similar

resources). The threat of losing market share to competitors is understandably a pressing

concern; however, MBA students should be ever mindful of the threat from takeover entre-

preneurs who are forever scanning the business landscape for opportunities. Firms operating

with something close to maximum efficiency have little to fear as the high buyout prices for

efficiently operated firms should protect them from takeover entrepreneurs.

Rather, takeover entrepreneurs are most interested in firms that are being mismanaged,

and sometimes the greater the extent of mismanagement the better (assuming the corrective

policies for the mismanagement are transparent). Mismanaged firms harbor the potential for

capital gains through replacing management teams, changing incentives, and adjusting the

organizational and financial structures. Takeover entrepreneurs’ operating rule is as common

as it is simple in profitable businesses: buy low and sell high! The size of mismanaged firms

should be of little consequence to many takeover entrepreneurs. Large mismanaged firms

may require massive takeover funding, but such funding levels should be easily raised if there

are massive profits to be made from correcting mismanagement on a large scale.

The rules are clear: Well-managed firms don’t allow for much of a spread between the

buying and selling prices. Poorly managed firms do. And as they pursue their trade, takeover
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entrepreneurs (much abused by management teams that are displaced in takeovers) tend to

do the world an economic favor: They redeploy the world’s scarce resources more efficiently.

MBA students who attest that they work for grossly mismanaged firms should consider a

career switch, to become a takeover entrepreneur (after first learning how to amass takeover

capital and to correct mismanagement).

Of course, there are stock traders who never seek to buy out mismanaged firms. They simply

short the stocks. This means they effectively borrow shares of mismanaged firms with the

intent of repaying the shares they have shorted at a later date with shares that are bought at

prices depressed by mismanagement revelations. The current shorting of the stocks of mis-

managed firms can be depressed by the short trades.

Further readings online

Reading 11.1 The special case for regulating banking

Reading 11.2 Hostile takeover defenses

Reading 11.3 Antitrust laws in the United States

The key takeaways from chapter 11 are the following:

1 Firms in monopolistically competitive and oligopoly markets will follow the same

production rule for profit maximization that perfect competitors and pure monopolies

follow: they will produce where marginal cost and marginal revenue are equal.

2 Monopolistic competitors may earn zero economic profits in the long run, but theywill not

produce at the minimum of their long-run average cost curve.

3 The downward sloping demand faced by a dominant producer in a market can be derived

from the gaps between the quantity demanded and supplied at various prices by all other

smaller producers.

4 The profit incentive firms have to form cartels in their markets is a cause for the cartels’

failures as members cheat on cartel production and pricing agreements.

5 At times, producers demand government regulation because such regulation can enable

the producers to restrict their aggregate production and charge above-competitive prices.

6 Asset bubbles do happen, as they have happened. Economists have explained asset bubbles

with theories founded in both rational and irrational decision making.
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7 Although the analysis of imperfect competition tells us something about the working of

real-world markets, it does not answer all the questions economists have asked. The

theories presented here have by no means done a perfect job of predicting the

consequences of imperfect competition. Thus our conclusions regarding the pricing and

production behavior of firms in monopolistically competitive and oligopolistic markets are

tentative at best.

8 Economists seeking to make solid, empirically verifiable predictions about market

behavior rely almost exclusively on supply and demand and monopoly models. Although

predictions based on those models may sometimes be wrong, they tend to be easier to use

and may be more reliable than predictions based on models of imperfect competition.

Predictions aside, it is important to remember that most markets are imperfect.

9 The competitiveness of the capital market – including the market for entire firms – will act

as a discipline on managers who might believe that they can take advantage of their

discretionary authority. Capital markets also induce managers to find the most cost-

effective methods of production.

Review questions >>
............................................................................................................

1 Under what circumstances could a monopolistic competitor earn an economic profit in

the long run?

2 To achieve the efficiency of perfect competition, must a market consist of numerous

producers? If not, what other conditions are required?

3 How does the number of producers in a market affect the chances of forming a workable

cartel?

4 How do the costs of entering a market affect the chances of forming a workable cartel?

5 Must a monopolist employer share the monopoly profits with the managers and workers?

If not, why not? If so, what does “profit sharing” do to the monopolist’s output level?

Prices?

6 Should antitrust laws attempt to eliminate all forms of imperfect competition? Why or

why not?

7 “In an economy in which resources can move among industries with relative ease, a cartel

attempting to maximize short-term profits will sow the seeds of its own destruction.”

Explain.

8 How would a cartel in a market for a network good collude on price? Explain.
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9 Suppose that the managers of a firm allowed their internal departments to act as little

monopolies or suppose that themanagers paid their workers more than the labor market

would bear. What would happen in capital markets? To the firm?

10 Why would you expect the market for corporate control not to work very well when

there is a stock-market bubble of the type experienced in the late 1990s and into 2000?

Can you explain some of the unethical management behavior and deceptive accounting

practices that came to light in the early 2000s as the result, at least partially, of a

breakdown in the market for corporate control?

11 Would you expect government-run organizations to be more or less efficient than

privately owned firms? Explain your answer with reference to capital markets.

12 As noted in chapter 8, Federal Judge Richard Posner has argued that one of the

“failures of capitalism” has come in the form of executive pay schemes that encouraged

excessive risk taking in financial markets. The judge has called for higher marginal tax

rates on very high income earning executives (especially in financial firms) on the grounds

that such rates will depress their take-home pay and discourage risk taking. How do you

evaluate his argument?

13 Consider two compensation schemes for financial executives. (1) Executives are granted

bonuses based on annual profits. (2) Excutives are granted shares of their companies’

stock based on annual profits but the shares cannot be sold for a specified number of

years.Which pay schemewill result in the greater risk taking on the part of the executives?

What is your reasoning?
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12
............................................................................................................

Competitive and monopsonistic
labor markets

Labour, like all other things which are purchased and sold, and which may be

increased or diminished in quantity, has its … market price.

David Ricardo

Professional football players earn more than ministers or nurses. Social

workers with college degrees generally earn less than truck drivers, who may

not have completed high school. Even the best history professor and researcher

probably earns less than a mediocre professor of accounting on most campuses.



Why do different occupations offer different salaries? Obviously not because of

their relative worth to us as individuals. Just as there is a market for final goods and

services – calculators, automobiles, dry cleaning – there is a market for labor as a

resource in the production process. In competitive labor markets, the forces of

supply and demand determine the wage rate workers receive.

By concentrating on the economic determinants of employment – those that

relate most directly to production and promotion of a product – we do not mean

to suggest that other factors are unimportant. Many noneconomic forces – such as

social status, appearance, sex, race, and personal acquaintances – influence who is

employed at what wage. Our purpose is simply to show how economic forces affect

the wages paid and the number of employees hired. Such a model can show not only

how labor markets work but also how attempts to legislate wages, such as

minimum-wage laws, affect the labor market.

As noted in chapter 3, the general principles that govern product markets govern

labor markets, and the general principles that govern labor markets also apply to the

markets for other resources, principally land and capital. The use of land and capital

has a price, called rent or interest, which is determined by supply and demand.

Furthermore, land, capital, and labor are all subject to the law of diminishing

marginal returns. Beyond a certain point and given a fixed quantity of at least one

resource, more land, labor, or capital will produce less and less additional output.

But because workers have minds of their own, with their own interests which are

not the same as those who hire them, there are important differences in the market

for labor and the market for, say, turbines or asphalt, that warrant a separate

consideration of labor markets. In this chapter we discuss some of those consid-

erations as we examine how the way workers are paid, as well as how much, can

motivate improved performance. This chapter refines and extends the analysis of

competitive labor markets introduced in chapter 3, and then discusses labor markets

in which the employment and wage levels are controlled by a single employer (or

are dominated by a few employers, or employers that have some control over the

wage rates they pay by their individual demand for workers).

In Part A, we develop the theory of wage determination under competitive and

monopsonistic (or noncompetitive) labor market conditions. In chapter 4, we

explained how a government-imposed minimum wage undermines employment

opportunities for covered workers in competitive labor markets. In closing Part A,

we explore how a minimum wage can actually increase employment in monop-

sonistic labor markets (but only if set appropriately).

In Part B, we extend our earlier discussion of the benefits and pitfalls of tying

worker pay to performance. In online Perspective 12 we take up an issue that often

perplexes many people, especially businesspeople, why professors have tenure and

businesspeople (generally) do not.
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Part A Theory and public policy applications

The demand for and supply of labor

As noted in chapter 3, labor is a special kind of commodity, one in which people

have a personal stake. The employer buys this commodity at a price: the wage rate

the laborer receives in exchange for his or her efforts. In a competitive market, the

interaction of supply and demand determines the price or wage rate of labor, as it

does other prices. To understand why people earn what they do, we must first

consider the determinants of the demand and supply of labor.

The demand for labor
As with a demand curve for a product, the demand curve for labor generally slopes

downward. At higher wage rates, employers will hire fewer workers than at

lower wage rates.

The demand for labor is derived partly from the

demand for the product produced. If there were no

demand for mousetraps, there would be no need –

no demand – for mousetrap makers. This general

principle applies to all kinds of labor in an open

market. Plumbers, textile workers, and writers can earn a living because there is a

demand for the products and services they offer. The greater the demand for the

products and for the labor needed to produce it, the higher the wage rate, everything

else held equal.

Labor productivity – that is, the quantity of output a

laborer can produce in a given unit of time – is another

critically important determinant of the demand for

labor. The price of the final product puts a value on a

laborer’s output, but her productivity determines howmuch she can produce. Together,

labor productivity and themarket price of what is produced determine themarket value

of labor to employers, and ultimately the employers’ demand for labor.

We can predict that the demand for labor will rise and fall with increases and

decreases in both productivity and product price. Suppose, for example, that mouse-

traps are sold in a competitive market, in which their price is set by the interaction of

supply and demand. Mousetrap production is likely subject to diminishing marginal

returns. As more and more units of labor are added to a fixed quantity of plant and

equipment, output expands by smaller and smaller increments.

You may recall from our review of firms’ cost structures in chapters 7 and 8 that

while there may be increasing marginal returns initially when a variable resource is

The demand for labor is the inverse

relationship between the real wage rate and

the quantity of labor employed during a

given period, everything else held constant.

Labor productivity is how much a worker can

produce per unit of time (per hour, week,

month).
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added to a fixed quantity of another resource, the additional returns to additional

units of the variable resource must, eventually, reverse course. This is a technolog-

ical fact of life, not a matter of economic logic. We showed in chapter 9 that in

competitive markets firms would produce in the range where their marginal cost

curves are upward sloping. That is, they will produce where they encounter dimin-

ishing returns. This outcome is a matter of economic logic, and leads to the

conclusion that firms will produce in an output range in which they confront

diminishing returns. That is, within the relevant range of production in competitive

markets, firms will find the marginal product of labor diminishing when more

workers are hired, which is a good reason firms must see their wage rate fall before

hiring additional workers. Additional workers simply can’t add as much to output as

prior workers, not because the additional workers are inherently less skilled or

diligent, but rather because they simply are additional workers who must work

with a fixed plant and equipment.

Column (2) of table 12.1 illustrates diminishingmarginal returns. The first laborer

contributes a marginal product – or additional output – of six mousetraps per hour.

From that point on, the marginal product of each additional laborer diminishes. It

drops from five mousetraps to four to three, and so on, until an extra laborer adds

only one mousetrap to total hourly production.

The employer’s problem, after production has reached the range of marginal

diminishing returns, is to determine how many laborers to employ. She does so by

considering the value of the marginal product of labor. Column (3) shows themarket

price of each mousetrap, which we assume here remains constant at $2. By multi-

plying that dollar price by the marginal product of each laborer (column [2]) the

employer arrives at the value of each laborer’s marginal product (column [4]). This is

Table 12.1 Computing the marginal value of labor

(1) Units

of labor

(2) Marginal

product of

each laborer

(per hour)

(3) Price of

mousetraps in

product market ($)

(4) Value of each

laborer to employer

(value of the marginal

product) ([2] × [3]) ($)

First laborer 6 2 12

Second laborer 5 2 10

Third laborer 4 2 8

Fourth laborer 3 2 6

Fifth laborer 2 2 4

Sixth laborer 1 2 2
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the highest amount that she will pay each laborer. She is willing to pay less (and

thereby gain profit), but she will not pay more.

If the wage rate is slightly below $12 an hour, the employer will hire only one

worker. She cannot justify hiring the second worker if she has to pay him $12 for an

hour’s work and receives only $10 worth of product in return. If the wage rate is

slightly lower than $10, the employer can justify hiring two laborers. If the wage

rate is lower still – say, slightly below $4 – the employer can hire as many as five

workers.

Following this line of reasoning, we can conclude that the demand curve for

mousetrap makers slopes, as do the demand curves for other goods, downward. That

is, the lower the wage rate, everything else held constant, the greater the quantity of

labor demanded. Theoretically, what is true of one employer must be true of all. That

is, the market demand curve for a given type of labor must also slope downward (see

figure 12.1).1 Thus, profit-maximizing employers will not employ workers if they

have to pay them more in wages and fringe benefits than they are worth. What they

are worth depends on their productivity and themarket value of what they produce.

If the price of the product, mousetraps in this example, increases, the employer’s

demand for mousetrap makers will shift – say, from D1 to D2 in figure 12.1. Because

the market value of the laborers’ marginal product has risen, producers now want to

sell more mousetraps and will hire more workers to produce them. Look again at

table 12.1. If the price of mousetraps rises from $2 to $4, the value of each worker’s

marginal product doubles. At a wage rate of $10 an hour, an employer can now hire

as many as four workers. (Similarly, if the price of the final product falls below $2,

the demand for workers will also fall – with the demand curve shifting fromD1 toD3

in figure 12.1.)

When technological change improves worker productivity, the demand for work-

ers may increase. If workers produce more, the value of their marginal product may

rise, and employers may then be able to hire more of them. Such is not always the

case, however. Sometimes an increase in worker productivity decreases the demand

for labor. For instance, if worker productivity increases throughout the industry,

1 The reader may get the impression that the market demand curve for labor is derived by

horizontally summing the value of marginal product curves of individual firms, which are

derived directly from tables such as table 12.1. Strictly speaking, that is not necessarily the case,

mainly because the total number of workers hired by all firms can affect the supply of the final

product (mousetraps), which can cause the market price of the final product to fall. The fall in the

price of the final product can undercut the value of additional workers (since their value equals

their marginal products multiplied by market price). This means that the true market demand

curve can be more inelastic than the sum of all individual employers’ demand curves. However,

these are refinements of theory that are considered in other, more advanced textbooks and

courses.
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rather than in just one or two firms, more mousetraps may be offered on the market,

depressing the equilibrium price. The drop in price reduces the value of the workers’

marginal product and may outweigh the favorable effect of the increase in produc-

tivity. In such cases the demand for labor will fall. Consumers will pay less, but

employees in themousetrap industry will have fewer employment opportunities and

earn less.

The supply of labor
The supply curve for labor generally slopes upward. As explained briefly in chapter

3, at higher wage rates, more workers will be willing to work longer hours than at

lower wage rates (see figure 12.2). If you survey your MBA classmates, for example,

you will probably find that more of them would be willing to work at a job that pays

$50 an hour than would work for $20 an hour. (At $500 an hour, most would be

willing to work without hesitation, aside from a few lawyers, surgeons, and con-

sultants whose opportunity cost exceeds $500 an hour!)

The supply of labor depends on the opportunity

cost of a worker’s time. Workers can domany differ-

ent things with their time. They can use it to con-

struct mousetraps, to do other jobs, to go fishing,

and so on. Weighing the opportunity cost of each

activity, the worker will allocate her time so that the

marginal benefit of an hour spent doing one thing will equal the marginal benefit of

time that could be used elsewhere. Because some kinds of work are unpleasant,

workers will require a wage to make up for the time lost from leisure activities such

as fishing. To earn a given wage, a rational worker will give up the activities she
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Figure 12.1 Shift in demand for labor

The demand for labor, as with all other

demand curves, slopes downward. An

increase in the demand for labor will cause a

rightward shift in the demand curve, from D1

to D2. A decrease will cause the leftward shift,

to D3.

The supply of labor is the assumed positive

relationship between the real wage rate and

the number of workers (or work hours)

offered for employment during a given

period, everything else held constant.
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values least. To allocate even more time to a job (and give up more valuable leisure-

time activities), a worker will require a higher wage.

Given this cost–benefit trade-off, employers who want to increase production

have two options. They can hire additional workers or ask the same workers to work

longer hours. Those who are currently working for $20 an hour must value time

spent elsewhere at less than $20 an hour. To attract other workers (people who value

their time spent elsewhere at more than $20 an hour) employers will have to raise

the wage rate, perhaps to $22 an hour. To convince current workers to put in longer

hours – to give upmore attractive alternative activities – employers will also have to

raise wage rates. In either case, the labor supply curve slopes upward. More labor is

supplied at higher wages.2

The supply curve for labor will shift if the value of employees’ alternatives changes.

For example, if the wage that mousetrap makers can earn in toy production goes

up, the value of their time will increase. The supply of labor to themousetrap industry

should then decrease, shifting upward and to the left from S1 to S3 in figure 12.2. This

shift in the labor supply curve means that less labor will be offered at any given wage

rate, in a particular labor market. To hire the same quantity of labor – to keep

mousetrap makers from going over to the toy industry – the employer must increase

the wage rate.
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Figure 12.2 Shift in the supply of labor

The supply curve for labor slopes

upward. An increase in the supply of

labor will cause a rightward shift in the

supply curve from S1 to S2. A decrease

in the supply of labor will cause a

leftward shift in the supply curve, from

S1 to S3.

2We note in passing that it is possible for the labor supply curve to bend backwards beyond some

high wage rate. That is, beyond some wage rate, workers will choose to use some of their higher

incomes to “buy” additional leisure, which means they will provide a lower quantity of labor on

the market. While such a backward bending supply curve of labor is possible, we focus our

attention on the upward sloping curve because that is the usual case.
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The same general effect will occur if workers’ valuation of their leisure time

changes. Because most people attach a high value to time spent with their families

on holidays, employers who want to maintain operations on holidays generally

have to pay a premium for workers’ time. The supply curve for labor on holidays lies

above and to the left of the regular supply curve. Conversely, if for any reason the

value of workers’ alternatives decreases, the supply curve for labor will shift down to

the right. If wages in the toy industry fall, for instance, more workers will want to

move into the mousetrap business, increasing the labor supply in the mousetrap

market.

Equilibrium in the labor market
A competitive market is one in which neither the individual employer nor the

individual employee has the power to influence the wage rate. Such a market is

shown in figure 12.3. Given the supply curve S and the demand curve D, the wage

rate will settle at W1, and the quantity of labor employed will be Q2. At that

combination, defined by the intersection of the supply and demand curves, those

who are willing to work for wage W1 can find jobs.

The equilibrium wage rate is determined much the same way as the prices of

goods and services are established. At a wage rate of W2, the quantity of labor

employers will hire is Q1, whereas the quantity of workers willing to work is Q3. In

other words, at that wage rate a surplus of labor exists. Note that all the workers in

this surplus group except the last one are willing to work for less thanW2. That is, up

to Q3, the supply curve lies belowW2. The opportunity cost of these workers’ time is

less thanW2. They can be expected to accept a lower wage, and over time they will

begin to offer to work for less than W2. Other unemployed and employed workers

must then compete by accepting still lower wages. In this manner, the wage rate will
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Figure 12.3 Equilibrium in the labor market

Given the supply and demand curves for labor S

and D, the equilibrium wage will be W1 and the

equilibrium quantity of labor hiredQ2. If thewage

rate rises to W2, a surplus of labor will develop,

equal to the difference between Q3 and Q1.
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fall towardW1. In the process, the quantity of labor that employers want to hire will

expand from Q1 toward Q2.

Meanwhile, the falling wage rate will convince some workers to take another

opportunity, such as going fishing or getting another job. As they withdraw from

this market, the quantity of labor supplied will decline from Q3 toward Q2. The

quantity supplied will meet the quantity demanded – meaning no labor surplus – at

a wage rate of W1.

In practice, the money wage rate – the number of dollars earned per hour – may

not fall. Instead, the general price level may increase while the money wage rate

remains constant. But the real wage rate – that is, what the money wage rate will

buy – still falls, producing the same general effects: fewer laborers willing to work,

and more workers demanded by employers. When economists talk about wage

increases or decreases, they mean changes in the real wage rate, or in the purchasing

power of a worker’s paycheck.

Conversely, if the wage rate falls below W1, the quantity of labor demanded by

employers will exceed the quantity supplied, creating a shortage. Employers, eager

to hire more workers at the new cheap wage, will compete for the scarce labor by

offering slightly higher wages. The quantity of labor offered on the market will

increase, but at the same time these slightly higher wages will cause some employers

to cut back on their hiring. In short, in a competitive market, the wage rate will rise

toward W1, the equilibrium wage rate.

[See online Video Module 12.1 Competitive labor markets]

Why wage rates differ

In a world of identical workers doing equivalent jobs under conditions of perfect

competition, everyone would earn the same wage. In the real world, of course,

workers differ, jobs differ, and various institutional factors reduce the competitive-

ness of labor markets. Some workers therefore earn higher wages than others.

Indeed, the differences in wages can be inordinately large. (Compare the hourly

earnings of actor Tom Hanks to those of elementary school teachers.) Wages differ

for many reasons, including differences in the nonmonetary benefits (or costs) of

different jobs. Conditions in different labor markets may differ in such a way as to

cause wages to differ. Differences in the inherent abilities and acquired skills of

workers can generate substantial differences in wages. Finally, discrimination

against various groups often lowers the wages of people in those groups.

Differences in nonmonetary benefits
So far, we have been speaking as though the wage rate were the key determinant

of employment. What about job satisfaction and the way employers treat their
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employees – are these issues not important? Some people accept lower wages in

order to live in the Appalachians or the Rockies. College professors forgo more

lucrative work to be able to teach, write, and set their own work schedules. The

congeniality of colleagues is another significant nonmonetary benefit that influen-

ces where and how much people work. Power, status, and public attention also

figure in career decisions.

The trade-offs between the monetary and nonmonetary rewards of work will

affect the wage rates for specific jobs. The more value people place on the

nonmonetary benefits of a given job, the greater the labor supply. Added to

wages, nonmonetary benefits could shift the labor supply curve from S1 to S2 in

figure 12.4, lowering the wage rate from W2 to W1. Even though the money wage

rate is lower, however, workers are better off according to their own values. At a

wage rate of W1, their nonmonetary benefits equal the vertical distance between

points a and b, making their full wage equal to W3. The full wage rate is the sum

of the money wage rate and the monetary equivalent of the nonmonetary benefits

of a job.

Workers who complain that they are paid less than workers in other occupations

often fail to consider their full wages (money wage plus nonmonetary benefits). The

worker with a lower monetary wage may be receiving more nonmonetary rewards,

including comfortable surroundings, freedom from intense pressure, and so on. The

worker with the higher money wage may actually be earning a lower full wage than

the worker with nonmonetary income. Certainly many executives must wonder

whether their high salaries compensate them for their lost home life and leisure time,

and teachers who envy the higher salaries of coaches should recognize that a

somewhat higher wage rate is necessary to offset the increased risk of being fired

that goes with coaching.
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Figure 12.4 The effect of nonmonetary

rewards on wage rates

The supply of labor is greater for jobs

offering nonmonetary benefits – S2
rather than S1. Given a constant

demand for labor, the wage rate will

be W2 for workers who do not receive

nonmonetary benefits and W1 for

workers who do. Even though wages

are lower when nonmonetary benefits

are offered, workers are still better off;

they earn a total wage equal,

according to their own values, to W3.
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Employers can benefit from providing employees with nonwage benefits. A

favorable working climate attracts more workers at lower wages. Although provid-

ing benefits can be costly, doing so is worthwhile as long as providing the benefit

serves to lower wages more than raise other labor costs. Some nonwage benefits,

such as air conditioning and low noise levels, also raise worker productivity.

Needless to say, an employer cannot justify unlimited nonwage benefits.

Employers will not pay more in wages – monetary or nonmonetary – than a worker

is worth. In a competitive labor market they will tend to pay all employees a wage

rate equal to the value added by the marginal employee – the last one hired.

Lax work demands as a fringe benefit
We also should note a widely used, but often unrecognized, fringe benefit that varies

across workplaces: lax work demands. It is easy to assume that the only way

employers can remain competitive in pricing their final products is for employers

to impose heavy work demands on their workers, which can lead to higher produc-

tivity (and a higher demand for workers). Lax work demands can do the opposite,

which is why they should be avoided – or so it might be thought, without consid-

ering the effect of lax work demands on the supply of labor. The lax work demands

can certainly reduce the demand for labor, but they can increase the supply of labor

even more.

Why? Workers may just prefer to work under such relaxed conditions. The

resulting lower wage rate can more than compensate employers for their lost

productivity. That is, employers might lose $1 an hour by lowering their work

demands, but their wage rate can fall by even more, say, by $1.50 an hour because

of the increased labor supply. Workers can also be better off, on balance. Workers

may lose $1.50 an hour in pay but gain $2 an hour in value from not having to work

as hard. By relaxing work demands under such labor market conditions, employers

can actually bemore competitive in their final product markets because their overall

labor costs are not as high as those of employers with more pressing work demands.

Just as firmsmay have to compete on wages and fringe benefits, employers alsomay

have to compete on the production demands they place on their workers. We have

talked about “shirking” throughout this text in, admittedly, somewhat derogatory

terms. This is only because we have always implicitly assumed that “shirking”

amounts to workers (and all agents) not working up to the demands placed on

them and notmeeting their contractual obligations to justify their wages. Employers

must be ever-mindful that the division between laxed work demands and shirking

can be as thin as a knife’s edge. That is, some shirking (that is, relaxed work

demands) is not shirking at all, but rather a fringe benefit that can enhance firm

profitability. Keep this qualification in mind as you read our discussions of shirking

in the rest of the chapter.
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Differences among markets
Differences in nonmonetary benefits explain only part of the observed differences

in wage rates. Supply and demand conditions may differ between labor markets.

As figure 12.5(a) shows, given a constant supply of labor, S, a greater demand

f or l ab or w il l m ean a hi gh er wag e ra t e. C on ve rs e ly ( fig u re 12 .5 (b ) ) , gi ve n a

constant demand for labor, a greater supply of labor will mean a lower wage

rate. Depending on the relative conditions in different markets, wages may – or

may not – differ significantly.

People in different lines of work may also earn different wages because consum-

ers value the products they produce differently. Automobile workers may earn more

than textile workers because people are willing to paymore for automobiles than for

clothing. Consumer preferences contribute to differences in the value of the mar-

ginal product of labor and ultimately in the demand for labor.

By themselves, relative product values cannot explain long-run differences in

wages. Unless textile work offers compensating nonmonetary benefits, laborers in

that industry will be attracted to higher wages elsewhere, perhaps in the automo-

bile industry. The supply of labor in the automobile industry will rise and the

wage rate will fall. In the long run, the wage differential will decrease or even

disappear.
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Figure 12.5 The effect of differences in supply and demand on wage rates

In competitive labor markets, higher demand for labor (D2 in panel [a]) will bring a higher wage rate. A

higher supply of labor (S2 in panel [b]) will bring a lower wage rate.
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Certain factors may perpetuate the money wage differential in spite of competitive

market pressures. Textile workers who enjoy living in North or South Carolina may

resist moving to Detroit, Michigan, where automobiles are manufactured. In that case,

the nonmonetary benefits associated with textile work offset the difference in money

wages. In addition, the cost of acquiring the skills needed for automobile work may

act as a barrier to movement between industries – a problem we shall address shortly.

Differences among workers
Differences in labor markets do not explain wage differences among people in the

same line of work.Differences among workersmust be responsible for that disparity.

Some people are more attractive to employers. Employers must pay such workers

more because their services are eagerly sought after, but they can afford to pay them

more because their marginal product is greater.

Professional basketball star forward Kobe Bryant earns an extremely high salary.

The Los Angeles Lakers are willing to pay him well both because of his popularity

among fans – Bryant’s presence in the lineup attracts bigger crowds – and because

he is successful. Because a winning team generally attracts more support than a

losing one, Bryant’s presence indirectly boosts the team’s earnings. In other words,

Bryant is in a labor submarket like that shown by curve D2 in figure 12.5(a). Other

players are in submarket D1.

Differences in skill may also account for differences in wages. Most wages are paid

not just for a worker’s effort but also for the use of what economists call human capital.

We usually think of capital as plant and equipment –

for instance, a factory building and the machines it

contains. A capital good is most fundamentally

defined, however, as something produced or developed for use in the production of

something else. In this sense, capital goods include the education or skill a person

acquires for use in the production process. The educated worker, whether a top-notch

mechanic or a registered nurse, holds within herself capital assets that earn a specific

rate of return. In pursuing professional skills, the worker, inmuch the sameway as the

business entrepreneur, takes the risk that the acquired assets will become outmoded

before they are fully used. Students who have majored in history expecting to teach

have all too often found that their investment in human capital did not pay off. Many

were unable to get teaching jobs in their chosen field. Some have ended up as

bartenders and cab drivers.

Finally, wage differences can result from social discrimination – whether sexual,

racial, religious, ethnic, or political. Potential employees are easily grouped according

to identifiable characteristics, such as sex or skin color. If employment decisions are

made primarily on the basis of the group to which the individual belongs, rather than

on individual merit, a form of discrimination (called “statistical discrimination”) has

Human capital is the acquired skills and

productive capacity of workers.
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occurred. Thus a qualifiedwomanmay not be considered for an executive job because

women as a group are excluded. To the extent that employers prefer to work with

certain groups, such as whites or men, the labor market will be segmented. Employees

in different submarkets, with different demand curves and wage differentials, will be

unable to move easily from one market to another. The barriers to the free movement

of workers allow wage differences that have little to do with productivity to persist.

Competition among producers in the market for final goods can weaken (but not

necessarily eliminate) discriminatory practices. Suppose that employers harbor a

deep-seated prejudice against women, which depresses the market demand and

wage rates for female workers. If women are just as productive as men, an enter-

prising producer can hire women, pay them less, undersell the other suppliers, and

take away part of their markets. Under competitive pressure, employers will start to

hire women in order to keep their market shares. As a result, the demand for women

workers will rise whereas the demand for men will fall. Such competition may not

eliminate the wage differential between men and women, but it can reduce it. In

industries in which employers face little competition, employment discrimination is

more likely, according to a substantial number of econometric studies.3

Monopsonistic labor markets

Competition is bad for those who have to compete. Not only as producers but as

employers, firms would rather control competitive forces than be controlled by

them. They would like to pay employees less than the market wage – but competi-

tion does not give them that choice.

Similarly, workers find that competition for jobs prevents them from earning

more than the market wage. Thus doctors, truck drivers, and barbers have an interest

in restricting competition in their labor markets. Acting as a group, they can acquire

some control over their employment opportunities and wages.

Such power is difficult to maintain without the support of the law or the threat of

violence, whether real or imagined. It comes at the expense of the consumer, who

will have fewer goods and services to choose from at higher prices. As always, one

group’s exercise of power leads not only to market inefficiencies but also to other

groups’ attempts to counteract it. The end result can be a reduction in the general

welfare of the community.

This section examines both employer and employee power in the labor market;

the conditions that allow it to persist; its influence on the allocation of resources;

and its effects on the real incomes of workers, consumers, and entrepreneurs.

3 For reviews of the economic literature on labor market discrimination, see Alexis 1974; Marshall

1974; Cain 1986; and Gunderson 1989.
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The monopsonistic employer
Power is never complete; the limitations of knowledge and the forces of law, custom

and the market always circumscribe it. Within limits, employers can hire and fire and

can decide what products to produce and what type of labor to employ. But certain

laws restrict the conditions of employment (working hours, working environment), as

well as employers’ ability to discriminate among employees on the basis of sex, race,

age, or religious affiliation. Competition imposes additional constraints. In a highly

competitive labor market, an employer who offers very low wages will be outbid by

others who want to hire workers. Competition for labor pushes wages up to a certain

level, forcing some employers to withdraw from the market but permitting others to

hire at the going wage rate.4

For the individual employer, then, the freedom

of the competitivemarket is a highly constrained free-

dom. Not so, however, for those lucky employers who

enjoy the power of a monopsony. (Monopsony should

not be confused with monopoly, the single seller of a

good and service.) The term is most frequently used to

indicate the sole or dominant employer of labor in a

given market. A good example of a monopsony is a

large coal-mining company in a small town with no

other industry. A firm that is not a sole employer but that dominates the market for a

certain type of labor is said to have monopsony power. By reducing the demand for

workers’ services, monopsony power allows employers to suppress the wage rate.

The cost of labor
Monopsony power reduces the costs of competitive hiring. Assume that the down-

ward sloping demand curve D in figure 12.6 shows the market demand for workers,

and the upward sloping supply curve S shows the number of workers willing to work

at various wage rates. If all firms act independently – that is, if they compete with

one another – the market wage rate will settle at W2, and the number of workers

hired will be Q2. At lower wage rates, such as W1, shortages will develop. As the

market demand curve indicates, employers will be willing to pay more thanW1. If a

shortage exists, the market wage will be bid up to W2.

An increase in the wage rate will encourage more workers to seek jobs. As long as

there is a shortage, however, the competitive bidding imposes costs on employers.

A pure monopsony is the sole buyer of a good,

service, or resource protected by barriers to

entry by other employers or barriers to exit by

employees.

Monopsony power is the ability of a producer

to alter the price of a resource by changing

the quantity employed.

4 Competitors who do not hire influence the wage rate just as much as those who do; their presence

on the sidelines keeps the price from falling. If a firm lowers its wages, other employers may

move into the market and hire away part of the workforce.
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The firm that offers a wage higher thanW1 forces other firms to offer a comparable

wage to retain their current employees. If those firms want to acquire additional

workers, they may have to offer an even higher wage. As they bid the wage up, firms

impose reciprocal costs on one another, as at an auction.

Because any increase in wages paid to one worker must be extended to all, the

total cost to all employers of hiring even one worker at a higher wage can be

substantial when the employment level is already large. If the wage rises from W1

to W2 in figure 12.6, the total wage bill for the first Q1 workers rises by the wage

increaseW2 minusW1 times Q1 workers. Table 12.2 shows how the effect of a wage

increase is multiplied when it must be extended to other workers. Columns (1) and

(2) reflect the assumption that as the wage rate rises, more workers will accept

jobs. If only one worker is demanded, he can be hired for $20,000. The firm’s total

wage bill will also be $20,000 (column [3]). If two workers are demanded, and the

second worker will not work for less than $22,000, the salary of the first workermust

also be raised to $22,000. The cost of the second worker is therefore $24,000

(column [4]): $22,000 for his services plus the $2,000 rise that must be given to

the first worker.

The cost of additional workers can be similarly derived. When the sixth worker is

added, she must be offered $30,000 and the other five

workers must each be given a $2,000 rise. The cost of

adding this new worker, called the marginal cost of

labor, has risen to $40,000.
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Figure 12.6 The competitive labor

market

In a competitive market, the

equilibrium wage rate will be W2.

Lower wage rates, such as W1,

would create a labor shortage, and

employers would offer a higher

wage to compete for the available

workers. In pushing up the wage

rate to the equilibrium level,

employers impose costs on one

another. They must pay higher

wages not only to new employees

but also to all current employees, in

order to keep them.

The marginal cost of labor is the additional

cost to the firm of expanding employment

by one additional worker.
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Figure 12.7, based on columns (1) and (4) of table 12.2, shows the marginal cost of

labor graphically. The marginal cost curve lies above the supply curve because the

cost of each new worker hired (beyond the first worker) is greater than the worker’s

salary.

The monopsonistic hiring decision
The monopsonistic employer does not get caught in the competitive bind. By

definition, it is the only or dominant employer. Like a monopolist, the monop-

sonist can search through the various wage–quantity combinations on the labor

Table 12.2 Market demand for workers

(1) No. of workers

willing to work

(2) Annual wage of

each worker ($)

(3) Total wage bill

([1] × [2]) ($)

(4) Marginal cost of additional

worker (change in [3]) ($)

1 20,000 20,000 20,000

2 22,000 44,000 24,000

3 24,000 72,000 28,000

4 26,000 104,000 32,000

5 28,000 140,000 36,000

6 30,000 180,000 40,000
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Figure 12.7 The marginal cost of

labor

The marginal cost of hiring

additional workers is greater than

the wages that must be paid to the

new workers; therefore, the

marginal cost of labor curve lies

above the labor supply curve.
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supply curve for the one that maximizes profits. The monopsonist will keep hiring

more workers as long as their contribution to revenues is greater than their

additional cost, as the marginal cost of labor curve MC in figure 12.8 shows. To

maximize profits, in other words, the monopsonist will hire until the marginal

cost of the last worker hired (MC) equals his marginal value, as shown by demand

curve for labor. Given the demand for labor, D, the monopsonist’s optimal

employment level will be Q2, where the marginal cost and demand for labor

curves intersect. Note that that level is lower than the competitive employment

level, Q3.

Why hire where marginal cost equals marginal value? Suppose the monopsonist

employed fewer workers – say, Q1. The marginal value of worker Q1 would be high

(point a), while her marginal cost would be low (point b). The monopsonist would be

forgoing profits by hiring only Q1 workers. Beyond Q2 workers, the reverse would be

true. The marginal cost of each new worker would be greater than her marginal

value. Hiring more than Q2 workers would reduce profits.

After the monopsonist has chosen the employment level Q2, it pays workers no

more than is required by the labor supply curve, S. In figure 12.8, the monopsonist

must pay only W1 – much less than the wage that would be paid in a competitive

labor market, W2. In other words, the monopsonist hires fewer workers and pays

them less than does an employer in a competitive labor market.

It is the monopsonistic firm’s power to reduce the number of workers hired that

enables it to hold wages below the competitive level. In a competitive labor market,

if one firm attempts to cut employment and reduce wages, it will not be able to keep

its business going, for workers will depart to other employers willing to pay the
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Figure 12.8 The monopsonist

The monopsonist will hire up to the

point at which the marginal value of

the last worker, shown by the demand

curve for labor, equals his marginal

cost. For this monopsonistic employer,

the optimum number of workers is Q2.

The monopsonist must pay only W1 for

that number of workers – less than the

competitive wage level, W2.
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going market wage. The individual firm is not large enough in relation to the entire

labor market to exercise monopsony power; therefore, it must reluctantly accept the

market wage, W2, as a given.

[See online Video Module 12.2 Monopsony labor markets]

Employer cartels: monopsony power through collusion
Envying the power of the monopsonist, competitive employers may attempt to

organize a cartel. An employer cartel is any organization of employers that

seeks to restrict the number of workers hired in order to lower wages and increase

profits.

The usual way of lowering employment is to establish restrictive employment

rules that limit the movement of workers from one job to another. Such rules tend to

reduce the demand for labor. In figure 12.9, demand falls from D1 to D2. As a result,

the wage rate drops, fromW2 toW1, and employment falls, from Q3 to Q2. Although

the method of limiting employment is different from that used in monopsony, the

effect is the same. Whether the monopsonistic firm equates marginal cost with

marginal value (shown by curve D1) or the employer cartel reduces the demand

for labor (to D2), employment still drops to Q2. In both cases, workers earn a wage

rate of W1 – less than the competitive wage.

One industry in which employers have tried to cartelize the labor market is

professional sports. Owners of teams have developed complex rules governing the

hiring of athletes. In the National Football League (NFL), for example, teams acquire

rights to negotiate with promising college players through an annual draft. After one

team has drafted a player, no other team in the league can negotiate with him (unless

he remains unsigned until the next year’s draft). Teams can buy and sell draft rights as
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Figure 12.9 The employer cartel

To achieve the same results as a

monopsonist, the employer cartel will

devise restrictive employment rules

that artificially reduce market demand

to D2. The reduced demand allows

cartel members to hire only Q2 workers

at wageW1 – significantly less than the

competitive wage, W2.
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well as rights to players already drafted, but within leagues they are prohibited from

competing directly with one another for players’ services. Violations of these rules

carry stiff penalties, including revocation of a team’s franchise.

Monopsony and the minimum wage

In chapter 4, we discussed at length the impact of the imposition of a federal

minimum wage on competitive labor markets. We noted how a minimum wage

would curb employment and cause employers to try to offset the added labor costs

associated with a minimum wage with reductions in fringe benefits and hikes in

work demands. The analysis of a minimum wage under monopsony market con-

ditions is much more straightforward; however, the employment consequence may

be surprising.

Consider again figure 12.9, used in our analysis of an employer cartel. Suppose

that the monopsony (or the employer cartel) restricts labor market demand and pays

a wage of W1 and hires Q2 workers because its marginal cost of labor is the MC

curve. Now, suppose that the government imposes a minimum wage equal to the

competitive wage rate, W2. W2 then becomes the monopsonist’s marginal cost of

labor curve up to where W2 intersects D1.

If the monopsony weights off its marginal cost of labor, now W2, it can

increase its profits by hiring labor up to Q3, the competitive equilibrium employ-

ment level. Note that, perhaps surprisingly, the imposition of the minimum wage

under monopoly causes employment to rise from Q2 to Q3. The monopsonist

expands employment beyond Q2 because by doing so it can make additional

profits (over and above what they would otherwise have been, not over and

above what they would have been had the monopsonist remained unconstrained

in the wage rate now paid by the minimum wage). Moreover, there are no

adjustments in fringe benefits or work demands that the monopsonist can make

to mute the impact of the minimum wage. You may recall that, in chapter 4,

competitive employers adjusted their fringe benefits and work demands in

response to the minimum wage, but that was only because the minimum wage

set up an initial disequilibrium in the labor market in the form of a shortage. In

the case of the monopsonist, the monopsonist does not end up in a disequili-

brium: the quantity of labor demands at W2 is exactly equal to the quantity of

labor supplied at W2.

Does this mean that the minimum wage does not undercut the employment

opportunities for the covered workers? No, not necessarily. First, the minimum

wage could be set so high – say, above W3 in figure 12.9 – that even monopsonies

would curb their employment when faced with a minimum wage. Second, monop-

sonies could control a minor portion of all labor markets, meaning that the negative
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employment effects in competitive labor markets more than offset any possible

positive employment effects in the more limited monopsony-controlled labor mar-

kets. The presence of some monopsonized markets could help explain why. As

mentioned in chapter 4, the measured negative employment effects of minimum-

wage increases have generally been small.5

For a discussion of the economics of academic tenure, see online Perspective 12,

Why professors have tenure and businesspeople don’t.

Online Perspective 12
Why professors have tenure

and businesspeople don’t

Part B Organizational economics and management

Paying for performance

Up to this point in the chapter, our discussion has focused on how labor “markets”

work, and our interest has been on how the wage rate and other benefits are

determined by the broad forces of supply and demand. However, markets must

ultimately work with the interests of workers in mind. The problem most firms must

solve is how to get workers to do what they are supposed to do, which is to work

effectively and efficiently together for the creation of firm profits. This is an

extraordinarily difficult task. There is a lot of trial and error in business, especially

as it relates to how workers are paid. At the same time, thinking conceptually about

the payment/incentive problem can help firms moderate the extent of errors in

business.

One of the most fundamental rules of economics, and the raison d’être for the

discussions in the “organizational economics and management” sections, is that if

you offer people a greater reward, then they will do more of whatever is being

rewarded, everything else being equal. Many people find this proposition to be

objectionable because it implies that people can, to one degree or another, be

“bought.” Admittedly, incentives may not matter in all forms of behavior. Some

5 See online Reading 4.1 for references to the econometric studies on the employment effects of

the minimum wage.
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people will sacrifice their lives rather than forsake a strongly held principle.

However, the proposition that incentives matter applies to a sufficiently wide

range of behaviors to be considered a “rule” that managers are well advised to

keep in mind: pay someone a higher wage – such as time and a half – and they will

work longer days. Pay them double time, and they will even work holidays. There is

some rate of pay at which a lot of people will work almost any time of the day or

night on any day of the year.

This rule for incentives is not applicable only to the workplace. Parents know that

one of the best ways to get their children to take out the garbage is to tie their

allowance to that chore. According to research, if mentally ill, institutionalized

patients are paid for the simple tasks they are assigned (for example, sweeping a

room or picking up trash), they will perform them with greater regularity.6

Even pigeons, well known for having the lowest form of bird brain, respond to

incentives. Granted, pigeons may never be able to grasp the concept of monetary

rewards (offering them a dollar won’t enlist much of a response), but pigeons

apparently know how to respond to food rewards (offer a nut in the palm of your

outstretched hand and a whole flock will descend and maybe leave their mark on

your shoulder). From research, we also know that pigeons are willing to work –

measured by how many times they peck colored levers in their cages – to get food

pellets, and they will work harder if the reward for pecking is raised. Researchers

have also been able to get pigeons to loaf on the job, just as humans do. How?

Simply lower their rate of “pay.”7

The “right” pay

The rules of incentives appear to encourage managers everywhere to link workers’

pay to some measure of performance. Clearly, as noted earlier in this book, the lone

worker in a single proprietorship has the “right” incentive. His or her reward is the

same as the reward for the whole firm. The full cost of any shirking is borne by the

worker/owner. However, such a congruence between the rewards of the owners and

workers is duplicated nowhere else. Opportunities to shirk abound in large

organizations.8

6 For a review of the experimental literature on the connection between pay and performance of

institutionalized patients, see McKenzie and Tullock 1994, chapter 4.
7 For a review of the relevant literature, again see McKenzie and Tullock 1994, chapter 4.
8 There are always “gaps” between the goals of the owners and the workers, and the greater the

number of workers, typically, the greater the gap in incentives. In very large firms, workers

have greatly impaired incentives to pursue the goals of the owners. Layers of bureaucracy

separate workers from the owners, communications about the firm’s goals are often imperfect,

and each worker at the bottom of the firm’s pyramid can reason that her contributions to the
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How can managers improve incentives, reduce shirking, and increase worker

productivity? The well-known management guru Frederick Taylor (1895)

strongly recommended piece-rate pay as a means of partially solving what he

termed the “labor problem,” but both management and labor largely ignored him

in his own time and for the good reasons discussed in this chapter. As the story

referenced above, paying workers on a piece rate doesn’t guarantee diligent

performance.

There is amultitude ofways of gettingworkers to perform that don’t involvemoney

pay, and many of them are studied in various disciplines, one being organizational

behavior, which draws on the principles of psychology. Managers do need to think

about patting workers on the back once in a while, clearly defining corporate goals,

communicating goals in a clear and forceful manner, and exerting leadership.

Southwest Airlines, one of the more aggressive, cost-conscious, and profitable

airlines, motivates its workers by creating what one analyst called a “community . . .

resembling a 17th century New England town more than a 20th century corpora-

tion.” The airline bonds its workers with such shared values as integrity, trust, and

altruism (Lee 1994). But a company with a productive corporate culture is almost

surely a company with strong incentives in place to reward productivity. Without

taking anything away from the corporate culture at Southwest Airlines, it should be

pointed out that one reason that it has the lowest cost in the business is that its pilots

and flight attendants are paid by the trip. This, along with a strong corporate culture,

explains why Southwest’s pilots and flight attendants hustle when the planes are on

the ground. Indeed, Southwest has the shortest turn-around time in the industry. It

pays for the crews to do what they can to get their planes back in the air quickly

(Banks 1994, 107).

Motorola organizes its workers into teams and allows them to hire and fire

their cohorts, determine training procedures, and set schedules. Federal Express’

corporate culture includes giving workers the right to evaluate their bosses

and to appeal their own evaluations all the way to the chairman. It’s under-

standable why Federal Express delivery people move at least twice as fast as US

firm’s revenues and goals, or the lack of them, can easily go undetected. A recurring theme of

this book is that when monitoring is difficult, one can expect many workers to exploit

opportunities to improve their own wellbeing at the expense of the firm and its owners. And

the opportunities taken can result in substantial losses in worker output. Management spe-

cialist Edward Lawler reported that during a strike at a manufacturing firm, a secretary was

asked to take over a factory job and was paid on a piece-rate basis. Despite no previous

experience, within days she was turning out 375 percent more output than the normal worker

who had spent ten years on the job and was constantly complaining that the work standards

were too demanding (Lawler 1990, 58). Obviously, the striking worker had been doing

something other than working on the job.
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postal workers: FedEx workers have incentives to do so, whereas postal workers

do not.9

We don’t want to criticize the traditional, nonincentive methods for getting things

done in business. Indeed, we have discussed the issue of “teams” much earlier in the

book, and the importance of virtues such as “trust” are raised before we conclude this

chapter. At the same time, we wish to stress a fairly general and straightforward rule

for organizing much production: Give workers a direct, detectable stake in firm

revenues or profits in order to raise revenues and profits. Pay for performance. One

means of doing that is to make workers’ pay conditional on their output: the greater

the output from each worker, the greater the individual worker’s pay.

Ideally, we should dispense with salaries, which are paid by the week or year, and

always pay by the “piece” – or “piece rate.” Many firms – for example, hosiery

mills – do pay piece rates: they pay by the number of socks completed. Piece rates

can be expected to raise the wages of covered workers for two reasons: First, the

incentives can be expected to induce workers to work harder for more minutes of

each hour and for more hours during the workday. Second, the piece-rate workers

will be asked to assume some of the risk of production, which is influenced by

factors beyond the workers’ control. For example, how much each worker produces

will be determined by what the employer does to provide workers with a productive

work environment and what other workers are willing to do. So, piece-rate workers

can be expected to demand, and receive, a risk premium in their paychecks. One

study has, in fact, shown that a significant majority of workers covered under

“output-related contracts” in the nonferrous foundries industry earn between 5

percent and 12 percent more, depending on the occupation, than their counterparts

who are paid strictly by their time at work. Of that pay differential, about a fifth has

been attributable to workers’ risk bearing, which means that a substantial share of

the pay advantage for incentive workers is attributable to the greater effort that

covered workers expend (Petersen 1991).

However, such a rule – paying by the piece – is hardly universally adopted.

Indeed, piece-rate workers make up a fairly small portion of the total workforce

(though we have not been able to determine precisely how prevalent piece-pay

systems are). Many automobile salespeople, of course, are paid by the number

of cars sold. Many lawyers are paid by the number of hours billed (and pre-

sumably services provided). Musicians are often paid by the number of concerts

played.

9 FedEx actually tracks its delivery people on their routes, and the workers understand that their

pay is tied to how cost-effective they are in their deliveries. Postal workers understand that they

are not being so carefully monitored, mainly because there are no stockholders who can claim

the profits from getting more work done.
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But there are relatively few workers in manufacturing and service industries

whose pay is directly tied to each item or service produced. Professors are not

paid by the number of students they teach. Office workers are not paid by the

number of forms processed or memos sent. Fast-food workers are not paid by the

number of burgers flipped. Most people’s pay is directly and explicitly tied to time

on the job: they are generally paid by the hour or month or year.

Admittedly, the pay of most workers has some indirect and implicit connection to

production. Many workers know that if they don’t eventually add more to the

revenues of their companies than they take home in pay, their jobs will be in

considerable jeopardy. The question we find interesting is why a “piece rate” – or

direct “pay for performance” – is not a more widely employed pay system, given the

positive incentives it potentially provides.

Many explanations for the absence of a piece-rate pay system are obvious and

widely recognized.10 The output of many workers cannot be reduced to “pieces.” In

such cases, no one should expect pay to be tied to that which cannot be measured

with tolerable objectivity. Our work as university professors is hard to define and

measure. In fact, observers might find it hard to determine when we are working,

given that, while at work, we may be doing nothing more than staring at a computer

screen or talking with colleagues in the hallway. Measuring the “pieces” of what

secretaries and executives complete is equally, if not more, difficult. We noted early

in this book that Lincoln Electric, which has had considerable success with its pay-

for-performance (as explained below), once tried to pay its typists by the keystroke,

but the company quickly terminated the typists’ “piece-rate pay” when one typist

was caught constantly hitting a single key while she ate her sandwich on her lunch

break (Roberts 2004, 42).

If a measure of “output” is defined when the assigned tasks are complex, the

measure will not likely be all-inclusive. Some dimensions of the assigned tasks will

not be measured, which means that workers’ incentives may be grossly distorted.

They may work only to do those things that are defined and measured – and related

to pay – at the expense of other parts of their assignments. If workers are paid by the

number of parts produced, with the quality of individual parts not considered, some

workers could be expected to sacrifice quality in order to increase their production

count. If professors were paid by the number of students in their classes, you can bet

they would spend less time at research and in committee meetings (which would not

10 For a review of arguments offered by psychologists against incentive pay plans, see Kohn

1993a, 1993b. Kohn sums up his argument as follows: “Do rewards motivate people?

Absolutely. Theymotivate people to get rewards” (Kohn 1993b, 62), suggesting that the goals of

the firm might not be achieved in the process, given the complexity of the production process

and the margins workers can exploit.
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be all bad). If middle managers were paid solely by units produced, they would

produce a lot of units with little attention to costs. There is an old story from the days

before the fall of communism in the former Soviet Union. According to the story, the

managers of a shoe factory were given production quotas for the number of shoes

they had to make, and they were paid according to how much they exceeded their

quota. What did they do? They produced lots of shoes, but only left ones!

Much work is the product of “teams,” or groups of workers, extending at times to

the entire plant or office. Pay is often not related to output because it may be difficult

to determine which individuals are responsible for the “pieces” that are produced.

Because we took up the problems of forming and paying teams in chapter 9, here we

remind readers only that team production creates special incentive problems. Having

“small” teams, which make each teammember’s contributions, or lack thereof, visible

to others on the team, is one way to enhance incentives.

[See online Video Module 12.3 Labor economics]

Piece-rate pay and worker risk

When workers are paid by salary, they are given some assurance that their incomes

will not vary with firm output, which can go up and down for many reasons that are

not under the workers’ control. For example, how many collars a worker can stitch to

the bodies of shirts is dependent upon the flow of shirts through the plant, over which

the workers doing the stitching may have no control. When workers are paid by the

piece, they are, in effect, asked to assume a greater risk, that shows up in the

variability of the income they take home. This means that piece-rate workers have

to be paid a higher average income than if they were offered a predictable wage.

Without the higher average income for those working at a piece rate, workers would

choose to work for employers paying a predictable wage, and those paying a piece

rate would either be unable to hire anyone, or have to hire poorly skilled workers. So

in order for the piece-rate system to work – and be profitable for the firm – the

increase in expected worker productivity has to exceed the risk premium that risk

averse workers would demand. This means that a piece rate (or any other form of

incentive compensation) is often not employed in many firms simply because the risk

premiumworkers demand is greater than their expected increase in productivity. This

is often the case becauseworkers tend to be risk averse (or reluctant to take chances, or

assume the costs associated with an uncertain and variable income stream).

Even if workers are not more risk adverse than employers, piece-rate pay systems

may also be avoided because employers are likely to be in a better position to assume

the risk of production variability than their employees are. This is becausemuch of the

variability in the output of individual workers will be “smoothed out” within a whole

group of employees.When oneworker’s output is down, then another worker’s output
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will be up. Workers will, in effect, be able to buy themselves out of the risk. If each of

the workers sees the risk cost of the piece-rate system at $500 and the employer sees

the risk cost at $100, then each worker can agree to give up, say, $110 in pay for the

rights to a constant income. The worker gains, on balance, $390 in nonmoney income

($500 in risk cost reductionminus the $110 reduction inmoneywages). The employer

gives up the piece-rate system simply because it can make a profit – $10 in this

example – off each worker ($110 reduction in worker money wages minus the $100

increase in risk cost). One would therefore expect, other things being equal, piece-rate

pay schemes to be more prevalent in “large” firms than in “small” ones. Large

employers are more likely to be able to smooth out the variability.

If paid by the work done, workers would also have to worry about how changes in

the general economy would affect their workloads and production levels. A down-

turn in the economy, due to forces that are global in scope, can undermine worker

pay when pay is tied to output. When DuPont introduced its incentive compensation

scheme for its fibers division in the late 1980s – under which a portion of the

workers’ incomes could be lost if profit goals were not achieved, but would be

multiplied if profit goals were exceeded – the managers and employees expected, or

were told to expect, substantial income gains (Hayes 1988). However, when the

economy turned sour in 1990, employee morale suffered as profits fell and workers

were threatened with reduced incomes. The incentive program was canceled before

the announced three-year trial period was up (Koening 1990). DuPont obviously

concluded that it could buy back worker morale and production by not subjecting

pay to factors that were beyond worker control. Each individual employee could

reason that there was absolutely nothing she could do about the national economy

or, for that matter, about the work effort of the 20,000 other DuPont workers who

were covered by the incentive program. They could rightfully fear that the free

riding of all other workers put their incomes at risk.

Piece-rate (and other forms of incentive) pay schemes also are more likely to

be used in situations where the risk to workers is low relative to the benefits of

the improved incentives. This means that theywill tend to be usedwhere production is

not highly variable and where, in the absence of piece-rate pay, workers can easily

exploit opportunities to shirk – where workers cannot be easily monitored. For

example, salespeople who are always on the road (which necessarily means that no

one at the home office knows much about what they do on a daily basis) will tend to

be paid, at least in part, by the “piece,” in some form or another, say, by the sale.

Piece-rate pay systems also can be used only when and where employers can

make credible commitments to their workers to abide by the pay system that they

establish and not to cut the rate in the piece rate when the desired results are

achieved. Unfortunately, managers are all too often unable to make the credible

commitment for the same reason that they might find, in theory, the piece-rate
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system to be an attractive way (in terms of worker productivity and firm profits) to

pay workers. The basic problem is that both workers and managers have incentives

to engage in opportunistic behavior to the detriment of the other group.

Managers understand that many workers have a natural inclination to shirk their

responsibilities, to loaf on the job, and to misuse and abuse company resources for

personal gain. Managers also know that if they tie their workers’ pay to output, then

output may be expected to expand: fewer workers will exploit their positions and

loaf on the job. At the same time, the workers can reason that incentives also matter

to managers. As is true of workers, managers are not always angels and can be

expected, to one degree or another, to exploit their positions, achieving greater

personal and firm gain at the expense of their workers.

Hence, workers can reason that if they respond to the incentives built into the

piece-rate system and produce more for more pay, then managers can change the

deal. The managers can simply raise the number of pieces that the workers must

produce in order to get the previously established pay, or managers can simply

dump what will then be excess workers. Recall our earlier example (in note 8) of the

secretary who, when asked during a strike to take over a job that had been done by a

piece-rate worker with ten years’ experience, quickly began producing 375 percent

more than the experienced worker had. Workers in that firm were obviously shirk-

ing despite the piece-rate pay because they were afraid that the employer would

reduce the per piece rate if they produced as much per hour as they could.

To clarify this point, suppose a worker is initially paid $500 a week, and during the

course of the typical week she produces 100 pieces – for an average pay of $5 per piece.

Management figures that the worker is spending some time goofing off on the job and

that her output can be raised if she is paid $5 for each piece produced. If the worker

responds by increasing her output to 150 pieces,management can simply lower the rate

to $3.50 per piece, which would give the worker $525 a week and would mean that the

firm would take the overwhelming share of the gains from the worker’s – not manage-

ment’s – greater efforts. The worker would, in effect, be working harder and more

diligentlywith little to show forwhat she has done. By heeding the piece-rate incentive,

the worker could be inadvertently establishing a higher production standard.

These threats are real. In the 1970s, managers at a General Motors panel stamping

plant in Flint, Michigan, announced that the company would allow workers to leave

after they had satisfied daily production targets. Workers were soon leaving by

noon. In response, management increased production targets. The result was a bitter

workforce (Klein, Crawford, and Alchian 1978).

So, one reason that piece-rate systems aren’t more widely used is that managers

can abuse the systems, which means that workers will not buy into them at

reasonable rates of pay. Indeed, the piece-rate system can have the exact opposite

of the intended effect. We have noted that workers can reason that their managers
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will increase the output demands if they produce more for any given rate. However,

the implied relationship between output and production demands should also be

expected to run the other way: that is, the workers can reason that if managers will

raise the production requirements when they produce more in response to any

established rate, then managers should be willing to lower the production require-

ments when the workers lower their production after the piece-rate system is

established. Hence, the establishment of the piece-rate system can lead to a reduc-

tion in output as workers cut back on production.

The lesson of this discussion is not that piece-rate pay incentives can’t work.

Rather, the lesson is that getting the piece-rate pay system right can be tricky.

Managers must convincingly commit themselves to holding to the established piece

rate and not exploiting the workers. The best way for managers to be believable is to

create a history of living up to their commitments. They must create a valuable

reputation with their workers, which is all the more important when performance

targets are imprecise (Baker, Gibbon, and Murphy 1994).

Lincoln Electric’s pay system

Recall the case of Lincoln Electric described briefly in chapter 1. Lincoln Electric, a

major producer of arc-welding equipment in Cleveland, makes heavy use of piece-

rate pay. As Roberts (2004) and Miller (1992) have stressed, the Lincoln Electric pay

system continues to contribute to worker productivity for several reasons:

* First, the company has a target rate of return for shareholders, with deviations

from that target either adding to or subtracting from their workers’ year-end

bonuses, with the bonus often amounting to 100 percent of workers’ base pay.
* Second, employees largely own the firm, a fact that reduces the likelihood that

piece rates will be changed.
* Third, management understands the need for credible commitments. According

to one manager, “When we set a piecework price, that price cannot be changed

just because, in management’s opinion, the worker is making too much money …

Piecework prices can only be changed when management has made a change in

the method of doing that particular job and under no other conditions. If this is

not carried out 100 percent, piecework cannot work” (Miller 1992, 117).
* Fourth, Lincoln pursues a permanent employment policy. Permanent employees

are guaranteed only 75 percent of normal hours, and management can move

workers into different jobs in response to demand changes. Also, workers have

agreed to mandatory overtime when demand is high (meaning that the firm

doesn’t have to hire workers in peak demand periods). In other words, workers

and management have agreed to share some of the risk.
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* Fifth, to combat quality problems, each unit produced is stenciled with the initials

of the workers who produced it. If a unit fails after delivery because of flaws in

production, the responsible workers can lose as much as 10 percent of their

annual bonus.
* Sixth, large inventories are maintained to smooth out differences in the produc-

tion rates of different workers.
* Finally, with its reward system heavily weighted to performance pay, Lincoln has

attracted workers motivated by monetary rewards and willing to work hard.

Workers who aren’t so motivated don’t apply to Lincoln or, if they try working

at Lincoln and find that they aren’t willing to keep up with the pace of the

coworkers, tend to resign and work elsewhere.

The importance of the self-selection ofworkers in the Cleveland plant became clear to

Lincolnmanagementwhen the company bought plants in other countries and instituted

its piece-rate pay system, only to learn that the workers at the foreign plants had not

self-selected to respond to Lincoln’s pay system. The result was that the company’s

acquisitions were failures simply because its piece-rate system did not inspire the effort

response experienced in the Cleveland plant (Bartlett and O’Connell 1998).

When managers can change the rate of piece-rate pay

Does this mean that managers can never raise the production standard for any given

pay rate? Of course not. Workers should be concerned only if the standard is

changed because of something they – the workers – did. If management in some

way increases the productivity of workers (for example, introduces computerized

equipment or rearranges the flow of thematerials through the plant), independent of

workers’ effort, then the piece-rate pay standard can be raised. Workers should not

object. They are still getting their value for their effort and are not worse off. What

managers must avoid doing is changing the foundations of the work and then taking

more in terms of a lower pay rate than they are due, which effectively means

violating the contract or commitment with their workers.

There is a powerful lesson in what the manager at Lincoln Electric said: “Piecework

prices can only be changed when management has made a change in the method

of doing that particular job and under no other conditions” (Miller 1992, 117).

Otherwise, piece-rate pay can have the exact opposite effect of the one intended.

Two-part pay systems

There are innumerable ways of paying people to encourage performance. The two-

part pay contract – salary plus commission – is obviously a compromise between
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straight salary and straight commission pay structures. For example, a worker for a

job placement service can be paid a salary of $4,000 a month, plus 10 percent of the

fees received for any placement. If the recruiter can be expected to place two

workers a month and the placement fee is $15,000, the worker’s expected monthly

income is $7,000 ($4,000 plus 10 percent of $30,000).

This form of payment can be mutually attractive to the placement firm and its

recruiters because it accomplishes a couple of important objectives. First, the system

can be a way by which workers and their employers can share the risks to reflect the

way the actual placements depend on both the workers’ and the employers’ actions.

Whereas each worker understands that her placements are greatly affected by how

hard and smart she personally works, each also knows that often, to a nontrivial

degree, the placements are related to what all other workers and the employer do.

Worker income is dependent on, for example, how much the employer advertises,

seeks to maintain a good image for the firm, and develops the right incentives for all

workers to apply themselves.

Workers have an interest in everyone in the firm working as a team, and working

productively, just as the employer does. Productive work by all can increase firm

output, worker pay, and job security. As a consequence, although each worker may,

in one sense, “prefer” all income in the form of a guaranteed fixed monthly check,

the worker also has an interest in commission pay – if everyone else is paid

commission and if perverse incentives are avoided. Hence, a pay system that is

based, to a degree, on commission can raise the incomes of all workers. Put another

way, to the extent that one worker’s income is dependent upon other workers’

efforts, we should expect workers to favor a pay system that incorporates strong

production incentives for all workers.

With the two-part pay system, workers are given some security in that they can

count on, for some undetermined amount of time, a minimum income level – $4,000

per month in our example. The workers shift some of their risk to their employer, but

the risk the employer assumes need not equal the sum of the risk that the workers

avoid. This is because, as noted earlier, the employer usually hires a number of

people, and the variability of the income of the employer is, therefore, not likely to

be as great as the variability of the individual workers’ income.

[See online Video Module 12.4 Two-part pay packages]

Why incentive pay equals higher pay

Of course, firms can expect that incentive schemes that enhance firm profits do not

come free of charge. According to one early study, some 200 punch-press operators

in Chicago who were paid piece rate earned, on average, 7 percent more than

workers who did much the same jobs but who were paid a straight salary (so
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much per unit of time – for example, hour, week, or month) (Pencavel 1977).

According to another study involving more than 100,000 workers in 500 manu-

facturing firms within two industries, the incomes of the footwear workers on some

form of piece-rate or salary-plus-commission pay averaged slightly over 14 percent

more than the workers on salaries (with the differential ranging up to 31 percent

for certain types of jobs). The workers in the men’s coats and suits industry on piece

rate averaged between 15 and 16 percent more than the salaried workers (Seiler

1984). And the best evidence available suggests that the more workers’ incomes are

based on incentive pay, the greater the income differential between those who earn

piece-rate pay (or any other form of incentive pay) and those who don’t.

Of course, it may be that the income differential between incentive-paid and

salaried workers is a matter of the difference in the demands of the jobs incentive-

paid workers and salaried workers take. Incentive-paid jobs may pay more because

they are the jobs the most competent workers are most eager to take. However, the

studies cited have attempted either to look at incentive-paid and salaried workers in

comparable jobs or to have adjusted (by statistical, econometric means) the pay gaps

for differences in the “quality” of the different jobs.11

One of the more obvious explanations for why incentive-paid workers earn more

than salaried workers is that the incentive-paid workers accept more risk. After all,

the incomes of the incentive-paid workers can vary not only with the workers’

effort, but also with the promotional efforts of their firms and general economic

conditions in the market, among a host of other factors. A firm’s ad campaigns can

complement a worker’s efforts to sell a product or service. A downturn in the

national economy canmake sellingmore difficult, effectively dropping the workers’

rates of pay per hour (albeit for a long or short period of time). The incentive-paid

workers’ greater average pay amounts to a risk premium intended to account for the

prospects that income may not always match expectations.

The business lesson is simple: to get workers to accept incentive pay, employers

have to raise the pay. If both incentive-paid and salaried jobs were paid the same,

workers would crowd into the salaried jobs, increasing the number of workers

available to work for salaries and reducing the number of workers available to

work on commission. The incomes of the salaried workers, everything else being

equal, would tend to fall, whereas the incomes of the incentive-paid workers would

tend to rise. If there were no considerations other than risk under the different pay

schemes, the wage differential would continue to widen until the income difference

11 The study by Pencavel (1977) adjusts data for differences in education, experience, race, and

union status. The second study by Seiler (1984) adjusts for differences in union status, gender,

location of employment, occupation, type of product, and method of production, among other

variables.
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was about equal to the difference in the added “risk cost” the incentive-paid workers

suffered. That is to say, if the risk cost (or premium) were deducted from the pay of

incentive-paid workers, the resulting net pay of the incentive-paid workers would

be about the same as the pay of salaried workers.

But risk doesn’t explain the entire differential. One of the studies mentioned at

the start of this discussion found that the “risk premium” accounted for only a little

more than 3 percentage points of the pay differential in the footwear industry and

only 6 percentage points of the difference in men’s clothing (with a great deal of

variance reported across occupational categories) (Seiler 1984). A simple dictum

(one that is central to all the “organizational economics and management” sections

of this book) explains the differential: incentives matter! Incentive-paid workers

simply gain more from extra work than do their salaried counterparts. A salaried

worker is no doubt required to apply a given, minimal level of effort on the job.

Salaried workers can choose to workmore and producemore for the company. Their

extra work might have some reward – a future raise or promotion – but such

prospects are never certain. Many workers believe, with justification, that their

raises are more directly tied to the number of years they survive at their firms

than to how much extra they work and produce.

By way of contrast, the rewards of incentive-paid workers aremuchmore immediate,

direct, and contractual. Incentive-paid workers know that if they produce or sell more

for their firms, their incomes will rise immediately and by a known amount.

Accordingly, they have a greater incentive to apply themselves. One study in the early

1960s found that incentive pay improvedworker productivity by asmuch as 40 percent,

not all of which, as will be argued, is necessarily due to extra effort (Mangum 1962).

Incentive pay does more than just motivate greater effort. Different methods of

pay are likely to attract different workers (Lazear 2000). Workers who are relatively

unproductive, or who just don’t want to compete aggressively, are likely to opt out

of incentive-paid work, preferring salaried jobs. In short, workers who tend to be

more productive than average can be expected to self-select into jobs with incentive

pay. We should expect some firms to use incentive pay elements in many jobs

simply to cull the unproductive workers. Job applicants who know that they are

willing to work hard will convincingly communicate this willingness to prospective

employers through their acceptance of the the challenge of incentive pay.

If business becomes more uncertain, less predictable – as many seem to think it has

since the 1980s with the growing complexity and globalization of business – we

would expect the income gap between incentive-paid and salaried workers to widen.

Employers will want to increase their competitive positions by giving their workers a

greater incentive to work harder and smarter. Employers will want to shift a share of

the growing business risk to their workers, at a price, of course, through greater

reliance on commissions. At the same time, relatively speaking, more workers might
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seek to move to salaried jobs to avoid greater risk. However, their efforts will simply

hold salaries down, widening the gap between incentive-paid and salaried jobs.

Honest dealing with workers

Crucial to managers’ performance is the problem of getting workers to deal honestly

when their pay is at stake. For example, consider the manager whose salesforce

works out in the “field,” far removed from headquarters. The salespeople are hard to

monitor and they know a great deal more about the sales potential in their territories

than the managers at headquarters. How do the managers get the salespeople to

reveal the sales potential of their districts when they know that the information will

affect their sales performance criteria and the combination of the salary and

commission components of their compensation package? If the manager at head-

quarters simply asks the salespeople howmuch they can sell in their areas, there is a

good chance the salespeople will understate the sales potential. After all, some

understatement harbors the potential of raising the salary and commission rate.

One solution is to offer the sales personnel a menu of combinations of salary and

commission rates. Consider the set of three salary–commission rate combinations

illustrated in figure 12.10, which has salary on the vertical axis and sales on the

horizontal axis. One pay package has a high salary, S1, and a low commission rate,

which is described by the low slope of the straight, upward sloping compensation

line that emerges from S1 on the vertical axis. Another pay package has a lower

salary component, S2, and a higher commission rate, and yet a third has an even

lower salary, S3, and an even higher commission rate.

SP1 SP2

S2

S3

S1

Sales

High base
salary, low
commission
rate

Medium base
salary, medium
commission rate

Low base
salary, high
commission
rate

S
al

ar
y

0

Figure 12.10 Menu of two-part pay

packages

By varying the base salary and the

commission rate, employers can

get salespeople to reveal more

accurately the sales potential of

their districts. A salesperson who

believes that the sales potential of

his district is great will take the

income path that starts at a base

salary of S3. The salesperson who

doesn’t think the sales potential of

his district is very good will choose

the income path that starts at S1.
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What’s a salesperson to do? Lying about the sales potential of his or her territory

won’t help. Indeed, the salesperson isn’t even asked to lie. All she must do is choose

from among the compensation packages in a way that she, not themanager, believes

will maximize total pay. The salesperson who sees little prospect for sales will

choose the package with the salary of S1. The salesperson will be compensated for

the limited sales potential by a high salary. The salesperson who believes that the

sales potential will be greater than SP1 (on the horizontal axis) but less than SP2 will

choose the package with a salary of S2. The salesperson who believes that the “sky is

the limit” (meaning a sales potential greater than SP2) will choose the package with

the low salary of S3. This is the approach for establishing salary–commission rate

pay contracts at IBM (Milgrom and Roberts, 1992, 400–2). It’s not a sure-fire way of

making salespeople totally honest, but it can improve the managerial decision, and

that’s all that real-world managers can hope to achieve.

Our focus in this chapter has been exclusively on labor, but labor is hardly the

only resource. Firms need plant and equipment, which they can buy or lease. We

explain in online Reading 12.1 how the Irvine Company, a major real estate

company in Southern California, structures its contracts for rental property in

shopping malls to maximize both its own and its tenants’ profitability.

Practical lessons for MBAs: avoid becoming a monopsony

Monopsony analytics can easily be misleading. Taken uncritically, it can suggest to MBA

students that being a monopsony employer of labor (or any other resource) can yield a

competitive advantage. After all, as themonopsony graphical analytics suggest, a monopsony

can pay workers a wage rate lower than would be paid if the market were fully competitive.

Such can indeed be the case, but only when the monopsony is somehow assumed into

existence or somehow is magically imposed on a local labor market with all other employers

magically removed.

Firms that become large employers are notmagically imposed on local labor markets. They

generally grow within their labor markets as they expand the reach of their sales through

attractive product development and pricing. As they grow in sales, firms usually increase their

demands for labor within their local markets and increase the overall demand for labor. Their

growth causes them to push the wage rate that they and other firms pay up and above the

competitive levels that would have prevailed absent the growth in the dominant firms in the

local labor market. The upward press of their wage rates paid can make for a competitive cost

disadvantage for the growing firms. Hence, to keep their labor costs under control and their

product prices competitive, would-bemonopsonists should avoid dominating their local labor
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markets by expanding production in other markets within the country or across the globe

where wage rates are relatively low and where expanding firms can have minimal upward

influence on the prevailing wage rates.

There are two very good reasons large firms have plants in various locations. First, the spread

of production facilities enables them to spread their production risks. For example, the spread

of production facilities reduces the chance that a natural disaster in a given locale will wipe

out firms’ ability to continue in business even for a short time. Second, the spread of

production across various locales can reduce the firms’ labor costs by their studiously avoiding

becoming demand-elevating monopsonies in given labor markets.

Further reading online

Reading 12.1 Incentives in the Irvine Company rental contracts

The key takeaways from chapter 12 are the following:

1 The demand for labor is influenced by the laborer’s productivity and the price of the

laborer’s product. The supply of labor is influenced by workers’ opportunity costs.

2 In a competitive labor market, wage rates are determined by the interaction of willing

suppliers of labor (employees) and demanders of labor (employers).

3 Suppliers of labor (workers) are influenced significantly by the nonmonetary benefits of

employment, as well as by the value they place on their next-best alternative to

employment. Differences inmoneywage ratesmay not reflect true differences in full wage

rates.

4 In competitive labormarkets, wage rates above the intersection of supply and demandgive

rise to market surpluses, which can cause the wage rate to fall toward equilibrium. Wage

rates below the intersection of supply and demandgive rise tomarket shortages, which can

cause the wage rate to rise.

5 Monopsonists will maximize profits by hiring workers up to the point that the marginal

cost of the last worker equals her marginal value. Monopsonists can pay less than the

competitive wage rate because it can restrict the market demand for labor.

6 A minimum wage imposed on monopsony labor markets can cause an increase in the

number of workers hired.
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7 Workers who are paid for performance incur a risk cost, which can explain why they often

earn more than workers who are paid a straight salary. In addition, workers who are paid

for performance are also induced to produce more, which enables them to earn more.

8 In order for piece-rate pay systems to result in an increase in worker production,

employers must be able to credibly commit to refuse to lower the rate of pay when

workers increase their output.

9 Although paying for performance has a nice ring to it, providing the “right” pay for the

“right” performance is a serious, not always easily resolved problem for managers.

Accordingly, there are profits to be made from getting incentives right as surely as there

are profits to be made from getting product designs right.

10 One reason for employers paying workers in two parts – salary plus some form of

commission (or tie-in to performance) – is that both employer and employee can gain.

The employer can accept the risk associated with having to meet a regular, contracted

salary payment, and the employee can want the salary because it reduces her risk and, at

the same time, gives the employer an incentive to work hard at keeping the work going

(in order that the salary can be met with relative ease).

[See online Video Module 12.5 Ten major lessons, which, as suggested by the title, draws

out the ten overarching lessons that can be drawn from this textbook.]

Review questions >>
............................................................................................................

1 The government requires employers to pay time and a half for labor in excess of forty hours

a week. How should managers be expected to react to that law?What effect should such a

law have on the quantity of labor demanded? Why?

2 Does union support of laws outlawing child labor squarewith the private interests of union

members? How could the minimum wage rate and migrant housing standards affect the

wages of union members? How can they be expected to affect the prices of consumer

goods? Explain, using supply and demand graphs.

3 Suppose the government requires employers to pay a minimum wage of $10 per hour to

workers over twenty-two years of age. What effect should such a law have on the

employment opportunities and wage rates of persons under twenty-two?

4 How can government mandates requiring that employers provide their workers with

particular fringe benefits make workers worse off? How do such mandates affect the

supply and demand curves for labor? What happens to the market wage and employment

level?
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5 When would employers relax their work demands on their employees? Develop a

supply-and-demand-for-labor graph that shows how relaxed work demands can be

profitable to employers. When would employers stop relaxing their work demands?

6 What is the difference between “lax work demands” and “shirking”?

7 Are there reasons for believing that it is unlikely that minimum-wage laws would benefit

workers even in the case of some monopsony power by the employer?

8 Workers paid on a piece-rate basis often use the term “rate buster” for someone who

responds to the piece rate by turning out lots of output. Is “rate buster” a term of

endearment here? How does a reputation bymanagement for honesty and credibility help

eliminate the problem reflected by the term “rate buster”?

9 Is it possible that piece-rate pay can make firms less profitable even when piece-rate

pay decreases worker shirking and increases worker productivity? Explore with a supply-

and-demand-for-labor graph.
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