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Introduction

by David S. Evans

No antitrust case in recent history has attracted as much public attention
as U.S. v. Microsoft Corp. Nor has any antitrust case in memory raised as
many complex, substantive issues of law, economics, and public policy. This
volume constitutes an early effort to analyze some of the central issues and to
put the case in the context of the ongoing debate over the role of government
in managing markets – especially in technologically driven New Economy
industries.

All of these essays, it should be noted, are written by critics of the gov-
ernment’s efforts to regulate Microsoft. Indeed, many are by individuals who
were closely involved in the company’s legal defense and served as consult-
ants to Microsoft. But their work should be judged on the merits rather than
their provenance. For all represent serious scholarship by researchers com-
mitted to advancing the debate over government regulatory policies.

Part I opens with an analytic summary of the trial and its conclusions
(Evans, Nichols, Schmalensee). The second essay (Reddy, Evans, Nichols)
estimates what the profit-maximizing price of the Windows operating system
would be if it were indeed a monopoly, and offers an explanation for why
Microsoft charges so much less for a product with so dominant a share of the
apparent market. The third (Elzinga, Evans, Nichols) addresses remedy – most
notably, the logical gap between Microsoft’s legal liability as identified by the
trial judge and his proposed division of Microsoft into one company selling
operating system software and another selling applications software. The
fourth (Bittlingmayer, Hazlett) looks at the response of the stock market to the
early legal skirmishing over Windows – and looks in vain – for confirmation
that regulating Microsoft would increase efficiency. The fifth (Lopatka, Page)
assays the high price the D.C. Circuit Court of Appeals paid in terms of clar-
ity and consistency in order to generate a unanimous decision. The sixth
(Orland) dissects the appeals court’s logic in tossing out the judge without
tossing out his opinion.
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Part II examines some broader questions that divide policymakers strug-
gling to reconcile traditional antitrust with rapidly changing economic cir-
cumstances. The first essay (Evans) asks whether the antitrust laws are ade-
quate to the task of protecting consumers in an era of “winner-take-all” mar-
ket outcomes and Schumpeterian-style competition. The second (Evans,
Nichols, Reddy) challenges the conventional wisdom that the advantages of
incumbency give software producers substantial protection against competi-
tion. The third (Crandall) looks at major efforts to restructure industries by
means of antitrust enforcement in the past and finds little evidence that they
have served the interests of consumers. The fourth (Davis, MacCrisken,
Murphy) analyzes the reasons that producers of operating systems largely
compete by adding features to successive versions of the software. The fifth
(Cass, Hylton) uses the Microsoft case to illustrate the pitfalls in using intent
as a proxy for market outcomes in weighing the benefits of government inter-
vention. The last (Lerner) explores the dangers in using exceptionally high
rates of return for individual firms after the fact as evidence of anticompetitive
behavior in high-risk industries.

None of the essays, however, bring the Microsoft case up to date in light
of the complex appeals court ruling that tossed out many of the trial judge’s
findings of liability, modified others, and directed the new judge to devise “a
specific remedy” for the “drastically altered”1 liability findings. Hence this
brief summary of what stuck and what did not as the case marched through the
judicial system between May 1998, when the government filed the case, and
November 2001, when Microsoft, the Justice Department, and half the state
plaintiffs proposed a settlement.

The government made four broad allegations: market foreclosure and
tying under Section 1 of the Sherman Act, and attempted monopolization and
monopoly maintenance under Section 2 of the Sherman Act. The district court
judge, Thomas Penfield Jackson, rejected the Section 1 foreclosure claim as
well as several of the charges included under the Section 2 monopoly mainte-
nance claims. The government did not appeal any of the claims that it lost in
the district court. The state plaintiffs also claimed that Microsoft engaged in
monopoly leveraging in violation of Section 2 of the Sherman Act. Judge
Jackson granted Microsoft’s motion to dismiss that claim prior to the start of
the trial.

The appeals court then concluded that most of the violations found by the
lower court did not “withstand appellate scrutiny.” It reversed the Section 2
attempted monopolization claim, affirmed a portion of the Section 2 monop-
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oly maintenance claim, and vacated and remanded the Section 1 tying claims.2

The appeals court vacated the remedies ordered by the district court in their
entirety and remanded them for the district court “to determine the propriety
of a specific remedy for the limited ground of liability which we have
upheld.”3 Finally, the appeals court removed Judge Jackson from future pro-
ceedings, finding that he had violated a number of “ethical precepts.”4

In September 2001, the government announced that it would not pursue
the tying claims on remand. In November 2001, Microsoft settled the case
with the Department of Justice and nine of the state plaintiffs. As of this writ-
ing, the remaining plaintiffs will pursue their desired remedies before a new
judge.

MARKET DEFINITION AND MONOPOLY POWER

The district court and the appeals court agreed with the government that
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Microsoft had monopoly power in the market for operating systems for Intel-
compatible computers. This finding is significant because some of the actions
alleged by the government were unlawful only if Microsoft had monopoly
power in the market for operating systems – a firm must have a monopoly
before it can be accused of trying to maintain a monopoly.

The antitrust laws have long acknowledged that there is nothing inherent-
ly wrong with a firm’s having monopoly power, and of course many firms do.
The government did not claim that Microsoft had acted unlawfully in achiev-
ing its leading market position. Indeed, in an earlier case, the government
agreed that Microsoft had achieved its success through superior foresight,
skill, and luck.5

The government also claimed that Microsoft was attempting to obtain
monopoly power in the market for Web browsers. The district court did not,
however, find that there was a relevant market for Web browsers in which
monopoly power could be exercised. The appeals court precluded the govern-
ment from revisiting this issue in a new trial. As discussed below, this conclu-
sion was fatal to the government’s claim that Microsoft had attempted to
monopolize the Web browser market, and posed a substantial hurdle for the
government’s tying case on remand as well.

SHERMAN SECTION 1 ALLEGATIONS

Section 1 of the Sherman Act declares unlawful “every contract, combi-
nation in the form of a trust or otherwise, or conspiracy, in restraint of trade or
commerce...”6 The courts have interpreted this as prohibiting practices such
as price-fixing, exclusive dealing, resale price maintenance, and tying.7 The
government claimed that Microsoft had violated Section 1 by entering into
exclusive contracts with various parties as well as tying Internet Explorer (IE)
to Windows – that is, attempting to extend its monopoly by linking the sale of
a competitive product to a monopoly product.

Exclusive Contracts

The government asserted that Microsoft had prevented the distribution of
Netscape’s competing Web browser. The district court concluded that this
claim required that the government show that Netscape was substantially fore-
closed from getting its Web browser to consumers. The district court rejected
the government’s claim because:
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… in 1998 alone, for example, Netscape was able to distribute 160 mil-
lion copies of Navigator, contributing to an increase in its installed base from
15 million in 1996 to 33 million in December 1998. As such, the evidence
does not support a finding that these agreements completely excluded
Netscape from any constituent portion of the worldwide browser market, the
relevant line of commerce.8

The government did not seek to reverse this finding on appeal.

Tying

The government claimed that Microsoft violated the antitrust laws against
tying as defined by the Supreme Court in the Jefferson Parish (1984) decision.
According to the Supreme Court, a tie is illegal on its face if (a) there are two
distinct products; (b) the defendant requires customers to take the tied product
as a condition of obtaining the tying product; (c) the arrangement affects a
significant volume of commerce; and (d) the defendant has market power in
the tying product.9 The district court found that Microsoft’s combination of its
Web browser and its PC operating system met these four conditions and was
therefore illegal.

Under the Jefferson Parish test, there is no inquiry into whether the tie
ultimately benefits or harms consumers. A key issue at trial was whether the
appropriate test was the one set forth in Jefferson Parish or a very different one
set forth by the majority of a three-judge panel of the appeals court in a relat-
ed case concerning whether Microsoft violated an earlier consent decree. The
appeals court, with all seven available members reviewing the district court’s
decision, rejected both tests. It concluded that software like Windows, which
is used as a platform to support other software, should be subject to a rule-of-
reason test that weighs the pro-competitive and anticompetitive effects of
combining features. In particular, it found “…that integration of new func-
tionality into platform software is a common practice and that wooden appli-
cation of per se rules in this litigation may cast a cloud over platform innova-
tion in the market for PCs, network computers and information appliances.”10

The appeals court’s ruling allowed the government to retry its tying claim
under the rule of reason: The government would have to show that the harm
to competition in the Web browser market outweighs the benefits of integrat-
ing a browser into the operating system. But the ruling presented the govern-
ment with substantial hurdles on both sides of the equation. It precluded the
government from presenting any theory of harm that depends on a precise
definition of the market for Web browsers or on claims that such a market is
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protected by barriers to entry. It is unclear how, under these restrictions, the
government could prevail on a rule-of-reason argument.11 Moreover, the gov-
ernment would be obliged to focus on harm to competition in the Web brows-
er market; it could not consider the harm to competition in the operating sys-
tem market that was at the heart of the Section 2 allegations discussed below.
On the other side of the equation, the appeals court has noted that the integra-
tion of features in the operating system provides consumer benefits. “For
example,” the court noted, “the bundling of a browser with OSs enables an
independent software vendor to count on the presence of the browser’s APIs,
if any, on consumers’ machines and thus to omit them from its own package.”12

It also noted:
Bundling can also capitalize on certain economies of scope. A possible

example is the “shared” library files that perform OS and browser functions
with the very same lines of code and thus may save drive space from the clut-
ter of redundant routines and memory when consumers use both the OS and
browser simultaneously.13

The government decided not to retry its tying claim on remand.

SHERMAN SECTION 2 ALLEGATIONS

Section 2 of the Sherman Act condemns “every person who shall monop-
olize, or attempt to monopolize, or combine or conspire with any other person
or persons, to monopolize any part of the trade or commerce among the sev-
eral States, or with foreign nations…”14 The courts have defined “monopo-
lization” as having two elements: “(1) the possession of monopoly power in
the relevant market and (2) the willful acquisition or maintenance of that
power as distinguished from growth or development as a consequence of a
superior product, business acumen, or historical accident.”15 Although the gov-
ernment did not claim that Microsoft obtained its monopoly in operating sys-
tems unlawfully, it did charge that Microsoft attempted to maintain its monop-
oly in operating systems for Intel-compatible computers and to obtain a
monopoly in Web browsers.

Monopoly Leveraging

The complaint filed by the state plaintiffs alleged that Microsoft had vio-
lated Section 2 by “leveraging” its operating system monopoly.16 Monopoly
leveraging refers to the use of market power in one market to gain a competi-
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tive advantage in another market – even if that competitive advantage does not
involve an attempt to monopolize.17 Microsoft filed a motion to dismiss this
claim before the start of the trial. Judge Jackson granted that motion. He found
that the “Third and Ninth Circuits and many commentators have rejected the
[monopoly leveraging] theory outright, as contrary to both economic theory
and the Sherman Act’s plain language.”18

Attempted Monopolization of Web Browsers

The government charged that Microsoft first attempted to persuade Net-
scape not to distribute Web browsers for Intel-compatible computers. When
Netscape refused, the government claimed, Microsoft engaged in the exclu-
sionary and predatory behavior described above. The district court agreed. But
the appeals court reversed the trial judge’s decision because he did not find
that there was a Web browser market capable of being monopolized and the
government had not presented sufficient evidence on this issue at trial:

To establish a dangerous probability of success, plaintiffs must as a
threshold matter show that the browser market can be monopolized, i.e., that
a hypothetical monopolist in that market could enjoy market power. This, in
turn, requires plaintiffs (1) to define the relevant market and (2) to demon-
strate that substantial barriers to entry protect that market. Because plaintiffs
have not carried their burden on either prong, we reverse without remand.19

As a result, the appeals court did not address whether Microsoft’s meet-
ing with Netscape violated the antitrust laws. The district court’s finding con-
cerning that meeting therefore does not provide a basis for liability and will
not be considered by the new judge in formulating remedies.

Maintenance of the PC Operating System Monopoly

The monopoly maintenance portion of the government’s case is the most
difficult to summarize. It is based on allegations concerning numerous acts,
which the government claimed were individually anticompetitive but also col-
lectively constituted an anticompetitive course of conduct.20 Moreover, the dis-
trict judge was not always clear or consistent on which of these claims he
believed violated Section 2 of the Sherman Act.

Table 2 presents a summary of the various monopoly maintenance claims
and their disposition to date. The appeals court did not explicitly address more
than half a dozen of the actions that the district court found to be anticompet-
itive. Those findings are not a basis for liability, have no significance to the
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monopoly maintenance ruling, and are not relevant to the question of appro-
priate remedies.

Here, I analyze some of the highlights, organized according to categories
of violations alleged by the government. All of these violations depend on the
district court’s finding, which the appeals court accepted, that competing Web-
browsing software presented a unique threat to Microsoft’s monopoly in oper-
ating systems. The appeals court premised its analysis on the district court’s
finding that Web-browsing software had the potential to develop into an alter-
native to Windows that could have supplanted its core value, as a broad-based
platform for building and running applications.

Suppression of Netscape Distribution

The government charged that Microsoft engaged in a series of actions that
cut Netscape off from key channels of distribution and otherwise made it dif-
ficult for Netscape to get its Web browser into the hands of end users. The dis-
trict court found that Microsoft’s agreements with Internet access providers
(IAPs), Independent software vendors (ISVs), and Internet content providers
(ICPs) were, indeed, exclusionary. The district court also found that Microsoft
made it difficult for computer makers (often referred to as original equipment
manufacturers, or OEMs) to distribute computers with Netscape Navigator.

The appeals court reversed several of these findings. For example, it found
insufficient evidence of anticompetitive effects of Microsoft’s agreements
with ICPs, and it ruled that Microsoft had legitimate reasons to prohibit OEMs
from installing auto-loading shells on their PCs that would obscure the
Windows desktop. But it affirmed others. Most significantly, it affirmed that,
to maintain its operating system monopoly, Microsoft had imposed restric-
tions that made it less likely that Netscape Navigator would be distributed
through the two most important channels: OEMs and IAPs.

Tying/Bundling

The government claimed that by tying IE to Windows, Microsoft made it
harder for consumers to choose Netscape Navigator.21 The district court
agreed. The appeals court reversed some of the lower court’s findings and
accepted others.

It found that Microsoft’s inclusion of IE with Windows at no separate
charge – really the essence of the tying claim – was lawful. It further found
that Microsoft could not be held liable for designing various aspects of
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Windows, such as the Help system and Windows Explorer, to use built-in
Web-browsing software. In that sense, it found that Microsoft’s integration of
browsing features into the operating system was not an antitrust violation.

But the appeals court did accept the lower court’s findings that (a) com-
mingling of code specific to Web browsing with code that supplies operating
system functions, (b) failing to include IE in the Add/Remove Programs utili-
ty in Windows, and (c) prohibiting OEMs from deleting certain items from the
desktop and Start menu did make it harder for consumers to choose Netscape
Navigator. In effect, the appeals court accepted the lower court’s finding that
Microsoft had taken actions that made it difficult for OEMs and end users to
hide access to the IE integrated with Windows.

Predatory Pricing and Investment

The government distinguished predatory behavior from legal behavior by
considering whether the defendant made business decisions that would have
been the most profitable if the defendant were not anticipating monopoly
profits from destroying a rival.22 It claimed that, in several cases, Microsoft
had given up profits for the purpose of maintaining its monopoly in the oper-
ating system. These cases included: (a) investing $100 million a year in the
development of IE; (b) giving away IE to Internet access providers and end
users; (c) reducing the royalties paid for Windows by OEMs that agreed to
promote IE; (d) giving AOL valuable space on the Windows desktop in return
for its agreement to distribute IE exclusively; (e) giving other firms valuable
consideration in return for their either agreeing to distribute IE or agreeing not
to distribute Netscape Navigator; and (f) giving Internet access providers a
valuable set of software tools (IEAK) for installing and maintaining IE on
their Web servers.

The district court agreed with the government’s novel definition of preda-
tion. However, it did not seem to agree that investing in the development of IE
was by itself illegal:

Even absent the strategic imperative to maximize its browser usage share
at Netscape’s expense, Microsoft might still have set the price of an Internet
Explorer consumer license at zero. It might also have spent something
approaching the $100 million it has devoted each year to developing Internet
Explorer and some part of the $30 million it has spent annually marketing it.23

Nor did the district court seem to find that Microsoft’s agreement to allow
AOL to use IE technology for its subscription software was predatory,
although it condemned the aspects of that agreement that restricted the pro-
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motion and distribution of other browsers.24

But the district court did conclude that Microsoft had engaged in preda-
tion by (a) developing the IEAK software; (b) giving the IEAK away; (c) not
charging Internet access providers for IE; and (d) paying Internet access
providers a bounty for securing additional IE users. The appeals court reject-
ed these findings:

The rare case of price predation aside, the antitrust laws do not condemn
even a monopolist for offering its product at an attractive price, and we there-
fore have no warrant to condemn Microsoft for offering either IE or the
IEAK free of charge or even at a negative price. Likewise, as we said above,
a monopolist does not violate the Sherman Act simply by developing an
attractive product. Therefore, Microsoft’s development of the IEAK does not
violate the Sherman Act.25

Other Anticompetitive Acts

The district court agreed with the government that Microsoft demanded
that Netscape withdraw from platform competition – and then withheld cru-
cial information about Windows 95 following Netscape’s rejection of
Microsoft’s alleged proposal to divide the Web browser market. But the
appeals court did not hold Microsoft liable for these actions.

The government identified additional actions by Microsoft that were said
to undermine other threats to Microsoft’s operating system monopoly.

The district court found that Microsoft put Sun Microsystems’ Java pro-
gramming language at a competitive disadvantage. The appeals court agreed
with some of the lower court’s findings in this area but rejected others.

The district court also found that Microsoft took actions to discourage
Intel from distributing native signal processing (NSP) software and from
developing other software that could serve as a platform for applications. The
appeals court did not address NSP but did find liability for threatening Intel
regarding its work on a version of Java that met Sun’s requirements.

The district court found that Microsoft had tried to prevent the distribu-
tion of Apple’s QuickTime software for Windows, but the appeals court did
not explicitly address that finding.

Similarly, the district court found that Microsoft had attempted to induce
RealNetworks to halt development of its streaming audio software, but the
appeals court was silent on the issue.
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Course of Conduct

The government claimed that Microsoft should be held liable for engag-
ing in a course of anticompetitive conduct, regardless of whether any of
Microsoft’s individual actions were anticompetitive. The district court agreed,
but the appeals court vacated the finding:

The “course of conduct” section of the District Court’s opinion contains,
with one exception, only broad, summarizing conclusions. See, e.g.,
Conclusions of Law, at 44 (“Microsoft placed an oppressive thumb on the
scale of competitive fortune”). The only specific acts to which the court
refers are Microsoft’s expenditures in promoting its browser, see id.
(“Microsoft has expended wealth and foresworn opportunities to realize
more”), which we have explained are not in themselves unlawful. Because
the District Court identifies no other specific acts as a basis for “course of
conduct” liability, we reverse its conclusion that Microsoft’s course of con-
duct separately violates § 2 of the Sherman Act.26

REMEDIES

The government asked the district court to break Microsoft into two com-
panies, one that would hold the assets related to its operating system products
and another that would hold the assets related to its office productivity and
other applications products. The government also asked the district court to
impose a series of restrictions on the conduct of both companies (principally
the operating system company) for a period of time. The restrictions included
some forced sharing of intellectual property with other firms and limitations
on the integration of certain features into Windows.

Microsoft opposed the remedies and sought to have a hearing at which it
could present evidence concerning the government’s proposed remedies and
potential alternatives. The district court judge decided not to hold any eviden-
tiary hearings. Instead, he adopted the government’s proposed remedies with
minimal changes. The appeals court reversed:

[W]e vacate the District Court’s remedies decree for three reasons. First,
the District Court failed to hold an evidentiary hearing despite the presence
of remedies-specific factual disputes. Second, the court did not provide ade-
quate reasons for its decreed remedies. Finally, we have drastically altered
the scope of Microsoft’s liability, and it is for the District Court in the first
instance to determine the propriety of a specific remedy for the limited
ground of liability which we have upheld.27
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In addition to reversing the district court’s decisions, the appeals court
provided some guidance for the fashioning of appropriate remedies. In partic-
ular, it noted that:

If the court on remand is unconvinced of the causal connection between
Microsoft’s exclusionary conduct and the company’s position in the OS mar-
ket, it may well conclude that divestiture is not an appropriate remedy. While
we do not undertake to dictate to the District Court the precise form that
relief should take on remand, we note again that it should be tailored to fit
the wrong creating the occasion for the remedy.28

DISQUALIFICATION OF THE DISTRICT
COURT JUDGE

The appeals court held that the district judge’s secret meetings with
reporters while the trial was under way violated several “ethical precepts” set
forth in the Code of Conduct for United States Judges, as well as Section
455(a) of the Judicial Code, a federal statute. His violations were “deliberate,
repeated, egregious, and flagrant.” The appeals court disqualified the trial
judge retroactive to the remedy stage of the case and removed him from the
case going forward.

Microsoft had asked the appeals court to disqualify the trial judge retroac-
tive to the start of trial, while the government had argued that the judge’s
behavior did not warrant his disqualification at all. Microsoft unsuccessfully
petitioned the Supreme Court on this issue, arguing that the disqualification
should be retroactive to the date of the judge’s first disqualifying act.29

THE SETTLEMENT BETWEEN MICROSOFT, THE
JUSTICE DEPARTMENT, AND SEVERAL STATES

Most of the claims brought by the government against Microsoft did not
survive review by the district court and then by the appeals court. The states’
monopoly leveraging claim was dismissed before the trial. Two of the four
major claims that went to trial were ultimately discarded – the district court
rejected the exclusive contract claim under Section 1 of the Sherman Act, and
the appeals court rejected the attempted monopolization of the browser mar-
ket claim under Section 2 of the Sherman Act. A third claim – tying under
Section 1 – was vacated and remanded under conditions that made it unlikely
that the government could prevail.
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The fourth claim – monopoly maintenance under Section 2 of the Sher-
man Act – was affirmed in part and reversed in part. Many of the specific alle-
gations against Microsoft were made only under the monopoly maintenance
claim. Some of these were rejected by the district court, and the appeals court
rejected many more.

After the appeals court rendered its decision, the government decided not
to ask the district court to reconsider the Section 1 tying claim under the rule
of reason and announced that it would not seek a breakup of Microsoft.30 In
September, Judge Jackson’s replacement – Judge Colleen Kollar-Kotelly –
ordered the parties to engage in an intense effort to settle the case. After their
failure to do so on their own, she appointed a mediator, Professor Eric Green
of Boston University Law School, to assist them in the process. The Justice
Department and Microsoft informed Judge Kollar-Kotelly that they had
reached a settlement agreement on November 2, 2001. On November 6, nine
states indicated that they would join in that settlement, and at the time of my
writing, the remaining 10 plaintiffs31 had indicated they intended to continue
the litigation.

The proposed consent decree limits Microsoft’s ability to counter rivals’
middleware and other competing products. Some portions of the agreement
prevent Microsoft from taking particular business actions, such as entering
into exclusive distribution contracts, offering selective price cuts to individual
computer manufacturers, or restricting computer manufacturers from modify-
ing the appearance of the Windows desktop in prescribed ways. Other portions
require Microsoft to disclose information about its operating system products
that could help competitors design their own products.

The proposed consent decree defines a “Microsoft Middleware Product”
as “the functionality provided by Internet Explorer, Microsoft’s Java Virtual
Machine, Windows Media Player, Windows Messenger, Outlook Express and
their successors,” plus certain types of functionality if Microsoft trademarks it
and adds it to its client operating systems in the future. Most of the products
included in this definition do not match either what most people in the com-
puter industry think of as “middleware” or the way the term was used at trial.
For example, media playing and instant-messaging software are not consid-
ered middleware by industry specialists.32

Table 3 summarizes the terms of the proposed consent decree. For each
clause in the decree, the table notes whether the clause is a specific remedy for
a violation found by the appeals court,33 for a claim that was raised at trial but
not found to be a basis for liability by the appeals court, or for an issue that
was not addressed at trial. Table 4 adds a column to Table 2 that relates the
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terms of the proposed consent decree to the Section 2 allegations, some of
which became the basis (and the only basis) for the appeals court liability
findings.

These two tables show that the consent decree addresses all of the areas in
which the appeals court found violations, prevents Microsoft from engaging
in many actions that were not the basis of the liability findings by the appeals
court, and imposes requirements on Microsoft in some areas that were not
addressed in the trial. Moreover, the unusual definition of middleware further
expands the reach of the consent decree beyond the specific issues that were
the subject of the trial.

The consent decree thus goes well beyond providing “specific remedy for
the limited ground of liability.”34 Several examples are noteworthy. The decree
prevents Microsoft from offering price cuts or various incentives to individual
computer manufacturers. At trial Microsoft was accused of cutting good deals
with computer manufacturers that cooperated in not carrying competitive
products and raising prices to those that did. But this was not a basis for any
finding of liability by the appeals court.
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The proposed consent decree requires Microsoft to reveal communication
protocols between the operating systems used by individuals at home or at the
office (so-called “client” operating systems) and the operating systems used
for performing tasks on computer networks (“server” operating systems). The
interoperability of client and server operating systems was not an issue at trial.
Nor was there any allegation that directly concerned server operating systems.

Consider yet another example. The proposed consent decree requires
Microsoft to disclose information concerning Windows APIs that are used by
Microsoft middleware products. This requirement goes beyond the appeals
court decision in two ways. First, the appeals court did not find Microsoft
liable for failing to provide API information to Netscape, Sun, or any other
competitor. Second, the requirement covers middleware products, irrespective
of whether they might evolve into competing platforms.

The proposed consent decree falls short of the conduct remedies imposed
by Judge Jackson and, of course, does not provide for the breakup he ordered.
For example, the district court remedy required Microsoft to enable third par-
ties to examine the Windows source code.35 The proposed consent decree does
not have this provision, although it does establish a three-person technical
committee that would have access to the Windows source code.36 Nor does the
proposed consent decree include a requirement that Microsoft write Windows
in a way that allows computer manufacturers to remove whatever parts of it
they want – and to earn discounts from Microsoft based on how much of
Windows they remove!

After the appeals court decision, the government indicated that it would
ask for the same conduct remedies that Judge Jackson had imposed. However,
that position was not tenable. In remanding the remedies to the new district
court judge, the appeals court concluded, “Finally, we have drastically altered
the scope of Microsoft’s liability, and it is for the district court in the first
instance to determine the propriety of a specific remedy for the limited ground
of liability which we have upheld.”37

It is unknowable whether Microsoft could have settled the case for less or
whether the Justice Department could have settled the case for more – that is
the nature of settlement negotiations. However, the review above may provide
some help in understanding that the proposed consent decree is not surprising,
given the constraints Microsoft and the Justice Department were under.

Microsoft had to accept restrictions that addressed the specific violations
found by the appeals court. There is some case law that suggests that the dis-
trict court could impose remedies that go beyond enjoining the specific con-
duct that violates the Sherman Act. By the same token, since the appeals court
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specifically indicated that it remanded the remedies in light of its drastically
altered liability findings, the Justice Department had to cede conduct remedies
that it had obtained from Judge Jackson.38 As of this writing, several states
have decided not to accept the proposed consent decree. Under the schedule
adopted by the new judge, these remaining plaintiffs are supposed to present
their proposed remedies by early December 2001.
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Section 1: U.S. v. Microsoft Corp.: The Economics

Essay 1

An Analysis of the Government’s Economic Case
in U.S. v. Microsoft Corp.

by David S. Evans, Albert L. Nichols, and Richard Schmalensee*

Interested observers, even those well acquainted with the legal and economic
underpinnings of antitrust policy, no doubt had a hard time following the
arguments in the Microsoft trial by reading about them in the media. And for
good reasons.

For one thing, the government’s case turned on novel interpretations of
the law. For another, the government altered its case through the course of the
proceedings, in part in response to inconsistencies of logic and fact revealed
by cross-examination of its expert witnesses.

This paper, written by economists working for Microsoft’s defense team,
explores the economic underpinnings of the government’s case. And each pil-
lar of the government’s case is found to be fragile.

The case conflated the market for PC operating systems with the market
for software platforms, where Microsoft was challenged on a variety of fronts.
In charging that Microsoft was a predator, the government ignored the legiti-
mate reasons why the company would invest heavily in browsing features and
add them to Windows free. And nowhere did the government feel compelled to
forge durable links between its legal case and the modern economic rationale
for antitrust enforcement: the protection of consumer interests.

The very origins of the legal case are troubling. For it seemed to be about
punishing winners in the market and leveling the playing field – a reversion to
an older notion of antitrust as a means of balancing equities among competi-
tors rather than as a means of furthering the efficiency of markets. — D.S.E.
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U.S. v. Microsoft Corp. was mainly about what was known as the “brows-
er war.”1 Netscape Navigator was introduced in the fall of 1994,2 and it quick-
ly became one of the most widely used software applications ever offered.
Navigator’s popularity peaked in early 1996, when it accounted for more than
80 percent of browser use outside of proprietary online services.3 But it con-
tinued to retain a majority of users well into 1998. Microsoft introduced
Internet Explorer (IE) as part of the first release of Windows 95 in August
1995. Little used at first, IE’s share rose rapidly after the introduction of IE 3
in August 1996 and after America Online (AOL) began using IE components
in its proprietary subscriber software that November. By June 2000, when the
trial concluded, Microsoft’s share of browser use (including AOL’s subscriber
software) was just under 70 percent, while Netscape’s share was about 30
percent.4

Microsoft fought the browser battle as part of a broader struggle to remain
the leading provider of software platforms. A software platform contains mod-
ules of code that are accessed through application programming interfaces
(APIs). APIs provide a wide variety of features and services to software devel-
opers. Applications software developers use these APIs to economize on writ-
ing code for computer users who have the corresponding software platform
installed on their computers. Today, most personal computers use Microsoft
Windows5 as their software platform, and many software developers have
written applications that utilize some of the more than 5,000 APIs in Win-
dows.6 Microsoft included browsing features in Windows to encourage soft-
ware developers to write Web-enabled applications for Windows, with the
goal of increasing the demand for Windows by computer users.

Microsoft concluded that Netscape Navigator could become a competing
software platform if it added enough APIs that software developers wanted.7

The company also concluded that, if Navigator maintained its overwhelming
popularity as a browser, Netscape could be in a position to dictate evolving
Internet standards, and in the process deter applications developers from using
Windows’ Web-related features.8

Microsoft competed aggressively to win the browser battle and the plat-
form war. It invested about $100 million annually to develop improved ver-
sions of IE.9 It also invested in distributing IE technologies. For example, it
gave AOL its IE technologies to use in AOL’s subscriber software. It also gave
AOL a place in the Windows Online Services folder so Windows users could
click on an icon to sign up for the AOL service.10 Microsoft never sought to
make money from IE directly. The payback from developing and distributing
IE, as from its investments in other Windows features, came from increasing
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the value of Windows to make it more likely that Windows would remain the
leading software platform.

The government claimed Microsoft’s efforts to win the browser battle vio-
lated Sections 1 and 2 of the Sherman Act.11 This article argues that the eco-
nomic analysis presented in support of that accusation was internally incon-
sistent, was based on unsound economic theory, and conflicted with the facts.
The government refused to acknowledge that the relevant antitrust product
market was software platforms – even though its case was mainly about
Microsoft’s efforts to remain the purveyor of the leading platform in the face
of threats from Netscape, Sun, and others. That conceptual error forced the
government to depend on a series of economic arguments whose logic hinged
on software platforms’ not being a relevant market.

In its economic analysis of alleged predation, the government would not
acknowledge that Microsoft had reasons to invest in the development and dis-
tribution of IE for the purpose of competing to sell software platforms. In its
economic analysis of tying, the government refused to accept that Web-brows-
ing capabilities logically belong in software platforms, even though all plat-
form vendors, including IBM and Apple, also have included browsers. Other
analytic and factual errors compounded these fundamental mistakes.

This article also argues that the district court’s Findings of Fact did not
support its conclusions that Microsoft had violated Sections 1 and 2 of the
Sherman Act.12 The district court did not accept the government’s claims that
almost everything Microsoft did to win the browser war violated the Sherman
Act. Instead, it found that Microsoft’s principal anticompetitive actions
entailed not allowing computer vendors to remove IE from Windows and pre-
venting AOL and some Internet service providers from providing Navigator to
all subscribers who asked for it.13 Yet there was no evidence in the record that
the actions the district court found unlawful had a material effect on
Netscape’s share of browser use, or significantly harmed consumers. The dis-
trict court also found that Microsoft had engaged in tying only because it had
failed to provide a version of Windows that prevented end users from using
IE.14 Yet no evidence was offered that there was significant demand for a
browser-disabled software platform, and no other vendor promoted a brows-
er-disabled version of its platform.

The second section provides some background on the case. We show that
the government’s case was based on the propositions that Microsoft had no
legitimate “business reason” to fight to win the browser war since it did not
expect to earn revenue from IE.

The third section examines the government’s market analysis. We show
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that the government refused to acknowledge that the relevant product market
consisted of software platforms, even though, according to the government’s
witnesses, that is the arena in which Microsoft was battling Navigator and
Sun’s Java platform.

The fourth section analyzes the government’s monopoly maintenance
case, the centerpiece of the district court’s findings and the government’s case
on appeal. We show that the government’s predation analysis relies on both an
indefensibly narrow conception of how Microsoft earns a legitimate return on
investments in its platform and an analytic approach incapable of distinguish-
ing predation from vigorous competition.

The fifth section examines the government’s Section 1 tying and exclusive
dealing allegations. The government charged that Microsoft designed
Windows and contracted with distribution channels so that Netscape could not
compete effectively. We do not dispute the theory of this part of the govern-
ment’s case; these are potentially troublesome charges. However, we show
that the inclusion of IE in Windows and Microsoft’s contracts did not, in fact,
prevent consumers from obtaining and using Navigator.

The sixth section summarizes the district court’s findings. We show that
these findings – taken as true and as interpreted by the government in its
appeals brief – failed to establish a causal link between (a) the actions found
to be anticompetitive; (b) substantial effects in the market; and (c) impacts on
consumer welfare.

This article focuses on the trial record rather than the district court’s
Findings of Fact and Conclusions of Law for three reasons.15 First, the district
court rejected many of the implications of the government’s case, even though
it accepted much of the government’s logic. Since our focus is on the eco-
nomic foundations of the government’s case, we must go directly to the
source. Second, the district court’s findings are sometimes contradictory. For
instance, at one point the district court finds that Microsoft’s inclusion of IE at
no charge was predation but at another finds it to have been competition on the
merits.16 While the district court appears to condemn many of Microsoft’s
actions, it stops short of finding them violations of the antitrust laws. Third,
the district court’s findings lack citations to the trial record, making it impos-
sible to verify the findings.17 Events subsequent to the trial have also raised
other issues concerning the objectivity and reliability of the district court’s
findings.18
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BACKGROUND

The government claimed that Microsoft had tied IE and Windows togeth-
er and entered into exclusive distribution contracts that foreclosed Netscape
from the market in violation of Section 1 of the Sherman Act, and that it had
engaged in anticompetitive actions (including tying and foreclosing distribu-
tion) to maintain a monopoly in operating systems and to obtain a monopoly
in browsers in violation of Section 2 of the Sherman Act.19 To expedite the
trial, the district court limited each side to 12 summary witnesses who filed
written testimony and were cross-examined between October 1998 and
February 1999.20 Three rebuttal witnesses from each side testified in June
1999. Both sides then submitted proposed Findings of Fact to the district
court. The district court issued its Findings of Fact (FOF) in November 1999.21

After a failed mediation effort, the district court issued its Conclusions of Law
(COL) in April 2000.22 The government then submitted its proposed remedies,
with supporting declarations from three economists who had not participated
in earlier phases of the trial.23 It proposed dividing Microsoft into separate
operating system and applications companies, and imposing stringent conduct
restrictions and disclosure requirements dealing with a variety of software
products in addition to Windows. The district court held three hours of non-
evidentiary hearings, after which it issued a Final Order imposing the govern-
ment’s proposed remedies largely unchanged.24 We focus on the liability case.

Software Products and Technology at Issue

The Microsoft case involved consideration of three different functions that
computer software provides.25 A software platform provides software services
that applications developers can use rather than writing the code for those
services themselves. Examples include the code that stores a file on the hard
disk or instructs a modem to dial a telephone number. It is common to refer to
the modules of code that provide these services, as well as the specifications
that provide access to these modules, as “APIs.”26 Many platforms are part of
an operating system, which controls the computer hardware. For example, an
operating system sends instructions to the microprocessor to perform calcula-
tions and to move information to the hard disks and other storage devices. A
Web browser, in its most narrow incarnation, is software that enables users to
navigate the World Wide Web and to display files in the HTML format that has
become the standard on the Web.
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Relationships
There is a close relationship among software platforms, operating sys-

tems, and Web browsers. All operating systems provide APIs for communica-
tion with the hardware and therefore provide some platform services. Many
commercial operating systems, such as the Apple Mac OS and Windows, have
added APIs that provide a more extensive platform that eliminates the need for
applications developers to write their own code or to license third-party soft-
ware to provide many functions. The fact that most operating system vendors
promote their products as platforms for applications developers suggests that
this is efficient and responsive to consumer demand. With the emergence of
the Web as a popular resource, essentially all platform vendors added “free”
browsing capabilities to their products. Apple developed CyberDog for the
Mac OS, IBM developed Web Explorer for OS/2, and Sun developed HotJava
for Solaris.27 In the open-source movement, the popular KDE graphical user
interface for the Linux operating system uses an integrated browser to view
files stored on the computer’s own drives as well as files retrieved from the
Web.28

A browser is a natural addition to an operating system because it allows
the user to obtain information from the Web in the same way operating sys-
tems historically have obtained information from an increasing array of
sources and storage media. A browser is also a natural extension to a platform
because it enables software developers to access APIs that display HTML files
and provide other application features that can be used in conjunction with the
Web.

Economics of Software Platform Products
The software platform is an example of a product sold in a “two-sided

market” characterized by “network externalities.”29 A product serves a two-
sided market if the product is valuable only when both sides of the market use
it. The simplest example is a heterosexual singles bar: It is valuable only when
it attracts both men and women. A two-sided market has externalities when the
value obtained by customers on each side of the market is higher the more cus-
tomers there are on the other side of the market.30 Men and women value a sin-
gles bar more when there are more members of the opposite sex in it.

Software platforms are valued by end users if they are popular with appli-
cations developers and thus run attractive applications. They are popular with
applications developers if they economize on programming efforts and if they
are popular with end users. As with a singles bar, the externalities appear on
both sides and are interdependent. A consumer values a software platform
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more if the platform has more applications he wants. A software developer
values a platform more if the platform has more consumers who are potential
customers for her applications and it has APIs that make it possible to write
powerful applications quickly. To attract developers to this two-sided market,
platform vendors undertake wide-ranging efforts beyond providing desirable
APIs.31

The economics of software platforms generate economies of scale on both
the demand side and the supply side. Platforms that have more end users and
run more applications are more valuable products. Platforms also have
economies of scale in production, because there are substantial fixed costs in
writing software and marginal costs close to zero in copying and distributing
it. As a result, competition tends to lead to the emergence of a dominant plat-
form product. But the dominant platform product remains vulnerable to dis-
placement by alternative products that are substantially better from the stand-
point of end users and applications developers.

Network externalities and scale economies preclude me-too competition
against established leaders. Rather, competition comes from major innova-
tions that can displace the incumbent. As a practical matter, the dominant plat-
form is vulnerable because of rapid technological improvements in micro-
processor speeds, storage capacity, and, with the emergence of the Internet,
bandwidth. We return to this dynamic competition in the next section.

Alternative Platform Models
Middleware and Web application servers offer two alternative ways of

servicing this two-sided market. Middleware is software that provides APIs to
applications software – thus serving as a platform – while obtaining hardware
services through the operating system. Middleware could be written to run on
a variety of different operating systems and hardware while providing the
same APIs to applications – just as many applications provide similar user
interfaces on Windows and Macintosh platforms.32 Thus, applications written
for such middleware would, with its aid, run on that same set of operating sys-
tems without modification.33

An alternative model involves having the platform software and the appli-
cations reside primarily on a Web server. The user employs browsing software
to access applications through the Web (or via a company intranet employing
Internet protocols), with the interface determined by open Web standards, like
those governing HTML files. Thus a user running, say, the Macintosh operat-
ing system on a desktop computer can use a Web browser to link to and oper-
ate a tax-preparation program running on a Linux-based Web server.
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The Microsoft case was mainly about the threat posed to Microsoft’s
Windows software platform by two potential middleware products – Net-
scape’s Navigator and Sun’s Java. Navigator was designed to run on many
operating systems. It could have become middleware if it had included enough
useful APIs to attract software developers to use it for their applications.34 A
browser is potentially well suited as a Web-centric platform if it makes the
functions it performs for end users also available to applications developers
through APIs. Navigator could also have become middleware by distributing
certain Java technologies that provided an additional set of APIs.

Figure 1 illustrates the three platform models. The platform model on the
left is based on the marriage between a specific operating system and type of
hardware. The one in the center is based on middleware that sits on top of
many different operating system – hardware combinations. The one on the
right is based on applications that run off a central server computer and com-
municate through standard Web protocols to browsers running on “client”
computers with many different operating system – hardware combinations.
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The Browser Battle and the Platform War

Microsoft saw Netscape as a threat to its highly successful Windows soft-
ware platform. It fought the browser battle to win the war to be the leading
Web-centric platform.

Netscape’s Threat to Microsoft
In 1994, Microsoft began to develop its own browser for inclusion in

Windows 95, but when that effort proved too slow, it licensed code from a
third party, while continuing its internal efforts to develop its own.35 Microsoft
had strong incentives to invest in the development and distribution of brows-
ing features and functions in Windows. First, the expansion of Windows’
capacity as an operating system would make it more attractive to end users. In
1994-95, IBM’s OS/2 was mounting a significant challenge to Windows, and
IBM had announced in the fall of 1994 that it would include a “free” Web
browser in OS/2 in early 1995. It used this as a selling point, with full-page
ads that stressed its Internet capabilities: “The new 32-bit, multitasking, mul-
timedia, Internet-accessed, crash-protected, Windows-friendly, totally cool
way to run your computer.”36 All else being equal, the more attractive a plat-
form is to end users, the more attractive it is to applications developers. In
addition, by making browsing functions available to software developers
through APIs, Microsoft could increase the supply of applications for
Windows and thereby increase its value to computer users.

In October 1994, Netscape, a company that had been founded a few
months before, released a free beta version of its new Navigator Web brows-
er. Navigator 1, which was released in final form in December, was an instant
hit – ”the most widely used software application of all time.”37 Netscape dis-
tributed most copies at no cost. With the release of Windows 95 in August
1995, Microsoft’s browser, IE 1, was preinstalled on every new computer
shipped with the new operating system. However, despite the great success of
Windows 95 and the release of an improved IE 2 in December 1995, most Web
users continued to choose Navigator. One industry source estimated that at the
end of 1995, 20 times more copies of Navigator were in use than copies of
IE.38

Microsoft competed fiercely to reduce Netscape’s overwhelming lead. At
least two economic concerns motivated Microsoft. First, one of Netscape’s
founders, Marc Andreessen, boasted that Navigator would include enough
APIs to make it attractive to software developers. Navigator’s potential as a
platform was augmented by the fact that it was the first browser to include a
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run-time environment for Sun’s Java, which included many more APIs. If
Navigator/Java included enough useful APIs, and developers wrote popular
applications to those APIs rather than to Microsoft’s, Windows could, in
Andreessen’s famous words, become a “mundane collection of not entirely
debugged device drivers.”39

As it turns out, Netscape did not invest in developing significant APIs for
its browser software, and it never broke Navigator into functional components
that could be used by developers of third-party applications.40 (Beginning with
IE 3, Internet Explorer was “componentized” in this fashion.) Indeed,
Netscape’s CEO, Jim Barksdale, denied that he or Netscape as a whole had
ever shared Andreessen’s expansive platform vision.41 Moreover, Java has thus
far proved inadequate as a platform for developing major PC applications.42

Microsoft had a second concern. If Navigator continued to be the over-
whelming favorite of Web-browser users, Netscape would be able to set de
facto standards for the Web, determining the path of the Web’s future devel-
opment. These Netscape-driven standards would put Microsoft at a disadvan-
tage both by making it more difficult for it to offer useful Web-related APIs to
developers and by making it more difficult for it to compete with Netscape in
the market for Web servers (the software on which Web content resides and on
which Web-based applications run). Although Netscape emphasized its
reliance on “open” standards, in fact it was implicitly extending those stan-
dards in proprietary ways in 1995 and 1996. Tens of thousands of Web sites
carried the “Best Viewed with Netscape Navigator” logo. Indeed, until IE
caught up, Navigator was the only browser that could view Web content rely-
ing on Netscape’s newest features. Even in late 1996, PC Magazine wrote:

Not surprisingly, Netscape Communications Corp., the maker of
Navigator – the leader with 80 to 90 percent market share for browsers –
wants to continue to set the pace for the emerging interactive Web. Its HTML
extensions, notably those for presenting tables and frames, have become
standards for Web designers. Netscape’s Navigator plug-in architecture is the
de facto standard for adding multimedia pizzazz to a Web site, and its sup-
port for Sun Microsystems’ Java is the most popular way of embedding inter-
active elements into Web pages.43

As the government correctly observed, Microsoft sought to prevent
Netscape from continuing to dominate the evolution of the Web.44

Competition Between Microsoft and Netscape
Over the next few years, Microsoft and Netscape competed in three major

ways. First, they engaged in innovation competition. Each raced to release
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versions that would include new or improved features. At first Microsoft
played catch-up, adding support for “frames” and animated graphics. Later
Microsoft added its own new features, such as dynamic HTML. Microsoft
spent about $100 million a year between 1995 and the time of trial to improve
IE.45

Table 1 shows quality comparisons between IE and Netscape over this
time period, based on third-party reviews drawn from 13 major computer
magazines.46 For the first two versions, Navigator was the unanimous choice
of the reviewers. With the release of IE 3 in August 1996, Internet Explorer
achieved rough parity; with the release of IE 4 in October 1997, Microsoft
passed Netscape: three-quarters of the reviews ranked IE as superior, and none
labeled Navigator as better. Internet Explorer continued to lead with IE 5,
which bested Navigator 4.5 by similar margins.47

IE 3 also offered advantages to developers over Navigator. IE 3 had com-
ponents that provided services to other parts of Windows and also exposed
numerous APIs useful to third-party developers. IE 4 made even more servic-
es available.48 By contrast, Navigator provided software developers minimal
access to its features. For example, when a user asked Intuit’s Quicken per-
sonal financial software to access information on the Web using Navigator,
Navigator launched in a separate window, retrieved the information from the
Web, and then reactivated Quicken. In contrast, Quicken was able to use IE 3’s
components to obtain information from the Web without ever leaving the
Quicken environment.49

Microsoft and Netscape also engaged in price competition. Microsoft
gave its browser away to all users: It included the browser in the operating sys-
tem, made upgrades available free, and (starting with IE 3) developed and dis-
tributed free versions of IE for Apple’s Macintosh and for major versions of
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the Unix operating system (used on high-level workstations in corporations
and universities). Netscape followed a “free but not free” strategy.50 Some
users (e.g., students and professors) were entitled to free licenses. Other indi-
viduals could use trial or beta versions free but were supposed to pay $39 to
$79 for final versions (depending on the period and the model). Although
Netscape let anyone download copies and made little attempt to collect license
fees from individuals, many in fact paid.51 Netscape also charged license fees
to businesses and to Internet service providers (ISPs), as well as to others who
wanted to distribute Navigator to their customers. As IE’s quality improved,
Netscape found customers increasingly resistant to its charges, and it elimi-
nated all license fees in early 1998.52

Last, Microsoft and Netscape competed in making their browsers readily
available to computer users. Netscape pioneered large-scale distribution of
commercial software via the Web. Navigator was available for free downloads
on Netscape sites and on the Web sites of many of Netscape’s partners. Tens
of thousands of other Web sites had links that would take users to a download
site. For a fee, Netscape also licensed ISPs to distribute Navigator to their cus-
tomers. Businesses could license Navigator directly from Netscape. Colleges
received free licenses and the right to distribute free copies over their internal
networks. Netscape also distributed Navigator through computer makers
(original equipment manufacturers, or OEMs) under varying arrangements.
Some paid fees, whereas others included an icon that let end users connect to
a referral server where they could sign up for an ISP; Netscape gave OEMs
part of the fee paid by ISPs for each new customer. Some ISPs (such as Spry)
also struck deals directly with OEMs to include Navigator and a desktop icon
to sign up with the ISP.53

Starting with the first release of Windows 95, all copies of Windows pre-
installed on new computers included IE code and an IE desktop icon.
Subsequent versions of IE were included along with other improvements in
“service releases” that were installed on new PCs. After the first retail release,
all retail copies also included IE. New versions of IE were always available
free for downloading, so that anyone who wanted to update the previous ver-
sion could do so. Just before IE 3 was released, only 16 percent of IE users
had downloaded their copies. In the next quarter, however, following IE 3’s
release, 49 percent of IE users reported having downloaded their copies.54

Competition for distribution increased with the release of IE 3 in August
1996. Microsoft secured significant distribution when AOL and the two other
large online services (OLSs) agreed to integrate Microsoft’s IE browsing tech-
nologies into their subscriber software. In addition, Microsoft secured distri-
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bution through many ISPs, a channel that Netscape previously had dominated.
In 1997, Microsoft entered into agreements with various Internet content
providers (ICPs), such as Disney, to promote IE and to restrict their promotion
and distribution of competing browsers.55

The Government’s Line Between Competition and Predation

The government concluded that Microsoft’s intense efforts to increase
IE’s share of browser use crossed the line from competition to predation. To
understand where the government drew that line, we begin by explaining the
government’s theory of the case and then summarize the actions it claimed
violated the Sherman Act.

The Government’s Theory of the Case
The government asserted that there were two relevant markets: operating

systems for Intel-compatible personal computers, in which Microsoft had a
monopoly, and browsers, which constituted a separate product. Developers
would write applications “first and foremost” for the most popular operating
system, and consumers would use an operating system only if many applica-
tions were available for it.56 Indeed, at times the government made it sound as
if developers wrote only for the most popular operating system, and that con-
sumers would always choose the operating system with the largest number of
applications.57 Because Windows had become very popular with both devel-
opers and users, the government contended that its monopoly was protected
by an “applications barrier to entry.”

Despite this barrier, the government claimed, Microsoft was concerned
that the following sequence would unfold.

1. Navigator (alone or in combination with Java) would become the stan-
dard platform to which applications developers wrote software.58

2. This middleware platform would work with many different operating
systems (and types of hardware), thereby making users less concerned with
what operating system was installed on their computer.

3. This would facilitate new entry into operating systems.
4. This competition – which would “commoditize” the operating system

(much as PC hardware had become a commodity in the 1980s) – would elim-
inate Microsoft’s monopoly power.59

With Windows no longer an important platform, Microsoft would become
one of many firms selling an operating system that controls the hardware but
offers only the most basic services to applications developers. In essence, the
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market would shift to the middleware model shown in the center of Figure 1.
As for the browser, the government argued that it was a complement to the

operating system just like any application. Consumers would have a greater
demand for Microsoft’s operating system if they could also use it to run a
high-quality browser.60 If Microsoft had not been trying to protect its monop-
oly, the government argued, it should have wanted to encourage the use of
Netscape Navigator.61 Microsoft might have wanted to compete in the brows-
er business, but in fact it had no plans to earn money from selling browsers.
According to the government, Microsoft attempted to monopolize the brows-
er market to prevent the erosion of the applications barrier to entry and there-
by to maintain its monopoly in operating systems.

This was the major theme of the government’s case: Microsoft tried to
prevent the “erosion” of the applications barrier to entry to avert “commoditi-
zation” of the operating system.

Distinguishing Between Competition and Predation
From this perspective, almost everything Microsoft did to popularize its

browsing software – and much that it did to improve its software platform –
crossed the line from competitive to predatory behavior. According to Fisher:

…Microsoft began devoting at least $100 million per year to developing
its own browser.…Microsoft also spent tens of millions of dollars a year
marketing and promoting Internet Explorer.…Microsoft’s internal docu-
ments make it clear that Microsoft undertook its browser development not to
make money from browsers…but to prevent Netscape’s browser from facili-
tating competition with Microsoft’s monopoly operating system. This is the
essence of predatory monopoly maintenance.62

The government also claimed that Microsoft engaged in predation by
compensating AOL to persuade it to use IE technologies, by offering ISPs
consideration for distributing IE, and by not charging for IE.63

The Government’s Allegations
The government claimed that Microsoft violated Section 2 of the Sherman

Act by engaging in a predatory and exclusionary campaign to prevent
Navigator, by itself or in combination with Java, from becoming a middleware
platform. This predatory campaign included tying IE to Windows and making
it harder for Netscape to distribute Navigator.64 The government also claimed
that Microsoft violated Section 1 by tying IE to Windows (a per se violation,
according to the government) and foreclosing Netscape from the market.

The government also introduced several specific episodes as evidence of
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what the district court judge later called Microsoft’s “corporate practice to
pressure other firms to halt software development that either shows the poten-
tial to weaken the applications barrier to entry or competes directly with
Microsoft’s most cherished software products.”65 These episodes included a
June 1995 meeting in which Microsoft allegedly tried to get Netscape to
refrain from competing in platform-level browsing software and non-browser
incidents with IBM, Apple, RealNetworks, and Intel. The facts of each
episode are disputed, and the corresponding allegations have little economic
content. As a result, we do not address them, except to note that in four of the
five cases, Microsoft’s alleged pressure came to naught: Netscape rebuffed
Microsoft’s overtures (whatever their nature), Apple refused to stop develop-
ing and giving away QuickTime for Windows, RealNetworks continued to
develop and distribute basic multimedia streaming software, and IBM refused
to reduce promotion of its competing products to obtain the lower price of
Windows it wanted from Microsoft.66 Microsoft was successful in delaying the
release of native signal processing (NSP) software developed by Intel. But
Microsoft’s objections were based in large part on NSP’s incompatibility with
Windows 95, which Microsoft was about to release.67

OPERATING SYSTEMS, PLATFORMS, AND THE
APPLICATIONS BARRIER TO ENTRY

The government’s theory of the case was at war with itself throughout the
trial. On one hand, government witnesses described how Microsoft was con-
cerned that middleware would displace Windows as the leading platform and
how Microsoft mounted aggressive efforts to prevent the emergence of
Navigator, Java, and other middleware. The government sought Microsoft’s
breakup to give the newly created applications company an incentive to devel-
op Microsoft Office into a middleware platform that could compete with
Windows.68 On the other hand, neither of the relevant antitrust markets defined
by the government included middleware threats to Microsoft. The government
denied that software platforms constituted the relevant market for evaluating
its claims.69 Yet it could not identify another antitrust case in which the alleged
victims of the predatory behavior were not in the relevant antitrust market.70

The government argued that the key relevant market for evaluating its
claims was that for “operating systems for Intel-compatible PCs” in which
Microsoft had no serious immediate rivals.71 It asserted that Microsoft was
concerned that the success of middleware platforms would result in entry into
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operating systems. The value of Microsoft’s Windows products, however,
results primarily from their popularity as a software platform among applica-
tions software developers and computer users who want to run those applica-
tions. The government also claimed that getting software developers to write
applications for Windows was mainly intended to erect a barrier to entry into
operating systems. Yet any company that wants to supply a software platform
must invest in supporting the applications developer side of the market as well
as the end-user side of the market. The developer side of the market is an
important source of value to consumers, one in which platform vendors can
invest, just as they can invest in technical R&D to improve quality or in more
effective distribution. Therefore, calling the availability of complementary
software an “applications barrier to entry” is like saying that there is a “prod-
uct-quality barrier to entry” that innovation seeks to raise.

The government’s conclusion that operating systems for Intel-compatible
PCs was a relevant antitrust market was based on two major mistakes in its
economic analysis. First, the government’s assertion that the stock of applica-
tions results in an immense barrier to entry is based entirely on a theory of
how applications come to be written for operating systems – a theory that it
did not test. Moreover, the government’s theory is based on a simplistic model
of network industries that assumes irrational behavior on the part of market
participants. Second, the government’s product market analysis assumes that
the relevant competition is over price in a static market. In reality, competition
in a dynamic market takes place largely on innovation. Incumbents are con-
strained not by prices charged by existing competitors, but by the prospect of
displacement through drastic innovation by known and unknown competitors.

As a result of these analytic mistakes, the government based its case on
the proposition that Microsoft had durable monopoly power in the market for
Intel-compatible PC operating systems. As we discuss, a firm with such a
durable monopoly would maximize its profits by charging many times what
Microsoft charges for Windows.

The Government’s Theory of How Applications Come to Be
Written for Operating Systems

The government’s case is based on a mechanistic model of how applica-
tions come to be written for operating systems. Software developers write
“first and foremost” to the platform that has the most users.72 Consumers use
the platform that has the most attractive set of applications. There is a positive
feedback loop between consumers and software developers: As more con-
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sumers use a platform, more software developers write applications; as more
applications are available for a platform, more consumers want to use it. These
feedbacks automatically accrue to the most popular platform and are so pow-
erful that they lock out competitors.

The government argued that Microsoft’s market position resulted from
this kind of powerful feedback process. Microsoft received an early advantage
over other platforms because IBM chose MS-DOS to be the operating system
for its new PC in 1981.73 Software developers wrote applications that ran on
MS-DOS. By making successive generations of its platform compatible with
these applications, Microsoft accumulated a large stock of applications that
ran on its platforms.

In the government’s model, that large stock of applications created an
insurmountable barrier to entry. Consumers will not use a platform that does
not have a large supply of applications. Even the 12,000 applications available
for the Apple Macintosh are not enough.74 Furthermore, software developers
will not write applications for platforms that most consumers do not use.
Hence the “applications barrier to entry.”75

The government’s mechanistic model does not consider the profit motives
of the economic actors or other characteristics of the platform and its comple-
mentary products. Nor does it permit the economic actors to make strategic
choices. Economists have recognized that such models have limited relevance.
Positive feedback effects are an important aspect of competitive dynamics in
the platform business, but they are only part of the story.76

Behavior of Platform Vendors and Software Developers
Platform vendors need to make investments that attract both consumers

and software developers. Neither side of the market comes free of charge. In
the case of consumers, the platform vendor must invest in making the platform
reliable and easy to use. It also needs to make sure that the consumer has an
adequate stock of high-quality applications that run on the platform and that
perform the tasks most important to potential customers. In the case of devel-
opers, the platform vendor needs to invest in building features into the plat-
form that reduce the cost of writing applications and that enable developers to
offer attractive applications. The platform vendor also needs to invest in mak-
ing sure that many consumers are using its platform so that software develop-
ers have more consumers to whom they can sell their applications. A basic ele-
ment of competition among platform vendors therefore consists of attracting
software developers to write applications for the platform. All platform ven-
dors invest in developing APIs for software developers and “evangelizing”
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those APIs – that is, persuading software developers to use them.77 Microsoft
takes a particularly intensive and structured approach to this process.78 Other
platform vendors engage in similar activities.79

Contrary to the government’s theory, developers do not automatically
write to the platform with the most users. They care about, among other
things, the characteristics of users and how much they are willing to pay. Unix
applications and development tools, for example, generate three-quarters as
much revenue as those for Windows even though Unix has a tiny fraction of
the number of users of the Windows platform.80

Developers also care about the degree of competition they face. A large
existing market may be much less attractive than a small emerging one if the
former already has popular, high-quality incumbents in the developer’s appli-
cation category. If one wanted to develop and market a new personal finance
application, for example, it is far from obvious that the best target platform
would be Windows, where Intuit’s Quicken is the leader and Microsoft Money
already competes. Software developers also care about the cost of writing their
software. It is cheaper to write software to a platform if the vendor has devel-
oped more APIs that the developer can use. Windows is widely acknowledged
as having the most extensive set of APIs and the most complete set of devel-
oper tools to make use of those APIs in applications.81

The Government’s Simplistic Model Versus the Facts
The government’s mechanistic theory is not consistent with the facts.

When MS-DOS was introduced in 1981, there were two other software plat-
forms that had larger stocks of applications available – the Apple II OS and
CP/M. One of those incumbents also offered a version (CP/M-86) that ran on
the new IBM PC and that was endorsed and marketed by IBM.82 Under the
government’s theory, developers and end users should have chosen CP/M over
MS-DOS. They did not.

By the same reasoning, IBM’s OS/2 should have beaten Windows. When
Windows 95 came out, IBM’s OS/2 Warp 3.0 had been on sale for almost a
year. It offered full compatibility for MS-DOS and Windows 3.x applications,
and over 2,000 more applications written specifically to run on OS/2.83

Windows 95 also had backward compatibility, but it had virtually no applica-
tions written to take advantage of its new features.84 End users and developers
should all have chosen OS/2 instead of Windows 95 because OS/2 had more
applications written to it.85 Yet few did so.

Nor can the government’s theory explain why Microsoft and other plat-
form vendors invest heavily in developing and evangelizing features that will
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attract software developers to their platforms. That behavior is inconsistent
with the model’s prediction that “once ahead, always ahead.” Under the gov-
ernment’s theory, Microsoft is irrational in devoting 2,000 employees and
$600 million per year to developer support, because it would automatically get
the full attention of developers simply by virtue of Windows’ position as lead-
ing platform.86 The government responded that it makes sense for Microsoft to
invest in order to raise the applications barrier to entry. But under the govern-
ment’s view, Microsoft’s share of operating system sales is so high that it
would be pointless to make that barrier much higher.

The government’s theory is inconsistent with the fact that many firms have
invested and are investing in creating platforms to challenge Windows. IBM
invested substantially in OS/2, Sun and others are investing in Java, and many
companies are investing in Linux.87 It is also inconsistent with its remedy the-
ory that splitting Microsoft would lead the new owner of Office to write a ver-
sion for Linux (because Linux does not yet have many PC users).88

In fact, developers write applications quickly for promising platforms.
Recent increases in sales of Apple computers resulted in more applications for
the Mac OS.89 Software developers are writing applications for the Windows
CE and Psion operating systems for hand-held devices even though the Palm
OS runs on 61 percent of hand-held computers shipped in 1999 and has more
than 1,000 applications written for it already.90 An analysis of 18,000 software
firms shows that most write for multiple platforms. In 2000, 68 percent reported
writing for Windows, but 48 percent wrote for Unix, 19 percent wrote for Mac-
intosh, and a third each wrote for proprietary operating systems used in main-
frames and minicomputers. Moreover, from 1996 to 2000 the proportion tar-
geting non-Windows platforms grew, while that targeting Windows shrank.91

The Government’s Economic Analysis of the Applications Barrier to Entry
There were three major problems with the government’s claim that there

was an almost insurmountable barrier to entry into operating systems. First, as
we have seen above, its claim was based on a mechanistic positive-feedback
model that was inconsistent with the facts of the operating system/platform
business.

Second, the stock of applications could constitute an entry barrier only if
it would cost more for an entrant to develop that stock of applications than it
cost Microsoft. The government’s economists did not attempt to demonstrate
this empirically; they based their conclusion on the assertion that the stock of
applications is determined by first-mover advantages and positive feedback
effects.
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Third, the government ignored the nature of competition in the software
business. Unlike competition in traditional industries, this competition does
not involve entry with a comparable (“me-too”) product followed by price
competition. A me-too entrant would be unlikely to recover its investment,
because prices could be competed down to marginal cost (essentially zero). In
the mid-1980s, for example, Microsoft focused much of its application effort
on the Macintosh platform, rather than its own, more popular MS-DOS plat-
form, where Lotus 1-2-3 dominated spreadsheets and WordPerfect was rapid-
ly becoming the most popular word processor. Microsoft’s strategy was suc-
cessful: Excel and Word quickly became the most popular applications in their
categories on the Macintosh platform. New platforms also need not have as
broad a base of applications as older ones. One critical “killer application” that
provides unique capabilities users want can make the difference, starting the
“virtuous circle” that attracts users and developers to a platform. For example,
Lotus 1-2-3 is sometimes credited with cementing the popularity of MS-DOS
and Intel-compatible PCs.92

The Lack of Entry
The lack of entry into operating systems for Intel-compatible computers

is consistent with at least three possible pro-competitive explanations.
One is that the threat of entry has forced Microsoft to set its prices low

enough and its quality high enough to discourage entry.93

A second is that Microsoft has continued to prosper because of the mis-
takes that its rivals made. The business press provides ample discussion of
mistakes that Apple and IBM made in promoting their platforms. Apple
refused to license the Mac OS to other OEMs, which inflated the price of the
total system. IBM’s first versions of OS/2 required expensive hardware
upgrades, and IBM initially ignored consumers, focusing on large business
users (who were customers for IBM’s larger computers). And neither has ever
supported developers to the extent that Microsoft does.94

A third explanation recognizes that Microsoft has produced several dis-
tinct versions of its operating systems over the last 20 years: MS-DOS,
Windows 3.x, Windows NT, and Windows 9x. Each new version faced
entrenched incumbents (CP/M for DOS, Unix for Windows NT) or other
strong contestants (OS/2 and numerous graphical user interfaces for Windows
3.x, OS/2 Warp for Windows 95). Each was a bet-the-company effort, where
the winner of the race was long in doubt. Even with Windows 95, where hind-
sight suggests success was a foregone conclusion, many doubted at the time
that Microsoft would be able to complete Windows 95 when it did, or that
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Windows 95 would trump IBM’s OS/2 Warp, a formidable competitor.95

Static Versus Dynamic Competition

The government got the economics wrong in another fundamental way.
The case was mainly about dynamic competition, based on innovation, to
become the leading platform vendor. Yet the government’s analysis of market
definitions and monopoly power relied entirely on a static model in which
competition is mainly over price.96 As a result, it did not address the questions
that must be answered to determine whether Microsoft had monopoly power
in any relevant market.

Types of Competition
In static competition, an identifiable group of firms vie for sales. They

compete primarily over price and modest differences in product attributes.
Although innovation may take place and new firms may enter the market,
competition is mostly on price. In dynamic competition, on the other hand,
firms attempt to leapfrog each other with significantly better products (e.g.,
Lotus 1-2-3 was not only a better spreadsheet than VisiCalc; it added new fea-
ture categories, including charts and macros) and in some cases totally new
products that render existing products obsolete (e.g., personal computers with
word-processing software made dedicated word processors obsolete).
Dynamic competition may well involve innovation by previously unknown
competitors. Therefore, the best any firm can do is to engage in rapid innova-
tion in the hopes that it will remain ahead if it is the current leader or that it
will leapfrog the leader if it is not.

The battle among Microsoft, Netscape, and Sun described by the govern-
ment primarily involved dynamic competition. When Marc Andreessen said
that Netscape would displace Windows as the leading platform, he was 23
years old and his company was only a year old. Java had been invented in
1992, but it was originally seen as a platform for consumer electronics, such
as telephones and toasters; its appearance in 1995 as a “write-once, run-every-
where” platform was a brand-new role.97 The government says each of these
companies was investing in innovation to establish itself as the software plat-
form leader. This kind of dynamic competition is particularly important in
software, and in some categories it takes on a winner-take-all (or winner-take-
most) character.98 The history of PC software is full of deposed leaders, once
seen as unbeatable, such as VisiCalc and Lotus 1-2-3 in spreadsheets,
WordStar and WordPerfect in word processing, and dBASE in databases.99
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Incumbents in dynamically competitive industries are constrained by the
threat that another firm innovates in ways that destroy demand for the incum-
bent’s product. These threats force firms to invest heavily in research and
development and to bring out new versions of their products periodically –
including versions that lead to the demise of their old products. (For example,
Windows 95 largely eliminated the demand for MS-DOS.) These threats also
generally constrain the prices charged by incumbents: The higher the current
prices and the smaller the network of users, the more attractive an entrant will
be to consumers – even if incumbents lower prices in response to that entry.100

Assessing Monopoly Power in Dynamically Competitive Industries
Monopoly power in dynamically competitive industries depends on actu-

al and potential innovative threats to leading firms.101 One cannot determine
the source of these threats simply by drawing boundaries and computing
shares, or even by looking at traditional barriers to entry, as such barriers con-
cern non-innovative entry. An appropriate analysis generally requires the exer-
cise of judgment regarding the likelihood of future races for market domi-
nance and their probable nature. There is no guarantee that such races will
continue in any dynamically competitive industry, but neither does the
absence of a visible race imply that dynamic competition is at an end. Firms
may be working feverishly to develop a product that will turn the industry
upside down, or a product in one category may burst into another.

Examination of innovative threats also generally involves consideration of
dynamic competition based on technologies and design approaches that differ
radically from those used by the incumbent. An examination of IBM’s posi-
tion in mainframe computers in the mid-1980s, for example, would have been
seriously misleading if it had not considered the emerging threats posed by
networked personal computers and by powerful workstations from Sun and
others.102

To measure the vigor of dynamic competition, one must look beyond cur-
rent sales figures and examine ownership of and investment in relevant intel-
lectual property – which may involve technologies not currently in use. If
firms are making significant R&D investments to obtain and retain leadership
positions, and if knowledgeable observers consider the outcome of the strug-
gle in doubt, dynamic competition may be healthy regardless of current mar-
ket concentration.

Similarly, the ability of new firms to enter into dynamic competition can
impose serious constraints on the behavior of current market leaders. This
constraint is likely to be particularly important in software, because capital



EVANS, NICHOLS, SCHMALENSEE 45

requirements are generally small, the supply of skilled programmers is rela-
tively deep, no capacity constraints limit production, and distribution is gen-
erally easy. In principle, of course, incumbents’ intellectual property positions,
capital requirements, or distribution problems may so limit the prospects of
potential entrants that there is little or no effective dynamic competition. But
such barriers cannot be evaluated without detailed analysis of the relevant
competitive arenas.

The Government’s Static Approach to Market Definition
and Monopoly Power

The government defined relevant markets and measured market power
through the lens of static rather than dynamic competition. That shifted the
focus of its economic analysis away from issues that were relevant to assess-
ing its allegations of anticompetitive conduct. The government claimed that
Microsoft tried to prevent Netscape and Sun from producing software that
would sharply reduce the value of Windows. Microsoft allegedly invested in
harming these potentially competitive products through a predatory campaign
involving hundreds of millions of dollars of direct costs and foregone rev-
enues. Any sound economic analysis of such claims would have to consider
the extent to which Microsoft faced dynamic competition from Netscape, Sun,
and other firms with new technologies, as well as the plausibility of the asser-
tion that eliminating Netscape and Sun as threats would free it from competi-
tion for a period long enough to recoup its alleged predatory investments.

The government declined to engage in a serious analysis of these issues.103

Instead, it used a static market analysis approach, based on the Justice
Department’s Horizontal Merger Guidelines, and found no current competi-
tors able to prevent Microsoft from charging more than the competitive price
– a price that its economists alluded to but did not attempt to estimate or even
define.104 The traditional competitive benchmark is a price equal to marginal
cost, but when marginal cost is essentially zero, no firm can survive charging
that price in the long run.

The government’s static approach thus divorced its economic analysis
from business realities. In particular, the competitive threats – Netscape’s
Navigator and Sun’s Java – that allegedly led Microsoft to engage in predation
and other anticompetitive actions were excluded from the government’s mar-
ket because they were not operating systems for Intel-compatible comput-
ers.105 For the analysis of static competition, this may have been the right
approach, since they were not competing head-to-head with Windows as oper-
ating systems. For the relevant analysis of dynamic competition, this made no
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economic sense, since both Navigator and Java were viewed by all the parties
involved as having the potential not just to take some business away from
Windows at the margin but to replace it as the leading software platform.

Our point is not that Microsoft was indisputably constrained by the forces
of dynamic competition. One can legitimately debate whether Microsoft’s
success in persuading consumers to use Windows and in persuading applica-
tions developers to write software for Windows made successful entry so
improbable that Microsoft could rest secure that it would not become another
Wang, a market leader eliminated by new technologies.l06 Rather, our point is
that the government and its economists did not come to grips with the central
issue. Instead, they declared evidence of vigorous dynamic competition to be
irrelevant in an industry that was dynamically competitive according to their
own version of events.

The Government’s Operating Systems Market

An empirical test strongly refuted the government’s theory that operating
systems for Intel-compatible computers made up a relevant market in which
Microsoft had durable monopoly power.107 Under standard assumptions, it is
straightforward to calculate the price that a profit-maximizing monopoly
would charge for the operating system under the government’s theory. The
predicted price is about $900, far above the $65 actually charged by Microsoft
for its operating system. The government dismissed this analysis, saying that
it showed only that Microsoft was not exercising its monopoly power through
its pricing.108 However, that position does not square with the government’s
theory or other testimony of its economists. If a high and durable barrier to
entry protected Windows, Microsoft would have no reason to charge less than
the short-run profit-maximizing price. Indeed, the government’s economists
went so far as to say that a rational firm should earn the most it can today and
lower prices only if entry actually occurs.109

Fisher also disputed the numerical assumptions that Schmalensee
employed. Although we believe Fisher’s alternative assumptions are wrong,
even under those assumptions he found that the profit-maximizing price
implied by the government’s monopoly theory was about $265.110 But this
figure is four times the actual price and thus still inconsistent with the gov-
ernment’s market power analysis.111

Microsoft might be investing in expanding the Windows network to make
Windows more attractive and entry more difficult.112 But that is inconsistent
with the government’s theory that an impregnable applications barrier already
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protects Microsoft from entry.
There may be other theories that reconcile Microsoft’s pricing policy with

that of a firm having durable monopoly power. To date, however, no one has
proposed one. And the theory that the government relied on is not consistent
with the facts.

It is important to note that the problems with the government’s market
definition went far beyond the ones usually associated with plaintiffs’ under-
standable inclination to define the market narrowly, calculate the resulting
high market share of the defendant, and then declare victory. These problems
usually affect only the question of whether the defendant has monopoly
power. In U.S. v. Microsoft Corp., the government’s erroneous market definition
analysis infected its entire liability case. Most important, it led the government
to deny that Microsoft had any “business reason” to promote its platform busi-
ness or to include browsing features in its platform.

PREDATORY AND EXCLUSIONARY STRATEGIES

To analyze the government’s “monopoly maintenance” claim, let us return
to the difference between how the government and Microsoft viewed the
browser war. The government claimed that Microsoft was afraid Navigator
would become a successful middleware platform. That would eliminate the
applications barrier to entry that protected Windows. As a result, Windows
would face competing operating systems as this category became “commodi-
tized,” eliminating Microsoft’s monopoly profits.

Microsoft agreed that it was once afraid that Netscape would become a
successful middleware platform. And, as the government demonstrated at trial,
Microsoft employees expressed that fear in internal e-mails. Their fear, how-
ever, was not that there would be more competition in operating systems, but
rather that Navigator/Java would replace Windows as the leading platform
around which applications developers and consumers would coalesce as a
result of network effects and scale economies. And, though it reviewed hun-
dreds of thousands of Microsoft e-mails and used many as exhibits, the gov-
ernment seems to have found none in which a Microsoft employee worried
about Netscape’s facilitating the entry of competing operating systems.113 If
the leading platform were middleware, as in the model in the center of Figure
1, the operating system business would be neither profitable nor attractive to
potential entrants; the middleware platform would capture the value of net-
work economies.
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This is a distinction with a difference – a very important one. The govern-
ment built its case on the proposition that any action Microsoft took to com-
pete against Netscape in browsers was predatory unless Microsoft believed
that it was going to make money in browsers. Thus, for example, Fisher
claimed that Microsoft had “no business reason” to invest hundreds of mil-
lions of dollars in a “no-revenue product” (IE).114 But that claim is based on
the false premise that Microsoft had no business interest in remaining the
software platform standard. Microsoft has earned billions of dollars by devel-
oping both sides of the two-sided demand for its software platforms – end
users and software developers. It competes in the software platforms business.

The government’s decision to rely on an unprecedented and loose
definition of predation added to the analytical confusion. It argued that a busi-
ness action is predatory if it is profit-maximizing only because it creates mar-
ket power by harming competition. That definition sweeps up many pro-com-
petitive actions and, in winner-take-all industries such as software platforms,
necessarily convicts the winner. The problems with this loose definition were
compounded by the government’s failure to evaluate consumer harm. It pre-
sented no evidence that the future costs to consumers of the predation cam-
paign, in the form of higher prices or slower innovation, were likely to out-
weigh the current and past benefits of lower prices and quickened innovation.
Indeed, it did not seriously attempt to demonstrate that there would be any
future costs at all.

The government’s flawed market definition, its loose definition of preda-
tion, and its failure to examine the effect of Microsoft’s actions on long-run
consumer welfare led the government to claim that almost every action
Microsoft took to win the browser battle was predatory and lacked any pro-
competitive business justification. This was the basis for the government’s
“monopoly maintenance case” examined in this section.

Strictly speaking, the government’s monopoly maintenance case included
both “predatory” and “exclusionary” behavior. Predatory behavior included
Microsoft’s investment in IE and its decision not to charge a positive price for
it. Exclusionary behavior included various Microsoft efforts that had the
alleged effect of making it harder for Netscape to persuade end users to use its
browser. However, both sorts of allegations ultimately were based on the gov-
ernment’s theory that Microsoft had “no business reason” to be investing in
the development and distribution of its browser. In the case of predatory
behavior the government claimed that Microsoft’s behavior was not “profit-
maximizing” except as a way of maintaining monopoly power. In the case of
exclusionary behavior the government claimed that Microsoft’s business
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justifications for adopting various policies and entering into various agree-
ments were pretexts.115

Defining and Testing for Predation116

Economic analysis led the Supreme Court to recognize several important
principles in its modern decisions on predation. First, predation is seldom a
rational strategy for firms because they incur significant immediate costs with
uncertain future returns.117 Second, it is difficult to distinguish predation from
competition in practice because predation leads to lower prices and higher out-
put – the hallmarks of competition.118 Third, court decisions that erroneously
condemn competition as predation could “chill the very conduct the antitrust
laws are designed to protect.”119

In the past, the Supreme Court has demanded evidence that the defen-
dant’s actions are likely to harm consumers. In Brooke Group, the Court
required that plaintiffs establish that below-cost pricing occurred and that the
defendant had a reasonable expectation of recouping its predatory losses
through future price increases. The Court’s rationale for a recoupment test was
that, even if below-cost pricing by a firm may hurt some of its rivals, unless a
would-be predator is able to recoup its losses, then market prices are lower on
balance, consumer welfare is enhanced, and the apparently predatory pricing
scheme should not be condemned.120 In other words, although there may be
harm to competitors, a court must be able to find harm to consumers to find an
antitrust violation.121 The Brooke Group’s recoupment test thereby reduces the
risk of mistaking harm to rivals as harm to competition and consumers.122

The risk of such false inferences is higher in software markets than in
more traditional markets because marginal costs of production are essentially
zero and the result of competition is often one firm with a very large share. We
show next that the standard tests for predation do not distinguish predatory
from competitive behavior in such winner-take-all markets. The only way to
see if consumers are likely to be injured is to examine impacts on consumers
directly. We then show that the government’s predation test is much more like-
ly to punish pro-competitive behavior than the Brooke Group test.

Testing for Predation in Software Markets
The application of existing predation tests to the software business

encounters several difficulties. On one hand, tests based on variable costs pro-
vide software firms with wide latitude for dropping prices for predatory or
other reasons, because variable costs are often virtually zero, and almost
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always far below observed prices for successful software titles. Firms might
not be able to recover their investments in predation if they priced close to
zero, but a price close to zero might exceed average variable cost and thereby
pass the Brooke Group cost screen. One could argue that letting dominant
firms price in this fashion could discourage entry and reduce social welfare.
On the other hand, penetration pricing, at or below variable cost, is common
in many software categories as a response to network effects. Software prod-
ucts are often given away to build usage and affect standards by firms that
plainly lack monopoly power. Thus low – or even negative – prices are like-
ly to be rational and, so long as there is sufficient competition for the market,
ultimately pro-competitive.

A more fundamental problem is that predation is not well defined in the
winner-take-all competition that characterizes many software categories.
Suppose two firms, an incumbent (M) and an entrant (E), are engaged in a race
to develop and attract lead users for the next-generation widget. And suppose,
for simplicity, that whichever firm wins the race will have a permanent widg-
et monopoly. What does predation mean in the context of a winner-take-all
race? And how would we identify it?

To answer these questions, one must be able to determine, at least in prin-
ciple, how much a non-predatory M would be willing to spend on product
development and attraction of lead users to win the race with E. If spending
more guaranteed a win, M would be willing to spend up to the present value
of the monopoly profits it would enjoy if it were to win. It would spend less if
spending less would guarantee a win, and it would be better off walking away
from the widget business than spending more. Of course, in the real world, it
is uncertain who will win, monopolies do not last forever, and future profits can
at best be roughly estimated. But the key point is that the maximum amount
M would be willing to spend does not depend on whether it thinks predatory
thoughts about E; an evil predator would not rationally spend more than the
present value of future profits either. Thus, in principle as well as in practice,
there is no cost-based test to distinguish predatory product development and
marketing from non-predatory innovation in a winner-take-all setting.

In most industries, the Brooke Group recoupment test helps distinguish
between below-cost pricing that is likely to harm consumers in the long run
and below-cost pricing that is likely to benefit them.123 Unfortunately, this
recoupment test does not help in industries with winner-take-all competition.
Each firm in a winner-take-all race is likely to charge low prices, possibly even
below variable cost, in the expectation that it will recoup its losses by raising
prices or benefiting from scale economies if it wins the race. But it does not
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make any sense to define the predator as whoever wins. Moreover, consumers
benefit from this sort of rivalry as firms enter the race and lose money early on
as they invest in attempting to win the race.

Attempting to ascertain whether M acted with predatory intent cannot
shed light on the situation. Firms in winner-take-all races should be expected
to generate plenty of internal memos and e-mails that talk about destroying the
competition and making money after they have done so. There is no other
alternative to failure. Internal memos that talk of “keeping E out of the mar-
ket” have exactly the same meaning as widely distributed press releases that
talk of “providing a better offering than E and doing it faster.”

Ordover and Willig’s discussion of “predatory innovation” is the only
work in the academic literature of which we are aware that attempts to provide
economic principles to guide such determinations. They propose that “the rel-
evant question is whether the innovator anticipated positive incremental profit
for the new product, given the continued viability of the rival.”124

Unfortunately, this standard is generally unworkable. Key quantities, such as
the expected future profit stream over time, are not observable, and firms may
invest in important new technologies without developing detailed business
plans. And even when capital budgeting documents do exist, the details may
not reflect consensus within top management. We suspect its impracticality is
one reason the Ordover–Willig test has not been embraced by the courts or by
antitrust practitioners.

In the context of winner-take-all competition, the Ordover-Willig test has
a more fundamental problem. As with all the tests discussed above, there is no
non-exclusion standard of comparison that makes logical sense in a winner-
take-all setting. If M wins the race to attract users, it obtains a monopoly and
excludes E; if it loses, it is out of the business, and its R&D costs are money
down a rat hole. Success, exclusion, and monopolization are one and the same.

The Government’s Test for Predation
Unfortunately, the government relied on a predation test that did not have

the safety checks demanded by the Court in Brooke Group. It argued that
actions in which a company makes less profit than it could otherwise are
predatory.125 According to Fisher:

A predatory act, or an anticompetitive act, I should say, is an act that
doesn’t make sense except because of the monopoly rents to be earned when
competition is driven out or hampered. ... Well, one version is it’s just a
deliberate money-loser. A second version says, well, you don’t charge the
price you could have charged. … If it wasn’t for the possibility of destroying
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competition and earning monopoly rents, you would have charged a higher
price and earned higher profits. … Actually, a seriously deep understanding
of – well, I can’t help it – of economics leads to the view that these are, in
fact, the same thing properly considered.126

This definition is both non-standard and too inclusive. As Dennis Carlton
and Jeffrey Perloff have observed,

the definition used by the government’s economic witness of an anti-
competitive act as one that isn’t profit-maximizing absent the returns from
increased monopoly profits is too stringent. If applied literally, it would pre-
vent behavior that benefits consumers.127

To see why the government’s test can lead to false inferences, consider
two situations. Suppose that company A is the only producer of widgets. It
charges $10 a widget and its costs are $5 to produce each widget. (For sim-
plicity, assume zero fixed costs.) Company B is working on an equivalent
widget that will cost $8 to make and that it plans to sell for $9. Suppose
Company A drops its price to $4. It loses $1 on each widget. That is
unprofitable – it will only get its money back by raising prices later, after it
kills off Company B. Assuming such recoupment is plausible, the govern-
ment’s test would correctly find that Company A’s action is predatory.

Now suppose Company A drops its price to $7. That is not the most it
could charge today – it could match B and charge $9. Under the government’s
test, the price of $7 is predatory. Company A could have charged $9 but it
decided to drop the price to $7. At that lower price it is unprofitable for
Company B to enter the market or to remain in business if it has already
entered. Company A has forgone $2 in order to compete vigorously with B,
perhaps in the hopes of driving it from the field. This is plain garden-variety
competition – gasoline stations do it, dry cleaners do it, airlines do it. It is
good for consumers because the threat of entry has forced prices down. The
only reason B is excluded is that it is inefficient, so forcing A to raise its price
to keep B afloat would plainly not benefit consumers.

Most businesses routinely invest in intellectual property and advertising to
create product differentiation. They make these investments because they ex-
pect to obtain market power – that is the only way they can be compensated
for their efforts. And, particularly in industries with winner-take-all competi-
tion, that market power frequently comes at the expense of existing or poten-
tial rivals. In winner-take-all competition, to succeed is to exclude rivals, and
to fail is to be excluded; there is no non-exclusion baseline. The reward for
success is the supra-normal profits earned from the market power that success
brings. The government’s test condemns this sort of pro-competitive behavior.
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More specifically, the government’s test necessarily condemns the winner
in winner-take-all competition. Consider a counterfactual. As the incumbent,
Netscape had more than an 80 percent share of browser use in early 1996 as a
result of its investment in developing a browser and (generally) distributing it
without charge.128 Microsoft entered: It invested in developing and distributing
its browser software and priced it at zero. Netscape dropped its price to zero
for all customers and invested in improving its browser. Both companies
engaged in these efforts because they expected to earn profits in later years if
they were successful. But suppose Netscape had won this battle and had kept
its share above 80 percent. Under the government’s test, Netscape would have
been guilty of predation: it sacrificed profits to maintain its dominance in
browsers and possibly to attempt to obtain a monopoly in software platforms.

Improving the Quality of IE:
Building the Platform or Predatory Innovation?

The government’s analysis of Microsoft’s investment in IE technologies
shows most clearly the problems with its approach. The government took a
narrow view of what sources of profit should be considered in evaluating
whether Microsoft’s actions were predatory. The problem originated in the
government’s market definition. Because it treated browsers and operating
systems as separate markets, rather than as parts of a larger platform market,
it focused on the fact that IE was a “no-revenue” product. As a result, almost
every significant action that Microsoft took to win the browser war was
labeled predatory. Microsoft might have had legitimate business reasons to
compete in the browser market just as it competes in the word-processing mar-
ket. However, it did not have a business model for making money in browsers.
It gave them away and had announced it would always do so. Although it
could have made money by driving Internet traffic to its portal site and mak-
ing money from advertising revenue, it had not taken steps to do so. And, in
any event, it could never have made enough money from doing so to justify
the hundreds of millions of dollars it was spending to develop and distribute
IE. Instead, according to the government, Microsoft was fighting the browser
war to prevent Netscape from developing a middleware platform that would
have opened the doors to entry into operating systems.

As we argued above, this reasoning misses the point that Microsoft was
investing in browser technologies to maintain its leadership in software plat-
forms. And changing the ending words of the preceding sentence to “maintain
its monopoly in software platforms” does not define an antitrust violation.
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Even if Microsoft had a monopoly in software platforms – a question the gov-
ernment refused to address, as we noted above – the antitrust laws, properly,
do not prohibit it from competing fairly, by improving its product, in an
attempt to maintain that monopoly.

Microsoft’s Decision Not to Charge Separately for IE
IE is a “no-revenue product” only if one views it as a product, rather than

as a part of the Windows platform from which Microsoft earns roughly half its
annual revenues. As the brand name for several important features of that plat-
form, IE is no more a “no-revenue product” than any other element of
Windows, none of which is priced separately. Well before the trial began, all
competing software platforms included “free” browsers.129

Microsoft’s Investment in Improving, Promoting, and Distributing IE
The government never said explicitly that Microsoft engaged in predato-

ry innovation. Yet it highlighted Microsoft’s $100 million annual investment
in improving IE as part of its recital of Microsoft’s allegedly predatory cam-
paign.130 And Fisher testified that Microsoft’s restrictions on OEMs did not
have an anticompetitive effect until Microsoft reached rough parity in quality
with Netscape following the release of IE 3.131

Microsoft’s investment in IE made business sense as a means of compet-
ing in software platforms for at least two reasons. At the simplest level, it
increased the attractiveness of Windows to consumers. If the higher quality of
IE increased the number of copies of Windows sold by just 3 percent or
increased the price that Microsoft could charge by as little as $1.50 per copy,
that would yield more than enough extra revenue each year to cover the report-
ed annual investment of $100 million.132 Moreover, these calculations encom-
pass only short-run cash flows; the intensity of expenditures on IE would
probably decline once Microsoft had developed a high-quality baseline prod-
uct from which to upgrade, but the incremental effect on revenues due to
strengthening the platform would likely continue longer.

Broadening the analysis to include the risk of losing the platform race
altogether causes the investment to make even more “business sense.” In 2000,
Microsoft had before-tax net operating income of $ 15 billion, and almost 50
percent of its sales came from “platform” products.133 Suppose that Microsoft
believed that if it ceded the Internet-related platform niche to Netscape, it ran
the risk of losing that same percentage of its net income in the future. In 1995,
even if it thought that the risk was five years off and that the loss would occur
for only five years (i.e., from 2000 to 2004), a probability of a little over 3 per-
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cent would make it worth spending $100 million per year to avoid that risk,
even if those expenditures generated no revenues from contemporary sales of
Windows products.134

Microsoft’s investment in IE was similar to many other investments it has
made over the years to increase the attractiveness of the Windows platform.
Microsoft invested billions of dollars during the 1990s in developing and pro-
moting features in Windows. Virtually all of these were “no-revenue” products
in the sense that they were not priced separately from Windows. Some of these
features eliminated the need to purchase various system utilities (e.g., disk
compression, memory management) previously sold in package bundles by
third parties such as Central Point Software and Symantec. These additions
increased the value of Windows to users directly. Other features eliminated the
need for developers to develop or license code to support their applications.
For example, any browser (including Navigator) could rely on the TCP/IP
software included for the first time in Windows 95 to support those essential
Internet protocols. Microsoft spent substantial sums adding and promoting
these “no-revenue” products.135

The government claimed that Microsoft also made other investments in IE
that made “no business sense.” These included Microsoft’s investments in per-
suading AOL and other OLSs to use IE technologies, investments in software
that made it easier for ISPs to distribute IE, and concessions to OEMs dis-
gruntled by Microsoft’s restrictions on how they could modify the screen that
appeared the first time a new computer was turned on. Yet these investments
made business sense for promoting Microsoft’s platform business: They
helped increase the demand for Windows, increased the value of Windows to
software developers, and, by making Windows a better Web-centric platform,
reduced the likelihood that this product would be displaced by drastic innova-
tion by a rival.

Raising Rivals’ Cost: Pro-competitive or Anticompetitive?

The government claimed that Microsoft had taken a number of steps to
make it more expensive for Netscape to distribute its browser to consumers,
and that this was a type of exclusionary strategy known as “raising rivals’
cost.”136 It argued that Microsoft had increased Netscape’s cost of distribution
by preventing Netscape from gaining access to the most efficient channels of
distribution. It contended that installing two browsers resulted in additional
support costs to OEMs, so OEMs would not install Navigator in addition to
IE.137 The government also claimed Microsoft’s inclusion of IE in Windows
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had made it harder for Netscape to get customers because consumers would
use whatever browser was most readily available to them.138 The government
thus concluded that Microsoft had, through its various actions, placed Net-
scape at a competitive disadvantage.

There are two major difficulties with the government’s analysis of raising
rivals’ distribution cost. The first is theoretical. The government’s theory can-
not distinguish between pro-competitive and anticompetitive distribution
efforts that make things harder for rivals. The second is empirical. The gov-
ernment’s evidence did not show that Microsoft’s actions – whether pro-com-
petitive or not – significantly raised Netscape’s cost of distribution.

Raising Rivals’ Distribution Costs
The theory of raising rivals’ cost developed by Steven Salop and several

co-authors offers an important insight: The following chain of events is possi-
ble. (1) A firm takes actions that raise its rivals’ costs disproportionately more
than its own. (2) The firm’s optimal output at given prices increases relative to
its rivals. (3) The firm gains market power (i.e., control over prices) relative to
its rivals. (4) The firm’s profits increase because its gains from increased
prices more than offset its losses from its own higher costs. (5) Consumer wel-
fare falls as a result of the higher prices.139 Examples include an alleged
attempt by a capital-intensive firm to negotiate higher wages with its union, to
the disadvantage of its labor-intensive rivals. The government itself can be a
useful lever for raising rivals’ costs; firms frequently invest in lobbying gov-
ernments to impose rules that increase the relative costs of their competitors.

Salop and his co-authors have not argued that all actions by a firm with
market power that raise its rivals’ costs are anticompetitive. Indeed, business-
es routinely engage in actions that raise their rivals’ costs in ways that obvi-
ously make consumers better off. For example, if a firm increases the quality
of its product, its rivals may have to spend more to market their product or to
invest in their own quality improvements. Alternatively, suppose a firm makes
its product conveniently available to potential customers by investing in dis-
tribution. Its rivals will need to invest more to convince potential customers to
buy their products. If they do not improve their own distribution, they will
have to lower their prices or improve their quality to compensate for their less
convenient distribution. Competition has raised their costs.

Despite its name, “raising rivals’ cost” labels as anticompetitive only
actions that trigger the five-step chain described above. To apply the raising-
rivals’-cost approach to distribution, the courts would have to distinguish
between “pro-competitive raising rivals’ cost” and “anticompetitive raising
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rivals’ costs.” That is hard to do. From the standpoint of consumers, an impor-
tant characteristic of any product is the transaction cost involved in obtaining
that product. Products are more desirable, all else being equal, the less time
and money consumers have to expend obtaining them. Companies routinely
compete by lowering transaction costs through wider distribution, easier
installation, and other efforts. Because making products more conveniently
available to consumers is a good thing – like lowering prices – courts inter-
ested in consumer welfare need to be extremely careful about discouraging
this activity.

Perhaps for this reason, the courts have refused to condemn distribution
agreements unless the agreements foreclose a significant percentage of the
market. Firms with market power have been allowed to compete for exclusive
distribution agreements, to lock up certain channels of distribution, and to
invest in the creation of distribution methods that they do not have to make
available to their rivals.140 The courts have found distribution agreements to be
anticompetitive only when they prevent rivals from gaining access to a
significant fraction of the market. These are cases in which the conditions for
anticompetitive raising rivals’ cost are more likely to hold.141

The government’s application of the raising-rivals’-cost theory to the
Microsoft case illustrates the risks that this concept poses for the courts. The
government did not attempt to establish that any of the conditions under which
raising rivals’ costs is anticompetitive rather than pro-competitive applied to
Microsoft’s efforts to win the browser war.142 Instead, the government seemed
to imply that any action Microsoft took that made it more likely that con-
sumers would choose IE over Netscape was an anticompetitive effort to dis-
advantage Netscape. For example, the government seemed to claim that it was
predatory for Microsoft to include a high-quality browser in Windows because
consumers would not then incur the cost of seeking an alternative browser.143

The Effect of Microsoft’s Actions on Netscape’s Costs and Ability to
Distribute Its Browsers

We consider the two Microsoft actions that the government claims most
disadvantaged Netscape’s distribution: (a) Microsoft’s agreements with ISPs
that allegedly restricted the ability of the ISPs to distribute Navigator;144 and
(b) Microsoft’s restrictions on the ability of OEMs to modify the first screen
shown after booting the computer.145

ISP agreements. The government attributed IE’s substantial increase in
share of use primarily to its allegedly anticompetitive agreements rather than
improvements in IE’s quality. Analyses by both of the government’s economic
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witnesses claimed to show that absent Microsoft’s agreements with OLSs and
ISPs, IE’s share of use would have increased by only 10 percentage points
from the end of January 1997 to the beginning of August 1998, compared to
its actual overall increase of about 30 points.146 Thus, they argued, at most one-
third of the increase in share could be due to quality improvements, and even
that portion reflected restrictive agreements with OEMs and others, not a pure
quality effect.

The impact of Microsoft’s agreements with AOL and the other OLSs was
not in dispute; Microsoft acknowledged that OLS subscribers generally used
whatever browser their service provided in its subscriber software.147 However,
even if we eliminate all of the OLS subscribers identified in the government’s
data, the overall increase in IE’s share was 26 percentage points over the 18-
month period,148 which implies under the government’s approach that the ISP
agreements resulted in a 16-percentage-point gain for IE.

The government presumes that this happened because ISPs covered by
agreements with Microsoft shipped IE rather than Navigator to many users.
But even among ISP subscribers, ISPs had supplied only one-quarter of the
browsers in use.149 Thus only a massive and sustained shift in ISP distribution
toward IE could possibly have produced a 16-point change in share. And no
such shift occurred: Survey data showed that over 80 percent of the browsers
that ISP subscribers were using during this period, and which they had
obtained from their ISP, were Navigator, not IE.150 Indeed, ISP subscribers
who got their browsers from their ISPs were far more likely to be using
Navigator than those who obtained their browsers from other sources. Thus, it
does not seem possible that the impact of the ISP agreements could have been
nearly as large as the government claimed.

How did the government come to a conclusion so at odds with these facts?
The government’s economists derived their estimate by comparing the overall
change in IE’s share to its gain among subscribers to a handful of small ISPs
that the government treated as a control group representative of what would
have happened in the absence of Microsoft’s ISP agreements.151 However,
these ISPs were not a valid control group, and the government’s analysis had
other serious flaws.

The government used data from AdKnowledge, a company that managed
advertisements on Web sites.152 Whenever a user visited a Web page with an
ad monitored by AdKnowledge, the company registered a “hit” and recorded
the browser used and the domain from which the user entered the Web. The
government used one day’s data from each month in question and tried to
match the domain names to individual ISPs listed in a spreadsheet used by
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Microsoft staff responsible for relations with ISPs. The control group was
composed of hits that could be identified with ISPs that did not appear to have
agreements of any sort with either Microsoft or Netscape. Overall, only about
one in five hits could be matched to any of the ISPs listed in the spreadsheet;
the other roughly 80 percent were unclassified, and hence ineligible for the
control group. Although the government identified 12 ISPs as being in its con-
trol group, hits could be identified for only six of them. These hits – used as a
control group for all Internet users – made up less than 0.5 percent of the total
hits recorded in any month.

The most serious problem with this analysis was that the control group
was self-selected. It excluded hits not only from the small number of ISPs that
had agreed to limit their distribution of competing browsers in exchange for
appearing on Microsoft’s referral server, but also from the hundreds that had
agreed to make IE their “preferred” browser. But the latter agreements entailed
no restrictions on what browsers the ISPs distributed, and even the nominal
requirements for promoting IE as “preferred” were never enforced.153

Moreover, it made sense for an ISP that wanted to distribute any copies of IE
to enter into a “preferred” agreement, which involved clicking a button on
Microsoft’s Web site prior to downloading a free copy of the Internet Explorer
Administration Kit (IEAK), a piece of software designed by Microsoft to
make it easy for ISPs and large corporate customers to customize settings in
IE for their systems and to add their own logos.154 Even if an ISP planned to
specialize in Navigator, it made sense to join the “IE preferred program” if it
wanted to distribute IE to at least some customers. As a result, one would
expect to find in the government’s control group only ISPs that had no inter-
est in distributing IE.

After reviewing the government’s study in the fall of 1998, we had
researchers contact the six ISPs with hits in the control group to test this
expectation. One ISP had been absorbed in a merger or acquisition, and it was
not possible to identify its earlier offerings. Another ISP said it did not offer a
browser because it was so easy to get free browsers from other sources. The
remaining four, which accounted for 83 percent of the recorded “hits” for the
group in the last month, offered Navigator exclusively.155 This confirms the
hypothesis that the control group was composed of hits from ISPs that had no
interest in distributing IE.156 We would thus expect IE’s share among their cus-
tomers to rise less than average, even if Microsoft’s ISP contracts had no
effects at all.

Even if one ignores the measurement problems in associating hits with
specific ISPs and the biased nature of the control group, the government’s
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analysis of changes in IE’s share was confounded by the shifting composition
of the control group. The changes in IE’s share of hits from the first to the last
month varied widely across the six ISPs, from 6 to 36 percentage points.
Moreover, the relative numbers of hits associated with individual ISPs varied
widely over time. The hits from one ISP fell from 35 percent to 15 percent of
all hits in the group, while another rose from 23 percent to 39 percent. The
variations observed for many ISPs were too large and abrupt to be consistent
with real changes in market share; most likely they reflected variations in the
sites covered by AdKnowledge-monitored ads or problems associated with the
government’s very limited ability to associate hits with individual ISPs.157

The government computed IE’s share in the control group by simply
dividing the total IE hits from the six ISPs by their total number of hits.
Because the individual ISPs’ relative shares of total hits varied widely, this
approach gave radically different implicit weights to the various ISPs over the
18 months in question. The estimated change could be an artifact of the chang-
ing composition of the hits identified as coming from the group; i.e., meas-
urement error.

To test for composition effects, we computed the change in IE’s share
holding constant the weights given to individual ISPs. We used three different
sets of weights; (1) ISPs’ shares of classified hits in the first month; (2) shares
in the last month; and (3) equal weights (the simple average of the individual
ISPs’ changes). Using any of these fixed weights, IE’s share rose substantial-
ly more (up to almost twice as much) than with the government’s calculation
that ignored composition effects.158

OEMs and the icon barrier to entry. Faced with evidence during the
trial that all known commercially distributed operating systems included a
“free” browser, the government eventually argued that Microsoft’s predatory
act in the OEM channel was not its inclusion of a “free” browser as part of
Windows, but rather its refusal to allow OEMs to remove IE before delivering
Windows-equipped computers to customers.159 Even “remove” came to have a
very restricted meaning after it became apparent that removing all IE code
made Windows inoperable because many of IE’s components supported func-
tionality in other parts of Windows. Moreover, it became clear that IE’s com-
ponents provided services upon which third-party developers relied in writing
applications. Thus, in essence, the government redefined “remove” to mean
“hide.”160  So the problem was that Microsoft would not let OEMs delete the IE
icon from the desktop and remove other easy means by which end users could
browse the Internet without additional software.161

Microsoft did not limit the ability of OEMs to preinstall third-party soft-
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ware, including Navigator, or to put icons on the Windows desktop that had
equal prominence with IE’s. Indeed, OEMs could set Navigator as the default
browser that Windows would launch automatically if the user clicked on an
HTML or other Web-related file.162 Nor did Microsoft change Windows over
time to make Navigator harder to install or run than any other application.163

In other words, it did not undertake the kinds of exclusionary tactics that most
observers would condemn as harming a competitor without any pro-competi-
tive rationale. Nonetheless, the government argued that Microsoft’s actions
harmed competition, based on what might be termed the “icon barrier to
entry.”

The government asserted that OEMs did not want to have more than one
icon on the desktop for any given function, because it would create confusion
among users, leading to higher support costs.164 But several facts contradicted
this claim. First, Netscape claimed to have secured good distribution through
OEMs before IE 3 came out,165 despite the prohibition on deleting IE from
Windows 95. This suggests that quality, not fear of multiple icons, was the key
issue. Second, many OEMs – including Apple, IBM, and Compaq – continued
to ship multiple browsers throughout the period in question (though not
always on the desktop). Indeed, if one includes the icons for “shell” browsers
that use IE components, then a majority of new consumer PCs from the largest
OEMs were shipped with more than one browser icon at the time of the trial.166

Third, in at least some cases, OEMs’ desire to delete IE appeared to be moti-
vated more by a desire to collect higher rents for exclusive placement than by
a concern about end-user confusion. For example, the Compaq episode in
1996, frequently cited by the government, started when AOL insisted that
under its contract with Compaq for exclusive placement of AOL on the desk-
top, Compaq had to remove icons for the Microsoft Network (MSN) and Spry
(an ISP that had purchased distribution with Compaq, including preinstalla-
tion of Navigator, which Spry supplied to its subscribers).167 Finally, the facts
contradict what almost anyone who had purchased a new computer in the past
few years knew: OEMs were happy to clutter the desktop with any number of
icons if paid to do so. That fact was illustrated by an agreement announced
during the trial under which Compaq agreed to feature Netscape on the desk-
top of its Presario line in exchange for $700,000 in advertising credits on
Netscape’s Web site, a figure that implied a distribution cost of about $0.18 per
copy.169
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SECTION 1 CLAIMS: TYING AND EXCLUSION

The government accused Microsoft of violating Section 1 of the Sherman
Act by tying its browser to its operating system and by foreclosing Netscape
from distribution. The previous section discussed many of the factual issues
surrounding these claims, which were also part of the government’s Section 2
case. This section focuses on the economic evidence that supported the gov-
ernment’s claims that Microsoft had violated the particular legal standards the
courts have adopted concerning tying and foreclosure under Section 1. The
evidence presented at trial showed clearly that Microsoft did not engage in
tying as that term has been used by the courts and that Microsoft did not fore-
close Netscape from distributing its browser – to anyone, let alone to a sub-
stantial portion of the market, as required by the case law on foreclosure.

Tying

The tying claim was the centerpiece of the case the government original-
ly brought, and it accounted for a great deal of the testimony presented at
trial.170 Over the course of the trial, however, the scope of the conduct involved
narrowed considerably. Ultimately the government contended that Microsoft
did not violate tying law by integrating IE into Windows or by including it
without extra charge, but only by failing to provide OEMs with the means and
the right to block easy end-user access to Web-browsing functions in
Windows.171 The government asserted that it was not necessary to offer a ver-
sion without browser-related code, merely to let OEMs delete the IE icon from
the desktop and the Start menu and to modify various settings so that IE would
not launch automatically in response to various other actions.172 They referred
to this as the “browserless” operating system, although it is in fact a “brows-
er-disabled” operating system.

Contractual Versus Technological Ties
The case law has distinguished between contractual and technological

ties. In a contractual tie a company requires that consumers purchase product
B (the tied product; e.g., anesthesiology services) as a condition of purchasing
product A (the tying product; e.g., surgical services). In Jefferson Parish, the
Supreme Court found that tying violates the antitrust law when the following
four-part test is satisfied:173

1. A substantial volume of commerce is affected.
2. Two distinguishable product markets exist (based on distinct demands
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for two separate products).
3. The defendant has market power in the product market.
4. The arrangement involves the use of market power to force consumers

to buy a product or service that they would not otherwise purchase.174

A technological tie results when a company creates a new product by inte-
grating the features of product B (the tied product; e.g., computer hardware)
into product A (the tying product; e.g., software for operating a computer
time-sharing franchise). Several lower courts have ruled that technological ties
are generally legal so long as they provide benefits. In Leasco the Fifth Circuit
Court demanded the plaintiff demonstrate that “the technological factor tying
the hardware to the software has been designed for the purpose of tying the
products, rather than to achieve some technologically beneficial result.”175

Generally the courts have given product design decisions considerable defer-
ence in deciding whether technological ties violate the antitrust laws.176

Contractual Tying Analysis
In Jefferson Parish and other modern contractual tying cases, the concern

is that consumers are denied a choice in the tied good and competitors are
denied a chance to compete. Surgical patients at Jefferson Parish Hospital
could not choose their anesthesiologists, and anesthesiologists not on staff
could not offer their services to patients or their surgeons.177 Similarly, in
Kodak, consumers could not choose who installed the repair parts in their-
Kodak copiers, and independent service organizations thus could not compete
to service those copiers.178 Here, however, nothing prevents purchasers of
Windows from ignoring IE and choosing instead to use Navigator to provide
all of the browsing services it offers. Netscape’s CEO testified that Navigator
was “perfectly interoperable” with Windows 98.179 At the time of trial, rough-
ly 23 million people used Navigator as their primary browser on a computer
running Windows.180

This case was therefore not at all like standard tying cases, where it was
impossible for the consumer to choose to obtain the tied good from another
provider. It is instructive how the kind of tie alleged in Microsoft III would
apply to the products considered in Jefferson Parish:

Like other area hospitals, Jefferson Parish recently included the services
of its staff anesthesiologist (IE) with use of its surgical suite (Windows). As
at other hospitals, there is no separate charge for the anesthesiologist, and no
discount if he is not used. Also as at other hospitals, surgeons (OEMs) are
free to recommend their preferred anesthesiologist (Navigator) to their
patients (end-users). However, Jefferson Parish insists that surgeons inform
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patients that the hospital provides an anesthesiologist as part of its compre-
hensive fee (OEMs cannot delete ready access to IE). Patients are free to use
an anesthesiologist provided by the surgeon or to contract with one of their
own choosing. The patient can tell Jefferson Parish’s anesthesiologist to stay
out of the operating room (end-users can delete access to IE), but the surgeon
cannot.

If these had been the facts in Jefferson Parish, it is hard to see how the
courts could have found a restraint of trade, which Section 1 requires.

Finally, the Jefferson Parish test requires a demonstration that there is sep-
arate demand for the tied and untied products. In this case, that would have
required showing that there is a separate demand for a browser-disabled ver-
sion of Windows. As we pointed out earlier, however, all competitive operat-
ing systems include a browser. The government did not demonstrate that there
was significant consumer demand for a browser-disabled operating system. It
presented evidence that some companies would have preferred a version of
Windows that did not include IE. However, it did not show that there were a
significant number of such companies, or that “hiding” IE would have satisfied
that demand in any event.181

Technological Tying
The D.C. Circuit Court of Appeals ruled in a related case (Microsoft II)

that Microsoft’s inclusion of IE in Windows should be considered under the
technological tying cases. It stated that technological tying is presumed legal
if the defendant can show a “plausible claim” of benefits from the tie. And on
this basis it found that Microsoft’s inclusion of IE in Windows did not violate
the earlier consent decree prohibition against tying.183

Microsoft’s inclusion of IE in Windows resulted in benefits for both sides
of its two-sided market. Software developers benefited from the inclusion of
IE functionality that they could use in their applications. These developers
also benefited from the knowledge that all new copies of Windows included
the APIs that they were using for their applications.183 Consumers benefited
from having a browser included in Windows. The browser together with other
features gave consumers access to the Web immediately upon getting their
computers set up: As we mentioned above, this meant consumers could down-
load copies of Netscape or other browsers if they wanted to. The fact that all
other operating system vendors included a browser in their operating systems
is decisive evidence that there were actual benefits – not just plausible ones –
from including a browser with the operating system.184
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The Carlton-Waldman Analysis
The government did not present an economic analysis of how Microsoft’s

inclusion of IE in Windows would reduce consumer welfare. However, a
recent paper claims to present a model that supports the government’s case.185

Carlton and Waldman consider a situation in which a firm has monopoly
power in product A. It also produces a complementary good, product B, that
could evolve into a substitute for product A and that another firm also could
produce. Carlton and Waldman show that the firm with a monopoly in A may
tie the sale of its version of product B to the sale of product A to discourage
entry in product B. They show that whether such a tie is an effective strategy
to protect or extend monopoly power depends upon the values of particular
quantities that are very difficult to measure in practice.

The government did not rely on this framework and thus did not seek to
demonstrate that the Carlton-Waldman conditions were satisfied in this case.
In fact, two critical assumptions of this paper do not fit the facts of the Micro-
soft case. First, most of Carlton and Waldman’s analyses assume that consu-
mers cannot use competitor’s product B with the monopolist’s combined prod-
uct. If they can, and the marginal cost of product B is zero, tying is never an
effective anticompetitive strategy. As we noted, consumers could and did (and
many still do) use Navigator with Windows/IE, and the marginal cost of anoth-
er copy of Navigator is effectively zero. Second, in Carlton and Waldman’s
models, tying is effective only as a preemptive strategy; it is not effective if
another firm already has entered and achieved wide use of its version of prod-
uct B. And Netscape had done just that well before Microsoft launched IE
with Windows 95. Further, the Carlton-Waldman results are fragile. In some
versions of their models, tying can actually increase social welfare.186

Foreclosure

The courts have found that restrictive distribution agreements violate the
antitrust laws if and only if they are used by a firm with market power to fore-
close competitors from a significant portion of the market. For this case, it is
not necessary to address how much is significant.187 The evidence was clear
that Netscape could distribute its browser to any consumer who wanted it; it
was foreclosed from none of the market.

Netscape clearly had ready access to large businesses and other organiza-
tions, many of which install their own browsers and other applications using
master copies obtained from the vendor or a distributor. Such customers
account for about 40 percent of new PCs.188 For example, Schmalensee’s com-
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puter at MIT came with Navigator installed and without the IE icon on the
desktop; like most colleges and universities, MIT also made Navigator
(licensed free by Netscape to nonprofit organizations) available to students
and faculty for download from its internal network. Thus, the “restrictions”
discussed below were largely irrelevant to almost half the potential users.

In advising AOL about its proposed acquisition of Netscape, the invest-
ment bank Goldman Sachs criticized Netscape for its failure to market
Navigator more aggressively but did not identify any serious impediments to
its distribution.189 In the fall of 1998, Goldman Sachs reported that over the
past year Netscape had distributed 160 million copies of Navigator through
downloading alone, 100 million of them through Web sites of its distribution
partners.190 That amounted to more than one copy for each of the 100 million
or so users of the Web at the time.191 Although the government questioned
whether these downloads were successful, Goldman Sachs did not discount its
estimate for failed attempts, and projections from survey data showed that mil-
lions of consumers obtained Navigator (and IE) through downloading from
the Web.192

The evidence also showed that Netscape continued to achieve distribution
through what the government said were the most “uniquely effective” chan-
nels, OEMs, OLSs, and ISPs. Fisher estimated in January 1999 that Navigator
was installed on the desktops of “about half of 1 percent” of new PCs and that
OEM shipments of Netscape in other forms (e.g., preinstalled but without an
icon on the desktop or on a CD) total were “also quite low, although a little bit
higher.”193 However, evidence introduced later showed that Netscape told
Goldman Sachs in the fall of 1998 that OEMs included Navigator with 22 per-
cent of shipments of new computers.194 Moreover, this figure did not include
the effects of Compaq’s agreement in January 1999 to include Navigator on
the desktops of all new models in its consumer line.195 Similarly, with respect
to ISPs, Goldman Sachs reported that Netscape was distributed by 24 percent
of the top 20 ISPs.196

THE COURT’S DECISION, THE GOVERNMENT’S
APPEAL, AND CAUSATION

The district court judge, Thomas Penfield Jackson, found Microsoft guilty
on three of the government’s four counts. He found that Microsoft had
engaged in “predacious” behavior that violated Section 2 of the Sherman Act
on two counts: maintaining Microsoft’s monopoly in operating systems for
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Intel-compatible computers and attempting to monopolize Web browsers.197

He also concluded that by forcing OEMs to install IE with Windows,
Microsoft had violated Section 1 tying law under criteria established by the
Supreme Court in Jefferson Parish.198 Finally, he found that although
Microsoft’s distribution restrictions on OEMs, OLSs, and ISPs were key ele-
ments in the “predacious” behavior he condemned under Section 2, there was
insufficient evidence of a violation of exclusive dealing law under Section 1.
The government had not shown that Netscape was excluded from at least 40
percent of the market, a criterion that he had established in a pre-trial ruling.199

The court’s Conclusions of Law, and the Findings of Fact that preceded
them, were rendered in harsh and sweeping language. But a careful reading
shows that the district court did not reach Findings of Fact that would support
two essential pillars of an antitrust case. First, the court did not find that the
actions actually deemed illegal (as opposed to the full sweep of actions taken
by Microsoft) had had a material effect on any relevant antitrust market.
Second, the court’s findings attributed benefits as well as costs to Microsoft’s
actions and made no attempt to weigh those competing factors to reach a rea-
soned judgment as to whether consumers were likely to be harmed on balance
by those actions.

The District Court’s Findings

It requires a careful reading of the district court’s Conclusions of Law and
the government’s briefs to the appeals court to determine specifically which of
Microsoft’s actions ultimately were deemed illegal. The district court and the
government both frequently write as if almost all of Microsoft’s efforts to win
the browser battle crossed the line between competitive and predatory behav-
ior, and they rely on such sweeping indictments in arguing that Microsoft’s
actions caused the decline in Netscape’s fortunes. They then identify a far nar-
rower subset of those acts as having been illegal but do not analyze the incre-
mental impacts of those acts.

This tendency is best seen in the treatment of Microsoft’s investment in
improving the quality of IE. Relying on the Findings of Fact, the government’s
appeals brief says:

To protect the applications barrier to entry, therefore, Microsoft em-
barked on a multifaceted campaign to maximize IE’s share of usage and to
minimize Navigator’s. Between 1995 and 1999, Microsoft spent more than
$100 million each year and increased from five or six to more than a thou-
sand the number of developers working on IE, even though the company has
given IE away free since its initial release in July 1995.200
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After giving the reader the distinct impression that Microsoft’s substantial
investment in improving the quality of IE and its pricing it at zero were impor-
tant elements of Microsoft’s predatory campaign, the government then fails to
list them as anticompetitive acts.201 The district court’s discussion of
Microsoft’s actions also gives the clear impression that Microsoft’s investment
in developing a no-revenue product was nefarious, but it then admits that this
may have been pro-competitive.202 The district court and the government used
this same rhetorical approach to Microsoft’s pricing the browser at zero.203

So what did the district court find anticompetitive? According to the gov-
ernment:

The court did not hold Microsoft liable for “improved products,
increased distribution and lower prices.” Rather, the court based its determi-
nation of liability on the anticompetitive conduct proved at trial … Those
anticompetitive actions include: Microsoft’s constriction of Netscape’s
access to the OEM distribution channel through restrictions that excluded
Netscape both directly and indirectly; comparable constriction of Netscape’s
access to the IAP [ISP and OLS] distribution channel; other actions to
impede Netscape, including threats to Apple and restrictions on ICPs and
ISVs [Independent Software Vendors]; and coercive and misleading actions
to impede Java-based cross-platform applications.204

In the case of the OEM channel, the primary anticompetitive restriction
was Microsoft’s refusal to allow OEMs to delete the IE icon and other means
of end-user access. In the case of AOL and the other OLSs, in the end the anti-
competitive act was not Microsoft’s winning the right to provide the browsing
technology for AOL’s subscriber software, but only the limitations Microsoft
imposed, to which AOL agreed, on providing other browsers to AOL members
who requested them. In the case of the ISPs, the only anticompetitive acts
were similar (though less stringent) restrictions made on the small number of
ISPs on the referral server, not free licensing of IE and the IEAK to all ISPs.
With respect to versions of IE for non-Windows platforms, it was not anti-
competitive to give copies away, only to pressure Apple to give IE greater
prominence on the Macintosh.205 And, in the case of Java, the actions deemed
anticompetitive in the end were attempts to convince Intel to stop supporting
Sun’s Java efforts and the fact that Microsoft’s development tools did not
explicitly warn developers that the use of some of the tools would create code
that would run only on Microsoft’s Java Virtual Machine (JVM).206

The district court’s Conclusions of Law on tying were similarly circum-
scribed. Despite a long discussion of why consumers might prefer not to have
the browser built into the operating system (such as economizing on hard disk
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space and memory), in the end the judge found nothing illegal about the basic
integration of IE into Windows. The tie occurred only when Microsoft refused
to let OEMs disable end users’ access to IE’s functions. According to the gov-
ernment:

Microsoft could provide a version of Windows without IE, which would
give users all of the non-browsing features that Windows with IE provides
without including browsing functionality, by simply removing the user
access to browser functionality while retaining whatever code is necessary to
enhance the functionality of other applications.207

But simply eliminating end-user access to IE’s functions would not
address most of the issues raised by the district court, because virtually all of
the code would remain on the computer’s hard drive and would be called into
memory as needed by Windows itself and by applications.

The Government Did Not Show That Actions Deemed
Anticompetitive Had Anticompetitive Effects

Let us recall what the government’s case was all about. The government
claimed that Microsoft engaged in anticompetitive actions that had the anti-
competitive effect of preventing Netscape and Java from eroding the applica-
tions barrier to entry and eliminating Microsoft’s monopoly in operating sys-
tems for Intel-compatible computers. For the anticompetitive actions to have
had this anticompetitive effect, they had to have caused Netscape’s decline in
browser share,208 and that decline had to have been the cause of Netscape’s
failure to emerge as a middleware platform.

Did Microsoft’s Anticompetitive Actions Cause Navigator’s Decline?
The district court recognized that Microsoft engaged in both pro-compet-

itive and anticompetitive actions to win the browser war. As we have discussed
above, the following actions were not anticompetitive, according to the gov-
ernment’s reading of the district court’s COL:

Microsoft’s $100 million annual investment in improving the quality of
IE;

Microsoft’s annual investment of $30 million to promote and distribute
IE;

Microsoft’s integration of IE 3 and IE 4 into Windows;
Microsoft’s decision not to charge for IE at a time when Netscape was

charging some customers for Navigator;
Microsoft’s contract with AOL, in which AOL agreed to use IE tech-
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nologies for its subscriber software;
Microsoft’s provision of free administrative software (the IEAK) and

other technical support to ISPs who agreed to make IE their “preferred”
browser.

Neither the government nor the district court tried to separate the impacts
of these important actions, now deemed pro-competitive, from the much nar-
rower set of acts deemed anticompetitive. As a result, there is no basis for con-
cluding that Microsoft’s anticompetitive actions had a significant effect on the
decline in Netscape’s share. This is not a debating point – we are not arguing
that the district court failed to dot an “i” or cross a “t.” An inspection of the
key acts found by the district court to be anticompetitive shows that it is high-
ly implausible – and certainly unproved – that those actions could have had
significant effects on Netscape’s share.

Allowing OEMs to disable end-user access to IE. Consider tying and
the related predation charges. Clearly Microsoft’s integration of IE into
Windows and its distribution with Windows at no extra charge increased IE’s
share. But it seems implausible that the narrow act of denying OEMs the right
to delete easy access to IE’s features could have had a material incremental
impact on Netscape. As we discussed earlier, the evidence of an “icon barrier
to entry” was weak at best. Perhaps the most basic question is whether a
significant number of OEMs would have exercised that option if given it.
Suppose that Microsoft had integrated IE into Windows at no extra charge, but
had let OEMs delete the IE icon and disable other ready means of access.
Would that have gained Netscape significant additional distribution through
OEMS once IE 3 and subsequent versions were as good as or better than
Navigator?

Deleting IE 3, 4, or 5 would seem likely to generate more support calls
from users trying to use a widely advertised and highly praised feature of their
new operating system than it would avoid from users confused about seeing
two icons for different browsers. Moreover, OEMs would not have saved any
significant testing costs or hard disk space by “deleting” IE, because virtually
all of the code would still have been on the hard disk, ready to be invoked by
other applications.209

Even if OEMs decided to remove the IE icon from the desktop, why
would they have shipped Navigator rather than one of the numerous “shell”
browsers (such as Encompass)? Such shell browsers, available at no charge,
use the IE components in Windows to do most of the work and provide a user
interface that the OEM can customize to promote itself and advertisers.
Because they use very little code that is not already part of Windows, they
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require little extra testing and take up virtually no room on hard disks. At the
time of the trial, many OEMs already included a shell browser on the desktop,
despite the government’s claimed icon barrier to entry.210

AOL distribution constraint. It is clear that Microsoft’s agreements with
the OLSs, especially AOL, were key sources of the increase in the use of
Microsoft’s technology. But Judge Jackson found no indication that AOL or
the other OLSs were interested in offering two versions of their software.211

The illegal acts consisted of “the severe shipment quotas and promotional
restrictions,” which limited the extent to which AOL could promote the use of
other (unintegrated) browsers to its members.212 But the judge did not find that
AOL was ever constrained by the agreement’s 15 percent cap on shipments of
other browsers, and there was little reason to believe that AOL would have
actively promoted use of other browsers in place of its own access software,
which helps AOL direct users to its proprietary network and to Web sites that
pay promotional fees to AOL.213

ISP restrictions. For the reasons we discussed earlier, the government’s
analysis of the impacts of Microsoft’s agreements with ISPs was fatally
flawed. Even if one accepts that analysis, however, as the district court appears
to have done,214 it is irrelevant to the acts finally determined to be anticompet-
itive. The government’s control group excluded hits not only from the ISPs
that agreed to shipment restrictions, but also from the much larger number that
did nothing more than agree to promote IE as their “preferred” browser in
exchange for getting a free copy of the IEAK. To be relevant under the district
court’s Conclusions of Law, Fisher’s analysis would have had to compare
changes in IE’s share among those few ISPs that agreed to restrict shipments
of Navigator to the changes in IE’s share among other ISPs, including the
group that agreed only to promote IE as their “preferred” browser.215

Could Navigator Have Become a Platform Absent Microsoft’s Allegedly
Anticompetitive Acts?

The district court did not find that Navigator failed to become a platform
because of the actions that the district court found anticompetitive. It con-
cluded that “[t]here is insufficient evidence to find that, absent Microsoft’s
actions, Navigator and Java already would have ignited genuine competition
in the market for Intel-compatible PC operating systems.”216

There was no basis for it to conclude otherwise. As we discussed earlier,
Netscape had no plans to become a serious middleware platform. Netscape’s
CEO disavowed any interest in doing so.217 But even if Netscape had planned
to turn Navigator into a platform, there was no evidence that the actions the
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court found anticompetitive prevented it from doing so. As we have just seen,
the government did not present evidence that the relatively narrow set of
actions deemed anticompetitive by the district court contributed significantly
to Netscape’s decline in share. Moreover, Netscape never took the most basic
technological step needed to be a platform: It never componentized its brows-
er so that it could offer APIs that let developers use those components to
improve applications.218

The District Court’s Findings Concerning Consumer Harm

Judge Jackson’s Findings of Fact conclude with a section entitled “The
Effect on Consumers of Microsoft’s Efforts to Protect the Applications Barrier
to Entry.” He finds that Microsoft’s efforts (a) benefited consumers directly;
(b) harmed consumers directly; and (c) harmed consumers indirectly by sup-
pressing innovation. This section of the findings reflects the tension one finds
throughout that document between Judge Jackson’s sweeping condemnation
of Microsoft’s efforts to win the browser war and his specific identification of
the actions that crossed the line from competition to predation. He had found
that Microsoft’s substantial investment in developing a no-revenue browser
helped protect the applications barrier to entry. But he did not find that those
efforts had crossed the line from competition to predation. Consequently, there
is no way to know whether the benefits and harms he describes in this con-
cluding section result from pro-competitive or anticompetitive efforts. Was it
Microsoft’s pro-competitive investment of $100 million per year in IE that
“demonstrated that [Microsoft] will use its prodigious market power and
immense profits to harm any firm that insists on pursuing initiatives that could
intensify competition against one of Microsoft’s core products”?219 Or was it
Microsoft’s anticompetitive refusal to let OEMs delete the IE icon from the
Windows desktop?

It is simply impossible to reason from the highly circumscribed “bad acts”
described above to the conclusion that “Microsoft placed an oppressive thumb
on the scale of competitive fortune, thereby effectively guaranteeing its con-
tinued dominance in the relevant market.”220 There is no evidence that the acts
deemed illegal translated into significant market effects, much less ones that
could have harmed consumers.

Indeed, it is equally impossible to argue that the entirety of Microsoft’s
actions necessarily harmed consumers or hindered innovation, albeit for a dif-
ferent reason. It is clear that Microsoft’s actions, taken together, reduced the
likelihood that Navigator/Java would become a serious software platform. It is
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equally clear, however, that Microsoft’s actions generated very large benefits
for consumers. There is no evidence that the costs outweighed the benefits
identified, or that the hindrances to innovation were more important than the
spurs to innovation the judge identified. As a result, we do not see any support
in Judge Jackson’s findings for the proposition that Microsoft’s actions – writ
large or small – actually reduced consumer welfare, or would have done so in
the future if left unchallenged by the government.

Direct Benefits
Judge Jackson acknowledges that Microsoft’s efforts “contributed to

improving the quality of Web browsing software, lowering its cost, and
increasing its availability, thereby benefitting consumers.”221 The value to con-
sumers of the reduced price alone was almost certainly in the billions of dol-
lars. About 123 million Americans used the Web at least quarterly in 2000.222

Prior to 1998, Netscape charged many individuals and organizations for its
browsers. Prices charged on an individual basis ranged from $39 (in 1995) to
$79 (for Navigator Gold) in 1996. If we accept the district court’s conclusion
that Microsoft “compelled” Netscape to stop charging and assume that the
average browser price would have been $20 in the absence of Microsoft’s
actions, consumers would have saved $2.5 billion ($20 x 123 million) for the
browsers they were using in 2000. Obviously, this is a very rough approxima-
tion. The actual figure would have been substantially higher if consumers had
purchased several browsers between 1995 and 2000; it would have been lower
if fewer consumers had used a browser at a positive price. Our point is not that
the benefits were necessarily $2.5 billion – it is that under almost any plausi-
ble assumption, the benefits from a zero price were substantial.

Judge Jackson also acknowledged that Microsoft’s actions spurred inno-
vation. Competition between Microsoft and Netscape gave both incentives to
improve their browsers. This is consistent with observations made in the trade
press. As one article put it, “In the browser battle between Microsoft and
Netscape, there has been at least one sure winner: the Internet consumer.”223 It
is difficult to quantify the value of the improved product quality during this
period. The browser reviews described earlier, however, suggest that both
companies made tremendous improvements over a short space of time.224

Specific Harms Found by the District Court
Judge Jackson singled out Microsoft’s refusal to offer a “browserless”

(i.e., browser-disabled) operating system as a source of consumer harm worth
highlighting in his concluding section. There is no evidence in the trial record,
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however, concerning the number of end users who would have chosen a
browserless version of Windows, or how many OEMs would have chosen to
distribute a browserless version of Windows. The government’s evidence con-
sisted entirely of a few statements that some corporate customers would have
liked to purchase their operating system and platform separately.225 But there
is no way to infer from this evidence that any significant number of consumers
would prefer a browserless operating system.226 Two facts suggest that the
overall demand for browserless operating systems was in fact not significant.
First, as we have noted, all other operating system vendors include a browser.
Second, the district court’s injunction in Microsoft II had required Microsoft
to allow OEMs not to put IE’s icon on the desktop or the Start menu. During
the several months this option was available, only Packard Bell exercised it,
and only for one line of business laptops.227 The other specific harms identified
by Judge Jackson similarly are based on no evidence that could enable the dis-
trict court to determine the magnitude of harm.

Innovation
Judge Jackson decided that Microsoft’s actions had reduced the rate of

innovation,228 but there is no support in the trial record for his sweeping con-
clusion. The government did not introduce any evidence that Microsoft had
reduced the rate of innovation – measured by patents, copyrights, venture cap-
ital spending, new firm starts, or any other measure – in the software, platform,
operating system, or browser industry.229 The government did not even demon-
strate that Microsoft’s efforts had reduced Netscape’s or Sun’s investments in
their browsing and Java technologies, respectively.230 As we have noted on sev-
eral occasions, the evidence clearly showed that Netscape never planned to
invest in becoming a platform. Finally, the district court’s own Findings of
Fact call its sweeping conclusions into question. Judge Jackson found that
“[t]he debut of Internet Explorer and its rapid improvement gave Netscape an
incentive to improve Navigator’s quality at a competitive rate.”231 The district
court did not report any attempt to balance these benefits of increased innova-
tion against the cost of suppressed innovation.

CONCLUDING COMMENTS

In the early 1990s, IBM’s OS/2 posed a major competitive threat to
Microsoft’s platform business, and Microsoft improved Windows and distrib-
uted it aggressively. A few years later, Microsoft perceived Netscape and Sun
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to pose another such threat, and it again competed aggressively. This time the
government filed suit. At trial it condemned as predatory virtually everything
Microsoft did to respond to the threat to its platform leadership. This con-
demnation rested on the assertion that software platforms were not the rele-
vant antitrust market – even though the government also asserted that
Windows’ role as a platform was the source of most of its value and that the
platform potential of Netscape’s Navigator and Sun’s Java was a threat to
Windows. The government apparently believed that Microsoft should lose its
war with Sun and Netscape. But, as Judge Learned Hand famously said, “The
competitor, having been urged to compete, must not be turned upon when he
wins.”232

* This article first appeared in the Antitrust Bulletin. Reprinted with permission.
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3, 1999, a.m. Session, pp. 61-62 (Fisher Rebuttal, Cross).
73 The government never alleged that Microsoft obtained its position by anticompetitive

means, but much of the testimony implied that once IBM chose MS-DOS as its operat-
ing system, its rise was inevitable. Thus Judge Jackson states: “When the International
Business Machines Corporation (‘IBM’) selected MS-DOS for preinstallation on its first
generation of PCs, Microsoft’s product became the predominant operating system sold
for Intel-compatible PCs” (FOF, supra note 12, Paragraph 6).

74 PPFOF, supra note 11, Paragraph 31; FOF, supra note 12, Paragraph 47.
75 Given the positive feedback loop, there is conceptually no difference between referring to

an “applications barrier to entry” and a “user barrier to entry.” In the government’s
model, the stock of applications and the stock of users both prevent entry in the same
way.

76 See Schmalensee Direct, supra note 3, Paragraphs 100-101, 107.
77 These efforts include identifying APIs that software developers will want for new applica-

tions, writing the code to support those APIs (the largest part of the effort), and promot-
ing the use of those APIs by writing development tools, offering training, and holding
development conferences (see Maritz Direct, supra note 7, Paragraph 21).

78 See Maritz Direct, supra note 7, Paragraphs 136-147. A similar process goes on with hard-
ware vendors, but we do not focus on that side of the market.

79 Sun, for example, recently boasted that almost 2 million developers belong to its Sun
Developer Connection (Sun press release, Fourth Annual Sun Techdays 2001 Worldwide
Tour Begins US Leg to Educate Developers on Latest Technologies [January 8, 2001;
accessed March 27, 2001] http://www.sun.com/smi/Press/sunflash/
2001-01/sunflash.20010108.1.html.

80 See IDC Report #22766, Worldwide Software Market Forecast Summary. 2000–2004, p.
171, Tables 17-18 (August 2000). The “Windows” sales include all applications written
to the 32-bit Windows APIs. Unix customers pay much higher prices for Unix applica-
tions.

81 Windows 2000 has over 5,000 APIs, compared to just over 1,000 in most versions of Unix
(the number for Windows 2000 is based on a count of APIs included with the Software
Development Kit; the number for Unix is for the Unix 98 specification [see The Open
Group, UNIX System Interface Tables, 1997-1998; accessed April 5, 2001]
http://www.unix-systems.org/what_is_unix/unixv2.pdf).

82 When IBM first unveiled its Personal Computer, it endorsed and sold three operating sys-
tems: PC-DOS (its branded version of MS-DOS), CP/M-86 (from Digital Research), and
the p-System (based on the UCSD Pascal interpreter). PC-DOS was not “bundled” with
PCs, but it and CP/M-86 were available for separate purchase (see Paul Freiberger and
Michael Swaine, Fire in the Valley: The Making of the Personal Computer [2000], p.
348; see also Stephen Maines and Paul Andrews, Gates [1994], p. 192).
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83 For IBM’s comparison of OS/2 Warp 3 with Microsoft’s forthcoming Windows 95 (code
name Chicago), see DX 2633, “Warp vs. Chicago: A Decision Maker’s Guide to 32-bit
Operating System Technology,” IBM Personal Software Marketing 10, 13 (September
1994). Although the government focused on OS/2 Warp 3.0, released in 1994, IBM had
achieved full compatibility with Windows 3.x in OS/2 2.1, released in 1993 (see
Transcript, November 17, 1998, p.m. Session, pp. 78-80 [Cross of John Soyring]).
Moreover, OS/2 had been available since 1987, three years before Windows 3.0. It
achieved significant sales.

84 “There will be very few Windows 95 products available other than Microsoft Corp.’s the
day the operating system ships, but more than 30 products should be out within a month
of the launch and more than 100 products by year’s end.” “Windows 95 Products Slow to
Step up at First,” Computer Reseller News, August 1995, pp. 73-74.

85 John Soyring of IBM testified for the government that OS/2 could not overcome the appli-
cations barrier to entry (Direct Testimony of John Soyring, Paragraphs 9-13 (November
17, 1998) [hereafter Soyring Direct]). However, IBM and Microsoft had equal starting
points: Both had access to the source code for MS-DOS and Windows 3.x, and thus
could make their systems backward compatible (as IBM did with OS/2 2.1 [see DX
2633, supra note 83]). Moreover, the leaders in spreadsheets and word processing, Lotus
and WordPerfect, wrote OS/2 versions before they wrote for Windows (see Transcript,
November 17, 1998, p.m. Session, pp. 71-72 [Soyring Cross]).

86 See Maritz Direct, supra note 7, Paragraph 136.
87 Regarding Linux, see Transcript, June 22, 1999, p.m. Session, pp. 42-44 (Schmalensee

Rebuttal, Direct); regarding Java, see Schmalensee Direct, supra note 3, Paragraph 144;
Transcript, June 22, 1999, p.m. Session, pp. 73-74 (Schmalensee Rebuttal, Direct);
regarding OS/2, see Soyring Direct, supra note 85, Paragraph 4.

88 See Elzinga et al., supra note 24.
89 Apple recently announced that “over 20,000” applications were being developed for Mac

OS X (Apple press release, More than 10,000 Developers Working on Mac OS X
Solutions (March 21, 2001; accessed April 4, 2001), http://www.apple.com/
pr/library/2001/mar/21osxdev.html; see also Apple press release, Avalanche of New Mac
Software and Peripherals Continues (September 17, 1998; accessed March 30, 2001),
http://www.apple.com/pr/library/1998/sep/17onethousand.html).

90 For comparison, Microsoft’s Windows CE platform accounted for 19 percent of 1999 hand-
held shipments (see IDC Report #22430, Market Mayhem: The Smart Handheld Devices
Market Forecast and Analysis 1999-2004 28, Table 12 (June 2000); 3Com press release,
Palm Computing to Host Second Annual Worldwide Developer Conference (September 2,
1998; accessed March 30, 2001), http://www.palm.com/pr/debconf.html).

91 See Josh Lerner, “Did Microsoft Deter Software Innovation?” Table 2 (available at
http://papers.ssrn.com/toptens/tt_jrnl_208190.html).

92 See Manes and Andrews, supra note 82, pp. 217-218; Freiberger and Swaine, supra note
82, pp. 368-369.

93 John Soyring of IBM testified that one reason IBM gave up on OS/2 was that “[g]iven the
price [IBM or any other company] could expect to receive for each license of its operat-
ing system” (in competition with Windows), “the company would have to ‘sell’ tens of
millions of copies of its new product to recoup its cost” (Soyring Direct, supra note 85,
Paragraph 13). For a theoretical analysis showing why network effects can lead a firm to
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set a lower current price, see Drew Fudenberg and Jean Tirole, “Pricing under the Threat
of Entry by a Sole Supplier of a Network Good” 48 (4) Journal of Industrial Economics,
pp. 373-390 (December 2000).

94 See generally Jim Carlton, Apple (1998); regarding OS/2, see generally, Paul Carroll, Big
Blues: The Unmaking of IBM (1994); regarding IBM’s decision to focus on large busi-
ness users, see Transcript, November 17, 1998, p.m. Session, pp. 81-82 (Soyring Cross).

95 For example, Intel did not expect Windows 95 to be released in the summer of 1995, and
thus focused its native signal processing software on Windows 3.x (see Transcript,
November 10, 1998, p.m. Session, pp. 21-22 [McGeady Cross]). For IBM’s continued
hopes regarding OS/2, see Transcript, November 18, 1998, p.m. Session, pp. 99-100
(Soyring Cross).

96 See David S. Evans and Richard Schmalansee, “Some Economic Aspects of Antitrust
Analysis in Dynamically Competitive Industries” (available at
http://papers.nber.org/papers/w8268); Schmalensee Direct, supra note 3, Section III.

97 See David Bank, “The Java Saga” Wired (December 1995; accessed April 9, 2001),
http://www.wired.com/wired/archive/3.12/java.saga_pr.html.

98 See Transcript, June 1, 1999, a.m. Session, pp. 31-32 (Fisher Rebuttal, Direct); see general-
ly David S. Evans et al., The Rise and Fall of Leaders in Personal Computer Software
(January 7, 1999; accessed April 5, 2001)
http://www.neramicrosoft.com/NeraDocuments/Analyses/rise_and_fall.pdf.

99 See Evans et al., supra note 98.
100 See Fudenberg and Tirole, supra note 93.
101 This is related to the notion of “innovation markets.” See Richard J. Gilbert and Steven C.

Sunshine, “ Incorporating Dynamic Efficiency Concerns in Merger Analysis: The Use of
Innovation Markets,”  63 Antitrust Law Journal (1995), p. 569. But it is important in the
assessment of dynamic competition to look for competitive threats from alternative tech-
nologies.

102 See Paul Carroll, supra note 94, pp. 325-327 (1994).
103 Microsoft did not dispute the government’s assertion that it had static market power and

could set Windows prices above marginal cost. Nonetheless, the government devoted
great effort to prove this assertion (see, e.g., Transcript, January 20, 1999, p.m. Session,
pp. 63-66 [Schmalensee Redirect]).

104 KM when asked under cross-examination for his estimate of the “competitive price” of
Windows 98, which he offered as a benchmark for measuring monopoly power, Warren-
Boulton answered, “significantly below whatever it is” (Transcript, November 19, 1998,
a.m. Session, p. 40 [Warren-Boulton Cross]). No other estimate was ever offered.

105 The government’s market definition even excluded Apple, though it obviously is, and has
been, in platform competition with Microsoft.

106 Wang was the leader in dedicated word processors, which were supplanted by PCs with
word-processing software.

107 For details and sensitivity analysis, see Schmalensee Direct, supra note 3, App. B; Bernard
Reddy et al., “Why Does Microsoft Charge So Little for Windows?”  in this volume.

108 See Transcript, June 1, 1999, p.m. Session, p. 7 (Fisher Rebuttal, Direct).
109 See Transcript, June 2, 1999, a.m. Session, pp. 6-7 (Fisher Rebuttal, Direct); Transcript,

November 19, 1998, p.m. Session, p. 33 (Warren-Boulton Cross).
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110  After correcting his estimated average price of a new PC, but leaving unchanged several
other implausible assumptions. Fisher testified that he could get the monopoly price
within a “couple of hundred dollars” of the observed price of Windows (Transcript, June
2, 1999, a.m. Session, p. 53 [Fisher Rebuttal, Cross]). For more discussion of Fisher’s
analysis, see Bernard Reddy et al., “A Monopolist Would Still Charge More for Windows:
A Comment on Werden,” 18(3) Review of Industrial Organization (May 2001a), p. 263,
and Bernard Reddy et al., “A Monopolist Would Still Charge More for Windows: A
Comment on Werden’s Reply,” 18(3) Review of Industrial Organization (May 2001b), p.
273.

111  Economides and Hall observe that the government failed to deal seriously with this funda-
mental inconsistency. See Nicholas Economides, The Microsoft Antitrust Case (available
at http://www.stern.nyu.edu/networks/papers.html); Chris E. Hall and Robert E. Hall,
National Policy on Microsoft: A Neutral Perspective, Version 2.0 (February 27, 1999;
accessed April 9, 2001), http://www.netEcon.com/Neutral2.pdf. Gregory Werden,
“Microsoft’s Pricing of Windows and the Economics of Derived Demand Monopoly,”
18(3) Review of Industrial Organization (May 2001), p. 257, and Gregory Werden,
“Microsoft’s Pricing of Windows: A Reply to Reddy, Evans, Nichols, and Schmalensee,”
18(3) Review of Industrial Organization (May 2001), p. 269, reiterate Fisher’s claims
regarding parameter values and suggest that Microsoft’s behavior can be explained by
the existence of two distinct markets for Windows-equipped PCs, one of which is highly
elastic, with a low willingness to pay. However, Reddy et al. (May 2001a, supra note
110), and Reddy et al. (May 2001b, supra note 110), show that the parameter values
assumed by Fisher and Werden are inconsistent with the data and that Werden’s two-seg-
ment theory cannot explain Microsoft’s low price because the profit-maximizing strategy
is essentially to price to sell only to the higher-value segment.

112  See, e.g., Fudenberg and Tirole, supra note 93.
113  One of the government’s most oft-cited quotes was a Bill Gates e-mail in which he

expressed concern that Netscape could “commoditize” the operating system by becom-
ing the platform to which developers wrote (DX 81, supra note 8). It was clear, however,
that Gates and Microsoft’s other top executives all saw Windows’ value as deriving from
its role as the leading platform, not as an operating system narrowly defined.

114  Fisher Direct, supra note 61, Paragraphs 124, 127, 131-133.
115  The district court used the government’s predation test to analyze the exclusionary as well

as the predatory behavior, and these two types of anticompetitive actions blended togeth-
er in the government’s presentation. See COL, supra note 12, pp. 8-9; PPCOL, supra
note 11, esp. p. 15 (noting that the Supreme Court “has used the language of ‘exclusion-
ary’ or ‘anticompetitive’ or ‘predatory’” to condemn behavior that imposes costs on the
monopolist that can only make sense in the context of monopoly maintenance or acquisi-
tion).

116  This section is adapted from Evans and Schmalensee, supra note 96.
117  “For this reason, there is a consensus among commentators that predatory pricing schemes

are rarely tried, and even more rarely successful” (Matsushita Elec. Indus. Co. v. Zenith
Radio Corp., 475 U.S. 574, p. 589 [1986] [hereafter Matsushita]). Economists have built
theoretical models in which predation is a rational strategy, but there is scant evidence
that the models describe any real markets (see John R. Lott, Jr., Are Predatory
Comitments Credible?: Who Should the Courts Believe? [1999]).

118  Cargill, Inc. v. Monfort of Colorado, Inc., 479 U.S. 104, fn. 17 (1986) (“…the mechanism
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by which a firm engages in predatory pricing – lowering prices – is the same mechanism
by which a firm stimulates competition; because ‘cutting prices in order to increase busi-
ness often is the very essence of competition.’” Citing Matsushita Elec. Indus. Co. v.
Zenith Radio Corp., 475 U.S. 574, 594 [1986]).

119  Matsushita, supra note 117, p. 594.
120  Brooke Group Ltd. v. Brown & Williamson Tobacco Corp., 509 U.S. 209, p. 224 (1993)

(hereafter Brooke Group).
121  Ibid., p. 225.
122  Although the Brooke Group court was obviously concerned with consumer welfare, it pro-

vides a useful screen – since “predation” without recoupment is unlikely to harm con-
sumers – not an exact test of welfare improvement. We do not believe that such an exact
test is feasible.

123  Brooke Group, supra note 120, p. 224.
124  Janusz A. Ordover and Robert D. Willig, “An Economic Definition of Predation: Pricing

and Product Innovation,” 91 Yale Law Journal, pp. 8-53. For a finding of predation, they
would also require that “the likelihood of the rival’s exit must be substantially raised by
the product introduction, and the additional monopoly profit that would accrue to the
innovator after the exit of the rival must be sufficient to make the introduction of the new
product profitable for the innovator.”

125  This interpretation is notable because it appears to be the one that the district court relied
on. “Because Microsoft’s business practices ‘would not be considered profit maximizing
except for the expectation that ... the entry of potential rivals’ into the market for Intel-
compatible PC operating systems will be ‘blocked or delayed,’ Microsoft’s campaign
must be termed predatory” (COL, supra note 12, Section I.A.2.c [internal citations omit-
ted]).

126  Transcript, June 1, 1999, a.m. Session, pp. 38-39 (Fisher Rebuttal, Direct).
127  Carlton-Perloff Companion Web Site, Student Resources, Chapter 19 – Lessons from the

Microsoft Case (accessed April 3, 2001), http://occ.awlonline.com/bookbind/pubbooks/
carlton_awl/chapter19/deluxe.html.

128  See Schmalensee Direct, supra note 3.
129  The government pointed to Microsoft’s free distribution of IE for platforms other than

Windows as evidence of predation. But it never introduced any evidence that the fore-
gone revenues would have been significant or that the free provision of these other plat-
forms had a material adverse effect on Netscape. Microsoft claimed to have developed
those other versions in response to demand from customers and distributors, who did not
want to adopt IE unless they could provide compatible versions for their employees or
subscribers who used other operating systems.

130  See Fisher Direct, supra note 61, Paragraphs 122-124.
131  Transcript, June 3, 1999, p.m. Session, pp. 46-48 (Fisher Rebuttal, Cross).
132  See DX 2763, “Microsoft Can Break Even on IE by Realizing Small Increases in Price or

Sales of Windows.” In preparation for the remedies phase of the trial, two of the authors
conducted surveys, described more fully in Elzinga et al., supra note 24, of consumers
who had purchased new computers with Windows 98. The vast majority of respondents
said they would prefer Windows 98 with rather than without a built-in browser.
Respondents on average were willing to pay $18 to have IE included.
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133 Actual revenues for calendar 2000 from Microsoft Corporation Quarterly Revenue
(accessed April 5, 2001), http://www.microsoft.com/msft/download/RevChanBusDiv.xls.
Actual margin for calendar 2000 from Microsoft Corporation Quarterly Income
Statements (accessed April 5, 2001), http://www.microsoft.com/msft/download/
financialhistoryQ.xls. We use before-tax income because Microsoft’s investments were
deductible from taxable income.

134 This calculation conservatively assumes no growth in Microsoft’s income. It also assumes
a discount rate of 20 percent per year and five years of investment, 1995-99. If one
assumes expenditures of another $50 million per year for promotion and distribution, the
break-even probability is still only 5 percent.

135 The government distinguished Microsoft’s investments in these “no-revenue” products
from its investments in IE on the grounds that these other investments were not under-
taken to maintain or attain a monopoly. But if those investments in “no-revenue” product
actions made “business sense,” there is every reason to assume that the investment in IE
did also. The government sometimes seemed to argue that leading firms should not make
otherwise sensible investments if those investments might harm an actual or potential
competitor. Such a rule would explicitly restrict competition and would thus harm con-
sumers.

136 See Fisher Direct, supra note 61, Paragraphs 217-222; Transcript, January 11, 1999, p.m.
Session, pp. 77-78 (Fisher Recross).

137 Many people use more than one browser. Survey data showed that on average respondents
who used any browser had used 1.5 different browsers during the two preceding weeks
(see Schmalensee Direct, supra note 3, Paragraph 384).

138 See Fisher Direct, supra note 61, Paragraphs 219-223.
139 See Thomas G. Krattenmaker and Steven C. Salop, “Anticompetitive Exclusion: Raising

Rivals’ Costs to Achieve Power over Price,” 96 (2) Yale Law Journal (December 1986);
Steven C. Salop and David T. Scheffman, “Cost-Raising Strategies,” 36 Journal of
Industrial Economics (September 1987). For a critique in the context of this case, see
Transcript, January 19, 1999, a.m. Session, pp. 52-54 (Schmalensee Cross).

140 See Omega Envtl., Inc. v. Gilbarco, Inc., 127 F.3d 1157, 1163 (9th Cir. 1997), cert. denied,
525 U.S. 812 (1998); Roland Mach. Co. v. Dresser Indus., Inc., 749 F.2d 380, 393-395
(7th Cir. 1984) (Posner, J.); Barry Wright Corp. v. ITT Grinnell Corp., 724 F.2d 227 (1st
Cir. 1983) (Breyer, J.).

141 The incumbent could prevent price-reducing entry if it foreclosed enough of the market to
rivals. Even here, as with all predation strategies, there is an issue as to whether this is a
plausible anticompetitive strategy.

142 Fisher’s entire discussion of his claim that Microsoft had used a raising-rivals’-cost strate-
gy is at Fisher Direct, supra note 61, Paragraphs 133, 222; Transcript, January 11, 1999,
p.m. Session, p. 78 (Fisher Redirect); Transcript, January 13, 1999, a.m. Session, pp. 56-
63 (Fisher Recross).

143 See Transcript, June 4, 1999, a.m. Session, p. 36 (Fisher Rebuttal, Redirect).
144 We consider in detail the government’s analysis of the effectiveness of the ISP agreements

because: (1) it was the government’s only serious attempt at quantitative analysis and (2)
it was debated extensively during the trial, was referenced approvingly in the district
court’s FOF, and has figured in post-trial discussions by the government’s economists
(see Franklin M. Fisher and Daniel L. Rubinfeld, “United States v. Microsoft: An
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Economic Analysis,” in Did Microsoft Harm Consumers? Two Opposing Views, pp. 1,
29-33 [AEI-Brookings Joint Center for Regulatory Studies, 2000]).

145 The government saw OEMs as a key distribution channel (PPFOF, supra note 11,
Paragraph 213).

146 See Fisher Direct, supra note 61, Paragraphs 227-229; Direct Testimony of Frederick R.
Warren-Boulton, Paragraphs 144-151 (November 18, 1998).

147 See Schmalensee Direct, supra note 3, App. D, Table D-19.
148 This figure is calculated using the government’s AdKnowledge data, excluding hits iden-

tified as coming from one of the OLSs. The starting and ending percentages are 20 and
46 percent, respectively.

149 See Transcript, June 21, 1999, a.m. Session, p. 18 (Schmalensee Rebuttal, Direct).
150 See DX 2758, “Netscape’s Share Among ISP Subscribers Has Remained High.” From May

1997 through April 1998, 82 percent of respondents who were ISP subscribers and
received their browser from their provider used Navigator. These figures are based on the
monthly surveys conducted for Microsoft starting in early 1996 (see Schmalensee Direct,
supra note 3). These surveys were the only data introduced at trial that addressed how
users obtained their browsers and were relied upon in most of the Microsoft e-mails used
by the government to establish the importance of OEMs, OLSs, and ISPs as distribution
channels.

151 These six ISPs were called the “Parity” group in Fisher and Warren-Boulton’s analyses.
152 For further discussion of the AdKnowledge data and its infirmities, see Schmalensee

Direct, supra note 3, App. D.
153 See Transcript, February 10, 1999, p.m. Session, pp. 41-43 (Cross of Cameron Myhrvold).
154 See Direct Testimony of Cameron Myhrvold, Paragraphs 4, 32-39 (February 8, 1999).
155 See Schmalensee Direct, supra note 3, App. D, Paragraphs 115-116, Table D-10.
156 The government claimed that such evidence was irrelevant, because it reflected the choices

made by these ISPs absent contractual obligations to Microsoft or Netscape. See
Transcript, June 2, 1999, a.m. Session, pp. 10-11 (Fisher Rebuttal, Direct). That argu-
ment is invalid, however, because the ISPs in the control group were self-selected, so one
cannot logically ascribe the differences between their behavior and the behavior of the
other ISPs to the agreements. The tiny ISPs in the control group were plainly atypical,
since the vast majority of ISPs entered into agreements with Microsoft or Netscape.

157 We discovered by chance that in at least one case an ISP in a different group had been
acquired by another, and only its original subscribers continued to use the domain name
identified by the government; new subscribers used a different domain. See Schmalensee
Direct, supra note 3, App. D, Table D-11).

158 During his redirect, Fisher presented a graph plotting results with these three sets of fixed
weights (GX 1445), which he claimed showed visually that fixed weights made no dif-
ference. Transcript, January 12, 1999, p.m. Session, p. 26 (Fisher Redirect). However, he
did not report the differences from the first to the last months, which can be done using
the underlying data (GX 1480, “backup data for GX 1445”; GX 1445, “Microsoft’s
share of the Browser Market Monthly Usage by ISP Category”). They are: 19 percentage
points with a simple average (equal weights), 15 percentage points with starting weights,
and 13 percentage points with ending weights, compared to 10 percentage points with
the government’s original method.
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159 PPCOL, supra note 11, p. 54. The government also argued that the discounts that
Microsoft offered to some OEMs for featuring IE exclusively were illegal. However, the
only OEM known to have accepted Microsoft’s offer was Compaq, which had numerous
cross-promotional arrangements with Microsoft under its “Front-Line partnership” (see
PPFOF, supra note 11, Paragraphs 195-203).

160 The “Prototype Removal Program” developed by Professor Felton essentially deleted the
IE icon, removed IE from the Start menu, and modified various registry settings so that
IE would not launch automatically under various conditions. It removed only the “stub”
of the code used to launch IE as a browser. All of the code supporting APIs was left
intact. See Direct Testimony of Edward W. Felten, Paragraphs 52-67 (December 11,
1998).

161 The OEMs act as distributors of Microsoft’s products. It is common for manufacturers to
limit how distributors can modify products. The government’s response that other operat-
ing system vendors allowed changes is misleading. First, the government introduced no
evidence that this happens much in practice. Second, many of the vendors (including
Apple and Sun) act as their own OEMs. Microsoft never limited modifications that end
users (or their agents, such as value-added resellers) could make to the desktop. Third,
other platform vendors had not yet used their browsers to supply APIs for applications
developers and therefore had less reason to care whether browser code was present in the
version running on end-user machines.

162 See Direct Testimony of Joachim Kempin, Paragraphs 20, 45 (January 6, 1999).
163 The government cited a Microsoft e-mail saying that the company hoped to make running

other browsers a “jolting” experience (PPFOF, supra note 11, Paragraph 129, citing GX
684, at MS6 6007119, Brad Chase, “How to get to 30% Share in 12 Months” [1996 mar-
keting plan]), but it did not introduce any evidence that this meant more than making IE
so smoothly integrated that running a separate browser application would seem “jolting”
in comparison.

164 See Fisher Direct, supra note 61, Paragraph 150; PPFOF, supra note 11, Paragraph 179.
165 See Barksdale Direct, supra note 51, Paragraph 19.
166 See Chase Direct, supra note 10, Paragraph 175; see also Transcript, January 5, 1999, p.m.

Session, pp. 18-20 (Fisher Cross).
167 PPFOF, supra note 11, Paragraph 179.
168 See Transcript, June 21, 1999, a.m. Session, pp. 73-74 (Schmalensee Rebuttal, Direct).
169 We do not debate the wisdom of the case law in this section. It is worth noting, however,

that the per se rule against tying is not supported by the economics literature. See Keith
N. Hylton and Michael Salinger, Tying Law and Policy: A Decision Theoretic Approach,
Boston University (2000) (mimeo). On the other hand, the rules against foreclosure,
properly applied, cover many actions that are probably harmful to consumers.

170 In its complaint, the major remedy demanded by the government was that Microsoft either
offer a version of Windows without IE or include Navigator in subsequent releases of
Windows (see Complaint Section VIII, Paragraphs 1-2 [filed May 18, 1998]). During the
trial, in addition to giving economic testimony on the tying issue, the government’s two
computer science experts – David Farber and Edward Felton – testified primarily on
tying-related issues.

171 The government did not object to (a) Microsoft’s including APIs based on IE in Windows
so that applications developers could still write to those APIs (see, e.g., Transcript,
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December 9, 1998, a.m. Session, pp. 63-66 [Recross of David Farber]); (b) Microsoft’s
charging more for the browser-disabled version of Windows than the regular version (see
Transcript, November 24, 1998, a.m. Session, pp. 60-61 [Warren-Boulton Cross];
Transcript, November 24, 1998, p.m. Session, pp. 42-43 [Warren-Boulton Cross]).

172 PPFOF, supra note 11, Paragraphs 150-194, esp. Paragraph 151.2.
173 There is no basis for concluding that the Jefferson Parish test provides necessary and

sufficient conditions for determining that a tie harms consumers; at best it provides nec-
essary conditions (see Evans and Schmalensee, supra note 96; Hylton and Salinger,
supra note 169).

174 Jefferson Parish Hosp. Dist. No. 2 v. Hyde, 466 U.S. 2, pp. 16, 26 (1984) (hereafter
Jefferson Parish).

175 Response of Carolina, Inc. v. Leasco Response, Inc., 537 F.2d 1307, at 1330 (5th Cir.
1976).

176 Microsoft II, supra note 1; Caldera Inc. v. Microsoft Corp., 72 F. Supp.2d 1295 (D. Utah
1999).

177 Jefferson Parish, supra note 174, pp. 22-23.
178 Eastman Kodak v. Image Technical Services, Inc., 504 U.S. 451, p. 458 (1992).
179 Transcript, October 22, 1998, p.m. Session, pp. 51-52 (Barksdale Cross).
180 See Schmalensee Direct, supra note 3, App. D, Tables D-22-23.
181 The government cited two types of companies: those that preferred to standardize on a dif-

ferent browser (such as Boeing) and those that preferred not to give some employees
access to the Internet. However, the government also acknowledged that most large com-
panies installed their own software, so what the OEMs were allowed to do did not pre-
vent them from standardizing on another browser. For companies that did not want some
employees to access the Internet, the simple solution was not to give them a connection
to the Internet.

182 Microsoft II, supra note 1, Appeals Court Decision, pp. 13-14 (June 23, 1998).
183 The government did not dispute these benefits. However, it claimed that Microsoft could
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Section 1: U.S. v. Microsoft Corp.: The Economics

Essay 2

Why Does Microsoft Charge So Little for Windows?

by Bernard Reddy, David S. Evans, and Albert L. Nichols

From a conventional antitrust perspective – and certainly from the perspective
of government prosecutors – Microsoft has monopoly power in the market for
personal computers run with Intel-compatible microprocessors. Indeed, if it
didn’t possess such monopoly power, there would have been no basis for the
court findings that Microsoft had abused said power.

But that raises a critical question. The market for computer hardware is
highly competitive. If Microsoft is, in effect, the gatekeeper, deciding how much
consumers will pay for the vital machinery of the information age, why does
the company charge so little for it – typically, just a few percent of the total
price of a computer system? Put it another way: If Microsoft is a monopolist,
why doesn’t it charge the profit-maximizing price for Windows?

This brief paper estimates the profit-maximizing price of Windows assum-
ing that the government is right – that Microsoft has a monopoly protected by
durable entry barriers. We find that if the government’s theory is right Micro-
soft should be charging a figure that is an order of magnitude larger than the
price Microsoft typically charges. No matter how you slice and dice it, the
plausible price under the government’s monopoly theory exceeds $1,000 – 10
or 20 times as much as the company actually charges.

The explanation, we argue, is that Microsoft is constrained by dynamic
competition – in particular, the threat of innovation that makes it possible to
perform the functions of a PC without a remarkably complex operating system
like Windows. But whether that is the explanation or not, the more important
point is that the government based its case on a theory that simply does not fit
the facts. — D.S.E.
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Some observers have argued that Microsoft Windows is such an important
component of most personal computers sold in the market today that comput-
er manufacturers have no choice but to install Windows on their computers. In
1997, about 88 percent of new personal computers based on Intel x86-com-
patible microprocessors had a version of Windows installed; Intel x86-com-
patible computers in turn accounted for about 95 percent of all new personal
computers.1 These commentators claim that because Microsoft provides such
an important component for personal computers, it is able to charge “high”
prices for Windows. They conclude that the price of Windows is “high” based
on two facts: It costs little to produce and distribute copies of Windows; and
the price of Windows has not fallen as rapidly as have the prices of personal
computers or computer chips.2

The U.S. Department of Justice (DOJ) and 20 states (plus the District of
Columbia) made the same claim in an antitrust case filed in May 1998. Using
the language of antitrust, they say that Microsoft has “monopoly power in the
operating system market,” which is defined as “the market for personal com-
puter operating systems that are compatible with Intel x86/Pentium (or Intel-
compatible) microprocessors.”3 Professor David Sibley, an economist who
was scheduled to testify for DOJ at the trial, prepared a declaration and a later
expert report that describe the basis for these conclusions in more detail. In
part, he suggests that Microsoft is a monopolist because it could raise the price
of Windows – which he says is currently in the range of $45 to $654 – by at
least 10 percent and make more money.5

Professor Sibley and other critics of Microsoft have actually missed the
most intriguing puzzle: If a hypothetical monopolist could profitably raise its
operating system price by 10 percent above the levels that Microsoft charges,
and if Microsoft has monopoly power in this market, then why doesn’t
Microsoft raise its price? Furthermore, why would a company that has an
important input – the operating system – into a product used widely both in
the home and in the workplace – the personal computer – charge only about
$50 for it? That is only 2.4 percent of the average price of a computer sold in
1997 ($2,082).6

Those who claim that Microsoft has monopoly power have missed anoth-
er paradox. The prices of Microsoft’s operating systems have risen far less
rapidly than the value of its operating systems. Someone in August 1989 who
already had MS-DOS running on a computer would have had to spend about
$254 (in 1998 dollars) on other products to obtain just a portion of the software
features that are available in Windows 98. And many features that are standard
parts of Windows today simply were not available at any price in 1989.
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This paper shows that Microsoft charges low prices for Windows and does
not increase the price of Windows at the same rate as it enhances the capabil-
ities of Windows for a very simple reason: competition. It is not the static
competition that your college economics professor might have used to explain
why wheat farmers cannot charge more for an essential food item. Rather, it
is the dynamic competition noted by Joseph Schumpeter and described in the
modern economics literature on innovation races and superstars.

MICROSOFT ACTS AS IF IT FACES COMPETITION,
NOT AS IF IT IS A MONOPOLIST

We are going to demonstrate two implications of Microsoft’s $50 price for
Windows in this section. First, if Microsoft really had a monopoly in the oper-
ating system market for personal computers, under plausible circumstances it
could charge at least $1,000 for Windows. Second, the fact that Microsoft only
charges about $50 for Windows implies that it faces a demand curve with an
elasticity whose magnitude is at least 13. That is a highly elastic demand curve
and indicates that Windows faces intense competition.

Price Setting by a Monopolist

Even a true monopolist faces some constraints in setting prices – no firm
can set an infinitely high price for its product and actually make sales. Prices
for real-world transactions are therefore never infinitely high. In deciding how
to set the price for its product, a monopolist must weigh the tradeoff between
two effects: A higher price will increase the revenues per unit sold; but a high-
er price will also decrease the number of units sold, because consumer
demand will fall, other suppliers will increase their output of (at least partial-
ly) competing products, or both. The monopolist maximizes profits when
these two effects are balanced: The direct gain in revenues from a higher price
would be offset by the lost net revenues due to the drop in volume caused by
that higher price. This condition can be summarized in the following form:

where P is the profit-maximizing price chosen by the monopolist, MC is the
marginal cost for the monopolist,7 and E is the price elasticity of demand.8

This is a standard result in economic theory.
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This equation says that a monopolist should set price so that the net mar-
gin equals the inverse of the price elasticity of demand. When demand
responds sharply to price changes, the elasticity will be high, and the profit-
maximizing price must therefore be close to marginal cost. When demand
responds weakly to price changes, the elasticity will be small,9 and the profit-
maximizing price can substantially exceed marginal cost.

Derived Demand

Under many circumstances, the demand for one product is “derived” from
the demand for another product. For example, someone who does not own a
computer has no need for an operating system, and everyone who owns a com-
puter needs an operating system. The demand for operating systems therefore
depends directly on the demand for computers.

Suppose that every purchaser of a new personal computer wants exactly
one operating system installed on the computer: There is no demand for
“naked” machines or for machines with multiple operating systems installed,
and OEMs pay for (rather than pirate) the operating systems that they install.
Suppose further that the supply of personal computers is highly competitive,
with many manufacturers striving to satisfy consumer demands by supplying
quality products at the lowest possible prices. If so, the price that an OEM
pays for an operating system will be passed on to consumers directly in the
price of the computer. Under these circumstances, the demand by OEMs for
any one operating system will necessarily equal the number of computers that
they sell with that operating system installed (one and only one operating sys-
tem for each computer).

Further, the price elasticity of demand for a given operating system will
be a fraction of the price elasticity of demand for computers equipped with
that operating system. That fraction will equal the price of the operating sys-
tem relative to the price of the computer. If a given vendor of operating sys-
tems charges a price to an OEM, who in turn charges a price for the
computer equipped with that operating system, then the operating system
accounts for the fraction of the price of the computer. If the operating
system price increases by 1 percent, and that price increase is passed on in the
computer price, then the computer price will rise by only of 1 percent.
Demand for computers equipped with that operating system therefore would
fall by only times the price elasticity of demand for computers
equipped with that operating system. If the price elasticity of demand for per-
sonal computers is 2.0, for example, and if the operating system accounts for



REDDY, EVANS, NICHOLS 97

only 5 percent of the price of the computer, then the price elasticity of demand
for the operating system is only 0.1.

Is Microsoft Maximizing Monopoly Profit?

Suppose that Microsoft were actually a monopolist – a firm that could
determine its own price without regard to other competitors and could prevent
entry into its market. How much would it charge for Windows?

In this hypothetical world of monopoly, every personal computer must
have a copy of Windows installed. In its complaint against Microsoft, the U.S.
Department of Justice states on page 1 that “PC manufacturers (often referred
to as Original Equipment Manufacturers, or ‘OEMS’) have no commercially
reasonable alternative to Microsoft operating systems for the PCs that they
distribute.” On the other hand, it is widely accepted that the OEM business is
highly competitive. Hundreds of OEMs license operating systems directly
from Microsoft, and thousands of others obtain licenses through distributors.
Dataquest identified more than 30 OEMs that shipped at least 20,000 person-
al computers in 1997. These top firms shipped barely two-thirds of personal
computers, while smaller firms accounted for over 30 percent of the total.10

To provide a quantitative estimate of the monopoly price of Windows, we
need estimates of the price of a new personal computer, the current price to
OEMs of licensing Windows, and Microsoft’s marginal cost of selling anoth-
er copy of Windows to OEMs:

The average price of a personal computer is $2,000, based on 1997
industry data.11

The average price paid by OEMs for licensing Windows 98 is about
$50 per unit.12

The marginal cost to Microsoft of licensing an additional copy of Win-
dows to an OEM is zero. This is clearly an underestimate, as Microsoft does
incur some support and other costs that vary at the margin (in general, how-
ever, OEMs are responsible for support). However, that fact reinforces the
conclusions we reach, because our assumption of zero marginal cost leads to
an underestimate of the true monopoly price.

With perfect competition among OEMs, the price of personal computers
with Windows preinstalled will equal the price charged by Microsoft for

Windows plus the costs of the other components. These other system
costs are therefore estimated to be $1,950 ($2,000-$50).

The price elasticity of demand for the operating system will equal the
price elasticity of demand for computers times the fraction The
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profit-maximizing condition presented above leads to the following derivation
(substituting into this condition the expressions for the marginal cost, the
computer price, and the operating system price elasticity):

where the last expression follows from the assumption that on average, PC
systems cost $2,000. Solving for the operating system price leads to the fol-
lowing expression:

Thus, the estimated monopoly price depends critically on the demand
elasticity for personal computers.13

We know of no reliable empirical estimates of the elasticity of demand
that have been estimated specifically for personal computers. Brynjolfsson has
estimated that the price elasticity of demand for computers as a whole is in the
range of l.0.14 The price elasticity of demand for personal computers may be
somewhat larger because of substitution possibilities between them and other
computers. Economists generally classify the demand for a good as “elastic”
or “inelastic,” where the dividing line is an elasticity of 1. Estimates of elas-
ticities for other goods show a wide range, depending on the good in question
and the data and analytic structure underlying the analysis.15 The size of the
elasticity depends in part on how narrowly the good is defined; we would
expect the elasticity of demand for a Toyota Camry, for example, to be much
higher than that for automobiles generally, because there are many close sub-
stitutes for the Camry. If one believes that Windows is just one brand among
many (as the Camry is), however, then Microsoft does not have a meaningful
monopoly (just as the Camry does not). Thus, to be consistent with the
assumption of monopoly that underlies this analysis, the relevant elasticity is
that for the broader industry category, personal computers (or automobiles).
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Many demand elasticities at the industry level are estimated to be less than 1.0,
and very few exceed 2.0. For example, the demand for automobiles has an
estimated elasticity of demand in the range of 0.6 to 1.2.16 Another recent
study of the demand elasticity for consumer durables found a median elastic-
ity of demand of 1.4.17

We conclude that a price elasticity in the range of 1.0 to 2.0 is plausible
for personal computers, with the lower end of this range agreeing with
Brynjolfsson’s 1.0 for computers as a whole. Thus, for most of our calcula-
tions we use 2.0 as our value for which is conservative in the sense that it
gives a “low” estimate of the monopoly price.

With a demand elasticity of 2.0 for personal computers, the optimal
monopoly price for the operating system is:

If the elasticity of demand is 1.5, which is still elastic by normal criteria, the
monopoly price doubles, to $3,900.18

An operating system price in excess of $1,000 may seem high given that
most copies of Windows 98 licensed through OEMs are priced at far less than
$100, but such prices are not at all unheard of in the computer software busi-
ness. For example, Lotus SmartSuite and Corel WordPerfect Suite, office
suites that include a spreadsheet, a word processor, and other applications, sell
at retail for prices in the range of $300 to $400, despite facing competition
from each other and from Microsoft Office.19 Stata, a widely used statistical
program, sells for $965 for a single copy,20 despite competing with products
such as SAS, SPSS, and a variety of other, perhaps more specialized, products
(EViews, TSP, LIMDEP, Shazam, S-Plus, Gauss, and other statistical or eco-
nometrics packages). AutoCAD, a professional drafting program, has a sug-
gested retail price of $3,750.21 Prices for other commercial operating systems
that run on Intel-compatible hardware are frequently $250 or more per copy.22

Can Complementary Products Explain Low Prices
for Windows?

In the real world, additional considerations also affect the pricing of prod-
ucts like operating systems. Microsoft offers many products that are com-
plements to its consumer versions of Windows, such as Microsoft Office
(word-processing software, spreadsheet software, and other office productivi-
ty applications), Microsoft Encarta (multimedia encyclopedia), and so forth. If
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Microsoft succeeds in promoting one additional sale of a computer with
Windows 98, it has some likelihood of making additional sales of comple-
mentary products such as these, whether through OEMs, retail suppliers, or
other channels. Of course, additional sales of complementary products are not
guaranteed: Not all computer users need the particular complements that
Microsoft offers; and all of these complementary Microsoft products face sub-
stantial competition from products from other software vendors (Corel and
Lotus, among others) – even restricting attention to competing products that
still can run on Windows.

Because of the possibility of earning revenues from these complements, a
monopolist over the operating system would have an incentive to temper its
operating system prices. In contrast, a perfectly competitive supplier of a
stand-alone operating system (a vendor of operating systems but not comple-
mentary products) would not have that incentive to keep prices low. The exis-
tence of complements can have noticeable impacts on pricing.

Suppose that net revenues (from complementary applications) equal to R
are available for each unit of an operating system licensed through an OEM.23

The profit-maximizing condition presented above leads to the following deri-
vation:24

Solving this for the profit-maximizing price leads to the following expression:

According to Microsoft’s 1997 annual report, in fiscal 1997 the firm’s
gross revenues from its applications group ($5.39 billion) were approximate-
ly equal to its gross revenues from its platforms group ($5.97 billion), which
includes operating systems. If the “applications” group as a whole is consid-
ered a complement to the “platforms” group as a whole, then (on average)
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Microsoft’s complementary gross revenues per OEM unit of Windows are
similar in magnitude to its average price for Windows 98. Other variations are
possible, but it seems highly unlikely that complementary gross revenues per
OEM unit of Windows 98 are more than a small multiple of Microsoft’s aver-
age price for Windows 98.

Suppose that Microsoft could expect to earn complementary net revenues
of about $100 for each unit of Windows 98 that it licenses through OEMs; this
figure is roughly double the average OEM price we are using ($50 per unit)
and therefore corresponds to gross revenues that are more than double the
OEM price of Windows.25 Then, with a price elasticity for personal computers
of 2.0, the profit-maximizing price is $1,750 instead of $1,950.26 Thus, the
availability of revenues from sales of complementary products still cannot
explain the gap between Microsoft’s actual OEM prices for Windows and
what the short-run profit-maximizing price would appear to be – even if the
complementary net revenues are several times as large as those we have used
in these calculations.27

Microsoft’s Windows Prices Are a Small Fraction of the
Price a Monopolist Would Charge

Even if we account for sales of complementary products, the price actual-
ly charged by Microsoft for Windows is more than an order of magnitude
lower than a firm would charge if it had the secure monopoly that many
observers (including the Department of Justice) appear to believe it has. Table
1 summarizes the prices that a monopolist would charge for Windows under
several assumptions about the elasticity of demand for personal computers and
the importance of complementary sales. It reports these figures for two differ-
ent assumptions about the demand for personal computers – a constant elas-
ticity of demand schedule (so that the demand elasticity is constant at all
prices) and a semi-log demand schedule (so that demand becomes more elas-
tic at higher prices). The monopoly price ranges from a low of $900 (semi-log
demand, elasticity=2, complementary net revenues = $100 per unit of
Windows) to a high of $7,800 (constant elasticity demand, elasticity=1.25,
zero complementary net revenues).

Microsoft’s Prices Are Consistent With Its Facing a
High Elasticity of Demand

If one had to place the $50 price of Windows somewhere along the spec-
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trum of prices that could emerge from the usual static economic models, it
would fall far closer to the price that would emerge from perfect competition
(roughly marginal costs plus average development costs plus a return on those
costs that compensates for the fact that most software investments do not pan
out) than the price that would emerge from perfect monopoly (roughly $1,000
or more). As discussed in more detail in the fourth section, we believe that the
answer to this apparent inconsistency – a “monopolist” who charges relative-
ly low prices – is that Microsoft in fact faces a great deal of competition, from
existing firms and from potential new entrants. Clearly it does not make sense
to think of the demand elasticity for Windows as being derived entirely from
the demand elasticity for personal computers. Microsoft prices Windows as
low as it does because of several types of substitution, not just the substitution
of other devices for personal computers: the substitution of personal comput-
ers that are not Intel-compatible for those that are; the substitution of other
operating systems for Windows on Intel-compatible computers; continued use
of existing computers (and their operating systems) by users forgoing the pur-
chase of new units (with new operating systems); and piracy of Microsoft’s
operating systems.

Economists often use the elasticity of demand as a proxy for how much
competition a firm faces. A higher elasticity of demand indicates that con-
sumers have more substitution possibilities and that the firm’s ability to raise
prices is limited. It is possible to take the mathematical apparatus presented
above and use it to answer the following question: At what elasticity of
demand is the profit-maximizing price for Windows $50? With a constant-
elasticity demand schedule, the demand elasticity equals:
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where NR equals the average net revenues available from complements for
every copy of Windows that Microsoft licenses. Inserting $50 for and
$2,000 for yields an elasticity of demand of 40 when net revenues from
complements are not available. Assuming that net revenues from complemen-
tary products are $100 per unit yields an elasticity of demand of 13. The elas-
ticity of demand for Windows is similar to that for many narrowly defined
brands for which there are many substitutes. For example, Tay and McCarthy
found that price elasticities for particular types of vehicles ranged from 0.5 to
6.1;28 Berry, Levinsohn, and Pakes found price elasticities for individual
makes of cars in the range of about 3.1 to 6.8.29 It therefore appears that
Microsoft sets its prices as if it believes that it faces the kind of highly elastic
demand curve that characterizes firms that produce products for which there
are many readily available substitutes.

THE QUALITY-ADJUSTED REAL PRICE OF
WINDOWS’ CAPABILITIES HAS FALLEN

Microsoft therefore charges a “low” price for its operating system relative
to the monopoly price. Moreover, its price is “low” taking into account the
features that have been added to Windows. When Windows 1.0 was released
in 1985, it was a limited operating environment that ran in conjunction with
an operating system such as MS-DOS or its IBM-labeled twin, PC-DOS. Both
Windows and MS-DOS were improved over the years through 1993, when
Windows for Workgroups 3.11 and MS-DOS 6.2 were released; these were
the last major products in the Windows 3.x and MS-DOS lines. Windows 95,
released to great fanfare in August 1995, essentially combined the operating
system underpinnings formerly provided by MS-DOS (and enhanced by
Windows 3.x) with the graphical user interface formerly provided by
Windows 3.x into a unified whole, with both the operating system and the GUI
greatly improved. In this regard, Windows 95 became like other operating sys-
tems such as the Apple Macintosh operating system, IBM’s OS/2 (for Intel-
compatible hardware), and Microsoft’s own Windows NT. Windows 95 went
through several interim upgrades (installed by OEMs on new computers or
[for most components] available as free downloads directly from Microsoft)
and was replaced by Windows 98.

We compare the current OEM price for Windows 98 with the price that
consumers would have had to pay in 1989 (before Windows 3.0 was released)
for a fraction of the capabilities provided by Windows 98. This comparison is
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complicated by several factors:
Until August 1995, a copy of MS-DOS (or a clone of MS-DOS) was

needed to boot a system in order to run Windows. Windows 95 and its suc-
cessor, Windows 98, are stand-alone operating systems. As a result, compar-
isons over time must include the price of the companion booting operating
system, when relevant.

Microsoft at various times has licensed new copies of Windows and
MS-DOS to OEMs for installation on new computers, upgrades to end users
for older versions of Windows and MS-DOS, and (at least for Windows) new
copies (not upgrades) for end users who did not have an older version of
Windows. In general, however, Microsoft has not licensed full MS-DOS prod-
ucts at retail to end users.

Prices for OEM products are generally not available.
Retail prices for various products vary in their availability.
There is no obvious way to control for changes in product quality over

time.
We deal with each of these problems in the following analysis.

Changes in Product Quality

The first popular version of Windows was 3.0, released in May 1990, typ-
ically running in conjunction with MS-DOS 4. When Windows 3.1 was
released in April 1992, it typically ran in conjunction with MS-DOS 5.
Versions of Windows for Workgroups (3.1 and 3.11) and MS-DOS (6.0, 6.2,
6.21, and 6.22) were released between October 1992 and June 1994. Windows
for Workgroups was a full-fledged member of the Windows 3.x family of
products, but it was priced slightly higher than Windows 3.1 and provided
peer-to-peer networking. The staggered releases of MS-DOS and
Windows 3.x provided an opportunity for Microsoft to ship improved
MS-DOS components that were useful for Windows, such as disk caching
software and memory managers.30 Windows 95 simultaneously replaced
MS-DOS and Windows 3.x when it was released in August 1995.31

Windows 98 replaced Windows 95 in June 1998.
Important release dates and notable new capabilities of these products are

summarized in Table 2. In general, capabilities that were introduced in one
version of MS-DOS or Windows were retained in future versions, unless they
were made obsolete.32

In some cases, the new capabilities of a given release of MS-DOS or
Windows could have been provided with stand-alone utilities that were previ-
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ously available. For example, PC Tools for DOS was a collection of utilities
that, as of 1989, provided menu capabilities, file undelete, disk unformat, disk
caching, a DOS shell for file management, disk backup, disk defragmenting,
and communications; later versions added even more utilities. Its “desktop
manager” included notepads, calculators, an appointment scheduler, and a cut-
and-paste utility that could be used to transfer information from one DOS pro-
gram to another. Other vendors in 1989 marketed utilities either singly (e.g.,
PC-KWIK for disk caching) or in combination (e.g., Norton Utilities, which
partially overlapped the capabilities of PC Tools, other than the desktop man-
ager). QEMM was a memory manager available in 1989, when MS-DOS had
no such capabilities; later versions of QEMM enhanced the memory manage-
ment capabilities of the memory managers built into even the last versions of
MS-DOS and Windows 3.x. Also available in 1989, DESQview was a highly
regarded, multitasking, windowed environment for running DOS-based pro-
grams. Various fax programs existed for DOS (such as BitFax); later fax pro-
grams for Windows 3.x (such as WinFax) made faxing from within Windows
3.x little more difficult than printing to a standard printer. Stacker was perhaps
the best-known of the disk-compression packages, becoming available around
the beginning of 1991. TCP/IP software for DOS and Windows 3.x became
available from a number of vendors. Lantastic provided peer-to-peer network-
ing for DOS and Windows 3.x computers.33

A number of other capabilities, however, could be duplicated only with
great difficulty, if at all, before being integrated into Windows. The direct
operating system support for printers, fonts, modems, and sound cards intro-
duced in various versions of Windows all greatly simplified the prior state of
affairs. Every DOS program that wanted to allow for printing with other than
the plainest of text had to provide printer drivers for every popular printer, tak-
ing into account the fonts and other capabilities of each printer. The printer
drivers installed with Windows 3.x took care of that for Windows-based pro-
grams. Much the same was true for communications packages, fax software,
remote-control utilities, and other programs that needed to control modems;
rather than develop drivers for every popular modem, the software vendors
could rely on the modem drivers in Windows 95 and Windows 98. The same
is true of games and, increasingly, mainstream business applications that use
sound. Before sound cards became directly supported by Windows, these
applications had to provide their own drivers for every popular sound card.

TrueType fonts fall into a slightly different category. To some extent, font-
scaling utilities could be used in Windows 3.0. In practice, however, no appli-
cation program could rely on the assurance that such a utility would be avail-
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able on a given computer, or on what fonts would be installed if such a utility
were available.34 The inclusion of TrueType font technology with Windows 3.1
finally guaranteed that a font-scaling utility would be available on every
Windows 3.1 desktop, that some set of fonts (e.g., Times New Roman, Arial,
Symbol, Courier New) would be available on those desktops, and that the
fonts on the screen would match the fonts on the printed page. This helped
cause an explosion of interest in Windows applications that could make use of
these capabilities.

The capabilities of object linking and embedding (OLE), a method to link
information between documents, were impossible to duplicate with DOS or
Windows applications before they were supported in Windows 3.x. OLE per-
mitted users to copy information from one Windows application and paste it
into another – with a live link that would permit the target document to auto-
matically reflect changes in the source document.

Value to Users of These Product Improvements

There probably do exist users of Windows 95 or Windows 98 who have
little or no need for these enhancements to Windows that have been imple-
mented over the years and who would have had no need for related capabili-
ties before they were added to Windows. A person with no need for any of
these capabilities, however, would not do any of the following:

connect to a network (peer-to-peer networking, direct network support);
use a modem (direct modem support, communications software, fax

software, dialup networking);
access the Internet (TCP/IP, FTP, and browsing support);
print formatted documents (direct printer support, scalable fonts);
play modern, multimedia games (direct sound card support, direct video

support);
link information between two documents (OLE);
run multiple applications or large single applications (memory man-

agers, task switching and/or multitasking);
perform basic file and hard disk maintenance – including recovering

deleted files, defragmenting hard disks, marking bad clusters (undelete,
defragmenting, and disk-scanning capabilities);

compress a disk to postpone the need to purchase a larger hard disk (disk
compression).

In contrast, a substantial number of users of Windows 95 or Windows 98
– perhaps even a majority – are likely to need most of these capabilities. Disk



108 MICROSOFT, ANTITRUST, AND THE NEW ECONOMY

compression is perhaps the least important; with rapidly falling prices for hard
disks, it may be easier (but not cheaper) to install a second hard disk than to
activate the disk compression software in Windows 98. Quite commonly, how-
ever, a user in a corporate setting needs many of these capabilities, even sound
card support – modern business applications are increasingly using sound.
Quite commonly, a small office or home business user would need most of
these capabilities. And also quite commonly, a home non-business user would
need most of these capabilities (with the various network capabilities being
used to connect to the Internet or to office networks).

Trying to develop a year-by-year, quality-adjusted price index for
Windows appears to be impossible. It is possible, however, to take some snap-
shots of the prices for Windows, DOS, and various utilities needed in the past
to provide some semblance of the capabilities available in Windows 98. Table
3 summarizes the combinations of non-Windows products as of 1989 (before
Windows 3.0 was released) needed to provide some of the useful features of
Windows 98. In 1989, many important capabilities of Windows 98 were either
unavailable (e.g., file linking) or not readily available (e.g., cross-application
support for scalable fonts, printers, modems, and sound cards). Some other
capabilities would have been either irrelevant (e.g., Web browsing) or less
widely useful (e.g., TCP/IP support) in 1989 than in 1998.

In 1989, many of the capabilities of Windows 98 could have been obtained
by using a combination of MS-DOS 4.01, PC Tools 5.5, QEMM386, and
DESQview, although with much reduced ease of installation and ease of use
compared with Windows 98. Table 4 summarizes what these combinations of
products would have cost at retail in 1989 and 1998. These comparisons are
complicated by the fact that Microsoft never sold MS-DOS at retail, and prior
to 1991 (with the release of MS-DOS 5) it never sold MS-DOS upgrades at
retail.35 They are also complicated by the fact that Microsoft’s OEM prices for
MS-DOS and Windows are not publicly available.

Based on an estimated price of $50 for copies of Windows 98 licensed
through OEMs, we see that the capabilities included in Windows 98 cost the
user far less than did even a small fraction of those capabilities in 1989. Even
ignoring inflation, the $50 price for Windows is less than half the 1989 price
for DESQview 386 (see note 36) alone. In August 1989, the combined prices
of DESQview 386 and PC Tools totaled $194. This total excludes any implic-
it price for MS-DOS. Public data on average OEM prices for MS-DOS are not
available, but the prices were substantially less than the price of Windows 98.
The consumer price index17 rose approximately 31 percent between August,
1989 and August 1998. In order for the older prices to be made comparable
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with the 1998 prices, the August 1989 figure should be multiplied by 1.31. In
1989, it would have cost consumers $254 (in 1998 dollars), plus the cost of
MS-DOS, to obtain a fraction of the capabilities that later cost $50 with
Windows 98.

One might argue that only so-called power users of personal computers
would actually have spent over $200 per computer for utility software in the
days before Windows 3.0 became popular (despite the fact that many people
did indeed purchase these and other utilities, some similar and others not). If
so, then the comparisons presented here might be considered to be biased in
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favor of Windows 98 – they include too much software for 1989. An opposing
argument, however, seems more likely to be valid: the non-power users are the
ones who gained most from the emergence of Windows. The gains in ease of
use, in configuring and using modems, sound cards, and printers, in connect-
ing to the Internet, and in using screen fonts that match printer fonts – these
are the gains that probably matter most to people who are not power users.
And these gains are not reflected in any way in the price comparisons pre-
sented here.

The inescapable conclusion to be drawn from these figures is that the
quality-adjusted, real price of obtaining the capabilities reflected in
Windows 98 has fallen sharply since 1989. This is true for capabilities that
were reasonably available as of 1989. It would be even more true if the com-
parison could reflect capabilities that were not available in 1989 but would
have been highly valued had they been available (e.g., printer, modem, sound
card, and scalable font support).

Comparing Operating System and Hardware Prices

As mentioned above, some observers have attempted to compare pricing
over time for Windows with pricing over time for personal computers or
microprocessors. Such comparisons are meaningless. The products have dif-
ferent cost structures and different rates of technological change. There is no
more reason for the prices of software and computers to behave similarly over
time than there is for the prices of gold and Golden Books to behave similarly.

Microprocessors and personal computer hardware embody tremendous
advances in technology for semiconductors and electronics. As a result, there
is good reason for the prices of personal computers (holding quality constant)
to have fallen markedly over, say, the last decade. Alternatively put, there is
good reason for a $3,000 computer today to be much more powerful than a
$3,000 computer a decade ago.

Writing computer software, whether today or a decade ago, takes time and
effort on the part of computer programmers. Technological change in pro-
gramming is quite different from technological change in hardware.
Programming tools have certainly improved over the past decade, but so have
user expectations for computer programs. Programs like operating systems
have, on average, gotten much larger over the past decade. Whether program-
ming tools have improved programmer productivity faster than user demands
have increased program complexity and size is not self-evident. In general,
however, there is no reason to believe that the costs of writing an operating
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system today are less than the costs of writing an operating system a decade
ago – today’s operating system is much more complex than that of a decade
ago. (The marginal costs to Microsoft of licensing an operating system
through an OEM are approximately the same today as they were a decade ago:
close to zero.)

In general, then, there is no cost-based reason for the price of Windows
today to be less than the price of Windows a decade ago. The “Windows” of
today is far more capable than the “Windows” of 1993 and the “Windows” of
1988. In contrast, there do exist cost-based reasons for personal computer
hardware to have gotten both less expensive and more powerful over time.

MICROSOFT HAS FACED, AND CONTINUES
TO FACE, COMPETITION

Microsoft charges low prices for Windows and has steadily improved the
quality of its operating system not because it is benevolent: Vigorous compe-
tition has forced Microsoft to behave this way. Microsoft has faced competi-
tion since it released its first operating system in 1981, and it continues to face
competition today. This competition has occurred at many levels, involving
the speed, power, and ease of use of operating systems. The discussion below
concentrates on major products visible to the public. It ignores numerous other
products (e.g., OS-9, Theos, CTOS, QNX, and PTS-DOS) that run on Intel-
compatible hardware.38

Entry in the Past39

Microsoft has faced operating system competition at all times since its
first operating system was released. When IBM started to ship its first person-
al computer, in 1981, it announced the availability of three operating systems:
PC-DOS (written by Microsoft for IBM); CP/M-86 (from Digital Research),
and the UCSD p-System (from Softech Microsystems). CP/M-86 had the
advantage of being a rewrite of the most popular operating system for Intel’s
8-bit microprocessors (8080 and 8085) and related CPUs from other vendors
(Zilog’s Z80). The p-System had the advantage of running on multiple hard-
ware platforms (such as the Apple II and the 8080/8085/Z80 computers that
typically could run CP/M). PC-DOS had the advantages of being much cheap-
er than CP/M-86 ($40 instead of $240), immediately available with applica-
tions (CP/M-86 was not immediately available and had no immediately avail-
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able applications from IBM), and much faster than the p-System. PC-DOS
won the early race for popularity on the IBM PC. Of course, the early IBM PC
faced competition from the Apple II and the many brands of computers run-
ning CP/M, such as Osborne, Kaypro, Xerox, Radio Shack, Cromemco,
IMSAI, Morrow, and many others.40

When Microsoft began licensing its operating system to OEMs under its
own branded name (MS-DOS), it faced competition not only from CP/M-86
and the p-System but also from its near-twin, PC-DOS. IBM sold its version
of the operating system at retail. As a result, consumers could purchase a copy
of PC-DOS and run it on a “clone” of the IBM-PC, unless the manufacturer
of the clone had customized its hardware so that a generic operating system
would not run properly.41 An OEM that did not like the license terms offered
by Microsoft could always tell its customers to pick up a copy of PC-DOS.
Even after PC-DOS and MS-DOS stopped being virtually identical (beginning
with version 6 in 1993, they had different utilities for memory management,
for example), a consumer could purchase a copy of PC-DOS for use on non-
IBM computers. Microsoft’s MS-DOS therefore faced competition from the
essentially identical PC-DOS.

In the early to mid-1980s, Microsoft had to weather several other attacks.
Digital Research continued to produce new products, such as its Concurrent
DOS. Various vendors began porting operating systems from other hardware
platforms to the IBM PC. Microsoft itself had developed a 16-bit version of
Unix (Xenix), but other vendors were active as well. Pick ported its operating
system from larger computers to the IBM PC.

Competition arose on other fronts as well. Apple’s Lisa (1983), followed
by its Macintosh (1984), introduced a graphical user interface (GUI) to the
general public. Several vendors became interested in developing interfaces for
the IBM PC that would provide some combination of windowing, multitask-
ing, and a GUI. VisiCorp, publisher of VisiCalc, showed its integrated soft-
ware system VisiOn at the fall Comdex show in 1982. This integrated operat-
ing system/applications package introduced windows technology to the IBM-
PC world of hardware. Unfortunately, it could not run DOS programs, it was
slow and buggy, and it was expensive. In September 1984, Digital Research
announced GEM (Graphics Environment Manager), which provided a graph-
ical interface but no multitasking; this product made at least some headway
when Tandy (Radio Shack) announced that it would offer the product for its
computers. Quarterdeck Office Systems developed a highly regarded product
that could multitask standard DOS programs in windows, although its inter-
face was not graphical. Originally called DESQ, it later became DESQview.
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In February 1985, IBM released Top View, a multitasking program that also
provided windows but not graphics. Microsoft announced Windows in
November 1983 and finally shipped it in November 1985.

GEM Desktop, Top View, DESQview, and the first release of Windows all
differed fundamentally from the failed VisiOn: all were run after a computer
had been booted with MS-DOS or PC-DOS. All provided windows for differ-
ent applications. GEM and Windows provided a graphical interface, whereas
Top View and DESQview did not. DESQview excelled at multitasking DOS
programs. The other three programs provided a platform for which software
developers could write new applications; several GEM applications were
available from Digital Research. GEM could run standard DOS applications,
but not in a window; nor could it multitask or switch between DOS applica-
tions. In a review of these programs in their infancy, an article in PC Magazine
presciently predicted that at most one would prosper:

Consequently, it seems likely that only one of these alternative operating
environments will survive. If none of them makes it, then something else
will. The Macintosh proved that a command line interface is unnecessary and
antiquated. The once-ubiquitous DOS prompt may be a dying breed.42

Top View was withdrawn from the market in mid-1987. GEM eventually
found a home as the operating environment for Atari computers. DESQview
attracted a dedicated group of followers until the capabilities and growing
popularity of Windows 3.0 (released in 1990) eliminated the need for a pro-
gram whose strength was multitasking DOS programs. Microsoft kept devel-
oping and enhancing its Windows product. At the end of 1987, Microsoft start-
ed shipping Windows 2 – and its own first high-quality Windows application,
Excel for Windows.

The operating system wars continued on other fronts. IBM and Microsoft
had cooperated in developing a new operating system called OS/2. Designed
to be more powerful and stable than MS-DOS, it was initially released (with-
out a graphical front end) in December 1987, but met with little success. The
first version of OS/2 with a GUI (1.1) shipped October 31, 1988 – but still with
relatively poor support for DOS applications and relatively few device drivers
to support hardware other than IBM’s.

In mid-1988 came DR DOS, the latest operating system product from
Digital Research. This time, however, Digital Research released a product that
attempted to be compatible with MS-DOS, much as PC-DOS was, but with-
out the advantage of relying on the same underlying operating system code as
MS-DOS. It provided some additional utilities and capabilities, but it also
attempted to run DOS programs in exactly the same ways that MS-DOS did.
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Subsequent releases by Digital Research of improved products put pressure on
Microsoft to improve MS-DOS, with MS-DOS 5 shipping in 1991 and MS-
DOS 6 in 1993. Under the terms of the agreements between IBM and Micro-
soft, IBM also released new versions of PC-DOS in the same time period.

In May 1990, Microsoft began to ship Windows 3.0, the first truly success-
ful version of the product. Some of the remaining major gaps in capabilities
were addressed two years later with the release of Windows 3.1, which provided
true what-you-see-is-what-you-get capabilities to Windows applications (along
with other features). These improvements finally moved Windows ahead of a
host of other products that for the most part merely ran on top of DOS: GEOS,
a graphical windowing environment running on top of DOS, released to sub-
stantial praise in late 1990; various multitasking environments, including
DESQview 386, VM/386 MultiTasker, Omniview 386, and Vmos/3; and task-
switching programs such Software Carousel, HeadRoom, and other products.

About the time that OS/2 1.1 shipped in late 1988, Microsoft began work
on its own advanced operating system – what eventually became Windows NT.
In late 1990, the Joint Development Agreement between IBM and Microsoft,
which had led to the development of OS/2 (among other products) unraveled.
Microsoft emerged with control of the NT work, and IBM emerged with OS/2.
The first version of Windows NT finally was released in July 1993 – more than
a year after OS/2 2.0, which finally won praise for support of DOS and
Windows applications. IBM promoted this version of OS/2 as a “Better DOS
than DOS” and a “Better Windows than Windows.”43

After its agreement with Microsoft was dissolved, IBM formed an alliance
(Taligent) in 1991 with Apple to develop an object-oriented operating system
(based on Apple’s Pink) that would run on future computers to be built by each
firm. That partnership was essentially dissolved when Taligent became an
IBM subsidiary in 1996, with no operating system emerging from the joint
venture.

Meanwhile, Unix had not disappeared; to the contrary, it was thriving. In
1988, NeXT introduced its computer running a Unix-based operating system
with a GUI, NeXTStep. When NeXT later gave up on the hardware business,
it ported its operating system to other platforms, including Intel-compatible
computers. NeXT has since been purchased by Apple; originally, Apple
expected NeXTStep to form the basis for future operating systems for Apple’s
computers, but those plans have since changed. Also in 1988, the Open
Software Foundation was founded by a consortium of seven companies,
including IBM, to promote standards in the fractured world of Unix. Work
undertaken by the OSF eventually led to Motif, a standard GUI for use with
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different versions of Unix. This work built on the X-Windows development
performed earlier at MIT to produce a windowing environment for Unix.
Several vendors (such as SCO and Sun) currently sell versions of Unix that
run on Intel-compatible computers, and yet more versions (e.g., from Sun,
IBM, Hewlett Packard, and other firms) run on other computers that compete
with Intel-compatible computers to varying degrees.

Microsoft has continued to release improved versions of its operating sys-
tems. Major milestones were the releases of Windows 95 (August 1995),
Windows NT 4.0 (July 1996), Windows 98 (June 1998), and Windows XP
(November 2001). IBM has also continued to improve OS/2, with major new
releases in 1994 (version 3) and 1996 (version 4).

In summary, Microsoft’s operating systems for Intel-compatible comput-
ers have faced competition since they were first released. This competition has
occurred at various levels: from operating systems that were not compatible
(e.g., CP/M-86, Unix); from alternative operating environments (e.g., Top-
View, DESQview, GEOS, GEM) that ran on DOS; from compatible operating
systems (e.g., DR DOS); from advanced, compatible operating systems with
a GUI (e.g., OS/2 2.0 and later); and from other hardware platforms that com-
pete with Intel-compatible computers (e.g., the Macintosh and PowerPC,
NeXT). And Microsoft’s MS-DOS had to compete against a near-twin:
PC-DOS.

Entry Today

Microsoft faces competition from existing operating systems that run on
Intel-compatible hardware (and often other hardware as well), such as OS/2,
BeOS, Linux, UnixWare, Solaris, and so forth. Microsoft also faces competi-
tion from operating systems running on other hardware, such as the Macintosh
and proprietary hardware from other firms. Besides the Macintosh operating
system, this includes BeOS (running on Apple hardware), Linux (running on
various hardware), and Solaris (running on Sun’s hardware), as well as other
proprietary versions of Unix running on proprietary hardware. Microsoft also
faces competition from new and emerging technologies, some of which are
currently visible and others of which are not.

The flurry of interest in the “network computer,” an example of a new or
emerging technology, has posed a threat to Microsoft, at least for some com-
puter uses. Objectives for the network computer included low initial cost and
ease of administration – with standardized hardware, no local storage (e.g., no
hard or floppy disks), a simple operating system not based on Windows, and a
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browser as a user interface.44 Widespread acceptance of the network comput-
er could have substantially cut into sales of personal computers running
Windows. To date, the network computer has not succeeded in capturing large
numbers of desktops. It did, however, encourage computer manufacturers to
release low-cost computers and Microsoft to reduce the administration costs
(initial setup, software maintenance, and so forth) for networked computers
running Windows.

Currently Linux and the BeOS may provide the biggest near-term compe-
tition to Microsoft, although the threat of the network computer has not dis-
appeared. Both are currently available for Intel-compatible hardware (and
other hardware as well). Both are Posix-compliant,45 with Linux essentially
being a flavor of Unix and the BeOS sometimes described as Unix-like.46

Linux is a freeware product that is available (with technical support and vari-
ous utilities and applications) from commercial vendors such as Red Hat and
Caldera. Linux is already popular for Web servers and file servers.
Commercial software firms (such as Netscape, Oracle, and Informix) have
plans to port applications to Linux. If desktop applications follow (such as
Corel’s announced port of WordPerfect Suite), Linux could displace Windows
on a substantial number of both servers and desktops. The BeOS is a com-
mercial product developed and marketed by Be, Inc., with initial applications
targeted at video and audio processing involving multiple processing threads
and huge file sizes. If its file handling proves superior to that of other operat-
ing systems, it could become a desirable platform for other applications soft-
ware as well.

The Palm OS, EPOC, and similar operating systems for hand-held com-
puters currently provide a different, perhaps more distant, type of competition
for Microsoft’s desktop operating systems. The Palm OS is used in 3Com’s
PalmPilot series of hand-held computers, and EPOC is used in Psion’s line.
Hand-held computers with these operating systems currently compete direct-
ly with other models running Microsoft’s Windows CE; product reviews to
date have generally rated the Palm and Psion products as superior to those run-
ning Windows CE. At present, none of these operating systems (including
Windows CE) will run on a desktop (or laptop) computer. In principle, how-
ever, there is no reason why the vendors of these products could not do the
reverse of what Microsoft has attempted: Microsoft has tried to write a scaled-
down, Windows-style operating system that can run within the current hard-
ware limits of the hand-held personal computers; these other operating sys-
tems could in principle be scaled up to run on low-cost desktop personal com-
puters. Psion has agreements with major cellular phone manufacturers
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(Ericsson, Nokia, and Motorola) for a joint venture (Symbian) to develop and
market versions of its operating system for devices with cellular phone capa-
bilities. Microsoft has announced that hardware vendors are developing the
AutoPC, a computer running Windows CE that would handle various tasks in
automobiles. And Microsoft’s Windows CE 2.1 runs on mini-notebook com-
puters that are larger than the current class of hand-held computers. Given that
these operating systems already are being ported to various hardware plat-
forms (including the movement of CE to the mini-notebook), it seems plausi-
ble that they could be ported to desktop computers as well.

CONCLUSIONS

Based solely on market share, it would be easy to conclude that Microsoft
has a near-monopoly in operating systems for personal computers. Yet, as we
have shown, Microsoft’s price for Windows is a small fraction of what a
monopolist would charge. Furthermore, that price is much less than what con-
sumers would have had to pay in the past for even a fraction of the current
capabilities of Windows. The answer to this apparent puzzle is that although
Microsoft has what would appear to be great market power based on tradi-
tional static measures of competition, it has faced, and continues to face, sub-
stantial dynamic competition from a host of competitors or potential competi-
tors. Some of these competitors (e.g., IBM, Sun) currently sell products that
run on the same hardware as Microsoft’s products. Others sell products that
run on other hardware (e.g., Sun, 3Com, Apple). Others could arise from the
vast pools of highly mobile and talented programmers and venture capitalists
who could be persuaded to back the next software superstar. Entry into oper-
ating systems for personal computers has occurred repeatedly over the two
decades of the industry’s existence. There is no reason to believe that entry has
suddenly come to a halt.

In typical manufacturing industries, firms with high market shares arise
because of high barriers to entry. They own key patents, have exclusive access
to essential natural resources, own highly specialized and expensive physical
capital that has large economies of scale, or have government-granted exclu-
sive franchises. Microsoft has none of these barriers working in its favor. In
the short run, it benefits from “network effects.” Users care not only about the
quality of the operating system and its price but also about the availability of
a rich set of applications software that will run on the operating system. These
effects mean that at any time, one operating system is likely to capture most
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of the market. That position, however, is not protected in the “longer” run,
which in the computer industry is measured in months or a few years, not the
decades that may be required for capital turnover in other industries.

The market for operating systems is best seen as an overlapping series of
races or contests to become the “superstar.” The odds against any one con-
testant are long, but the rewards are sufficiently great – and the factors of pro-
duction sufficiently mobile and readily supplied – that a steady stream of con-
testants is guaranteed. The firm that rests on its success and fails to innovate
will quickly be overtaken by other firms that seize the opportunity to take
advantage of advances in hardware that open up new possibilities. The firm
that tries to exploit its ostensible monopoly through high prices will quickly
find that lower-priced clones claim the market, or that users will switch to a
new platform with its own set of applications. Only through a combination of
frequent innovation and relatively low prices can the leader in such a race
maintain its position.

1 According to data from International Data Corporation, in 1997 shipments of Windows NT,
Windows 95, and Windows 3.x accounted for 87.5 percent of “worldwide PC/client
operating environment shipments,” excluding shipments of operating systems from
Apple. In principle, these shipments include “new systems and competitive upgrades”
but exclude “upgrades and updates.” International Data Corporation, 1998 Worldwide
Markets and Trends, Report C2348, May 1998, Table 2.

2 Michael Moeller, “Pegging the Cost of an OS,” PC Week, May 4, 1998, p. 19; Mark Boslet,
“Microsoft Keeps Pricing Steady for Its Windows 95 Software,” The Wall Street Journal
Interactive Edition, March 23, 1998.

3 David S. Sibley, “Declaration of David S. Sibley,” U.S. v. Microsoft Corp., May 15, 1998
(redacted), p. 5. Sibley also asserts (p. 7) that “even if the product market were more
broadly defined to include desktop operating systems for all PCs, such as those offered
by Apple and UNIX that do not use Intel (or Intel-compatible) microprocessors,
Microsoft’s market share would fall only slightly … and its monopoly power would
remain.” Sibley is an economist who was scheduled to testify for the U.S. Department of
Justice in this lawsuit. He was withdrawn as a witness before the start of trial. The other
economist scheduled to testify at trial on behalf of the Department of Justice, Franklin
Fisher, states in his declaration (p. 13) that he reviewed Sibley’s declaration and was “in
agreement with its contents.”

4 According to Sibley, $65 is the royalty that Microsoft most commonly charges computer
manufacturers for copies of Windows 95 installed on new personal computers; this
excludes up to about $20 in discounts that computer manufacturers can earn “for meet-
ing all of the conditions specified in Microsoft’s Market Development Agreement” (p. 6).

5 Professor Sibley does not say this exactly. He says that operating systems for Intel x86-com-
patible computers constitute a market because a hypothetical monopolist could profitably
raise the price of the operating system in such a market by 10 percent. This method for
defining a market is based on the DOJ Horizontal Merger Guidelines. He then concludes
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that Microsoft has a monopoly over operating systems because its share of operating sys-
tems for the Intel x86-compatible computers exceeds 90 percent and because he believes
that entry barriers are high for operating systems.

6 In his analysis, Sibley uses $1,500 as a representative price for a personal computer.
According to data from IDC, the average price of a personal computer sold in 1997 was
$2,082 (International Data Corporation, Worldwide PC Forecast Update, 1997-2002,
Report R1560, May 1998, Table 3).

7A number of issues can complicate the real-world calculation of marginal cost. In general,
marginal cost can be thought of as the amount by which a firm’s total cost would
increase if output were to increase by one unit. In the case of Microsoft’s licensing of
operating system software to OEMs (computer manufacturers) for installation on new
computers, the marginal cost to Microsoft is typically very low, approaching zero. For
large computer manufacturers, Microsoft’s licensing arrangements are pure intellectual
property agreements; generally, no physical goods change hands, and the computer man-
ufacturer bears the costs of duplicating disks, printing manuals, and supporting cus-
tomers. In making retail sales of upgrades, Microsoft incurs substantial marginal costs
due to these factors as well as packaging and distribution costs. This section concentrates
on Microsoft’s pricing for OEM licenses, which account for the vast majority of units of
Windows distributed.

8 For convenience, the price elasticity of demand is treated here as a positive number. It can
be thought of as the percentage by which the quantity demanded will fall when price
increases by 1 percent. When the price elasticity of demand equals one, the revenue gain
per unit from a small price increase would be exactly offset by the revenue loss from the
lower volume due to that price increase. The price elasticity of demand for a given prod-
uct may be approximately constant over substantial ranges for price. In general, however,
the price elasticity of demand is expected to rise eventually as price rises.

9 Under the conditions for which this profit-maximizing condition is valid, a monopolist will
never set prices such that the price elasticity of demand is smaller than one. If the elas-
ticity were smaller than one, a monopolist could increase revenues by increasing the
price; an increase in revenues, with output constant or falling, will always increase
profits.

10  Dataquest, Personal Computers Worldwide: Market Statistics, April 20, 1998, Table 2-1.
11 The average personal computer price was $2,082 in 1997, according to International Data

Corporation, Worldwide PC Forecast Update, 1997-2002, May 1998, Table 3.
12 According to Sibley (p. 6), “the licensing fee for the vast majority of the operating systems

currently licensed by Microsoft to OEMs is approximately $65,” but available discounts
can bring that down to as little as $45. The midpoint of this range is $55. Articles in the
press have suggested that “Windows 95 sells for about $45 a copy to computer makers
who buy in quantity,” and that Windows 98 is similarly priced. Mark Boslet, “Microsoft
Keeps Pricing Steady for Its Windows 95 Software,” The Wall Street Journal Interactive
Edition, March 23, 1998. We use a price of $50 as representative of the average price
paid by OEMs for licensing Windows.

13 This equation is valid only when the elasticity is greater than one; for EC less than one. the
monopoly price is infinite.

14 Erik Brynjolfsson, “Some Estimates of the Contribution of Information Technology to
Consumer Welfare,” MIT Sloan School Working Paper 3647-094, January 1994.
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15 In addition to our own professional experience, we have looked at a variety of economics
textbooks and review articles on the subject. For a classic study on the subject, see
Hendrik S. Houthakker and Lester D. Taylor, Consumer Demand in the United States:
Analyses and Projections (Cambridge: Harvard University Press), 1970.

16 Patrick McCarthy, “Market Price and Income Elasticities of New Vehicle Demands,”
Review of Economics and Statistics, 78(3), August 1996, pp. 543-547.

17 P. M. Parker and R. Neelamegham, “Price Elasticity Dynamics over the Product Life Cycle:
A Study of Consumer Durables,” INSEAD Working Paper 96/71/MKT, Table 3.

18 These calculations assume that the price elasticity of computer demand would remain con-
stant as the operating system price (and therefore the computer price as well) rises to the
monopoly level. If the price elasticity of demand for personal computers is proportional
to the price (as is true for one popular form of demand equation, the semi-logarithmic),
then the profit-maximizing operating system price would be $1,000 if the price elasticity
of personal computer demand is 2.0 at a computer price of $2,000.

19 As of August 28, 1998, PC Connection (a major mail-order firm) was offering Windows
95/NT versions of Corel WordPerfect Suite 8 Professional for $350 and Lotus
SmartSuite Millenium for $400.

20 Volume discounts can bring the price down to as low as $245 for extra copies after the first
50. Pricing information obtained directly from Stata, Inc.

21 Information Access Company, Computer Select (CD-ROM), August 1998.
22 For example, the retail price of IBM’s OS/2 Warp 4.0 was $250 (PC Connection,

http://www.pcconnection.com, August 5, 1998); the price of Sun’s Solaris 2.6 was $318
(Access Micro, http://www.accessmicro.com, August 5, 1998); and the price of SCO’s
UnixWare V2.1.2 Personal Edition was $497, while that of its OpenServer Desktop was
$582 (Insight, http://www.insight.com, August 5, 1998).

23 These revenues are like marginal costs that are negative rather than positive.
24 We are assuming here that prices of applications software are determined by competition

among applications software vendors. The operating system vendor takes as given the
price of applications and does not simultaneously choose the price of applications soft-
ware and the operating system.

25 For example, suppose that the variable costs for the complementary revenues amounted to
one-third of the gross revenues. If so, then gross complementary revenues of $150 per
copy of Windows (three times the OEM price we are using here) would lead to net rev-
enues of $100.

26 Assuming that the price elasticity of demand for personal computers is proportional to the
price of those computers, revenues from complementary products reduce the profit-maxi-
mizing price for the operating system by the amount of those revenues.

27 One alternative approach to the one presented here would be to assume that the demand for
computers depends not just on the computer price but on the sum of that price plus the
prices of the applications software that will be used with the computer. This approach
yields the same general conclusion: Complements cannot explain the low price for
Windows.

28 Richard S. Tay and Patrick S. McCarthy, “Demand Oriented Policies for Improving Market
Share in the U.S. Automobile Industry,” International Journal of Transport Economics
18(1991), pp. 151-166.
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29 Steven Berry, James Levinsohn, and Ariel Pakes, “Automobile Prices in Market
Equilibrium,” Econometrica, July 1995, pp. 841-890.

30 For example, Windows 3.1 shipped with a new version of Smartdrive, which performed
disk caching.

31 A substantial fraction of computer buyers continued to purchase computers equipped with
MS-DOS and Windows 3.x through the end of 1996; Microsoft did not discontinue
Windows 3.1/3.11 until the end of 1997. “Microsoft Pulls Last Plug on Windows 3.1
Sales,” PC Week, September 1, 1997, p. 51.

32 Exceptions do exist, however. For example, the unformat and antivirus utilities provided
with MS-DOS 6.x were eliminated from Windows 95. The Recorder utility that came
with Windows 3.0 was also dropped from Windows 95.

33 Either at home or in the office, one of the authors installed (often painfully) and used
almost every non-Windows product mentioned in this paragraph – and more – except
Lantastic and TCP/IP software. He waited until Windows for Workgroups was available
to install a home network, and he didn’t need TCP/IP software until after Windows 95
was available.

34 Some late DOS and Windows 3.0 applications shipped with font-scaling utilities, such as
Adobe’s Type Manager and Bitstream’s FaceLift.

35 Users who wanted MS-DOS upgrades had to get them through the manufacturers of their
computers.

36 DESQview 386 was a bundle of QEMM386 and DESQview, with a price for the bundle
that was less than the sum of the component prices.

37 Urban consumers, all items.
38 These are among the many bootable operating systems that the software product System

Commander claims to support on Intel-compatible hardware. If a user installs multiple
operating systems on a computer. System Commander is a product that lets the user
choose, at boot time, which of those operating systems to run.

39 This section draws from many sources, particularly the following: Stephen Manes and Paul
Andrews, Gates (New York: Touchstone), 1993; Ken Polsson, Chronology of Events in
the History of Microcomputers, http://www.islandnet.com/~kpolsson/comphist.htm,
August 30, 1998; David R. Brousell, “MS-DOS, CP-M, Unix Battle for Domination in
Market Demanding Multi-tasking, Multi-User Capability,” Electronic News, September
26, 1983; Frank Delaney, “The Deal of the Century,” History of the Microcomputer
Revolution, 1995, http://exo.com/~wts/mits0013.HTM, August 30, 1998; Computer
Desktop Encyclopedia, 1998 (as distributed by Information Access Company, Computer
Select [CD-ROM], August 1998); Newton’s Telecom Dictionary (as distributed by
Information Access Company, Computer Select [CD-ROM], August 1998); “The History
of Computing,” Lexikon Services, 1998; “The History of Windows,” PC Magazine, June
25, 1998; Brian Carr, “Making DOS Work Overtime,” PC Magazine, October 16, 1990,
pp. 196-227.

40 One Web site offers conversion services for files stored on floppy disks for approximately
150 different CP/M-based computers. Trio Company of Cheektowaga, “CP/M File &
Document Conversions,” http://www.triousa.com, accessed September 7, 1998.

41 In the early 1980s, some OEMs (such as DEC) introduced computers that were not perfect-
ly compatible with IBM’s. Microsoft developed customized versions of MS-DOS for
these firms. Even some OEMs that produced what were widely regarded as “clones,”
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such as Compaq, sometimes contracted with Microsoft for customized versions of MS-
DOS. For example, the first Compaq Deskpro was an 8086-based computer that was
much faster than a standard IBM PC. Some programs, however, did not operate properly
at that higher speed. The MODE command in Compaq-DOS could be used to toggle the
computer between high-speed and standard-speed operation.

42 Charles Petzold, “Operating in a New Environment,” PC Magazine, February 25, 1986, p.
115.

43 Joe Salemi, “OS/2 2.0: Does It Fulfill the Promise?” PC Magazine, April 28, 1992, p. 165.
44 The network computer has been designed for network settings. The computer would load

all of its applications software from a network server and save all files to a network serv-
er. In a corporate setting, the network server would be connected to the corporate net-
work. In a home setting, the network setting would be connected to the home user’s
Internet service provider.

45 Posix is an acronym for “Portable Operating System Interface for Unix, a set of IEEE
and ISO standards that define an interface between programs and operating systems.
By designing their programs to conform to Posix, developers have some assurance
that their software can be easily ported to Posix-compliant operating systems.
This includes most varieties of Unix as well as Windows NT.” Source: http://
www.pcwebopedia.com/POSIX.htm, August 4, 1998. Linux is fully Posix-compliant,
and the BeOS is partially compliant and as of this writing is moving toward full compli-
ance. The Be Operating System, http://www.be.com/products/beos/beos_ds.html, August
6, 1998.

46 Peter Wayner, “The Be-All-You-Can-Be OS,” Byte, December 1997.
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Section 1: U.S. v. Microsoft Corp.: The Economics

Essay 3

U.S. v. Microsoft Corp.: Remedy or Malady?*

by Kenneth G. Elzinga, David S. Evans, and Albert L. Nichols

The government, it is fair to say, had little difficulty convincing the district
court judge presiding in the Microsoft trial that the software maker had a
monopoly in operating systems for PCs, and that Microsoft had abused its
monopoly power with the goal of protecting Windows dominance as a plat-
form of applications software. But that victory, it is also fair to say, left the
prosecutors with the problem of devising a remedy that would prevent a recur-
rence of the alleged abuses.

In the government’s view, the sustained pattern of abuses made a “go and
sin no more” solution ineffective: Limited behavioral remedies would leave
Microsoft free to make an end run around the proscribed behavior in efforts
to sustain its alleged monopoly. A group of economists sympathetic to the gov-
ernment’s position led by Robert Litan of Brookings Institution proposed a
full-frontal attack on the monopoly itself – a division of the company into two
or three competitive entities, each of which would have the right to produce
operating systems based on the Windows code. Yet even a casual considera-
tion of so bold a stroke pointed to the pitfalls: Adding to the number of com-
panies with the right to use Windows technology could shatter the de facto
standard in operating systems on which both consumers and software devel-
opers have come to depend.

The government’s Solomon-like alternative, which the district court rub-
ber-stamped, was to divide Microsoft into one company making operating sys-
tems and another making applications software. The appeals court’s subse-
quent decision, limiting Microsoft’s liability in some areas and forcing the
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prosecutors to show that consumers had been adversely affected in others, led
the Bush administration to abandon the breakup initiative. But it is still worth
exploring the likely consequences of the original plan, if only as a cautionary
tale in the consequences of “don’t just stand there, do something” antitrust
activism. For it is difficult to imagine a punishment that less fits the alleged
crime – or one that so obviously would leave consumers worse off.

There is another reason to look at the proposed split. Microsoft’s com-
petitors have been advocating a breakup since the early 1990s and continued
to advocate this remedy vigorously even after the appeals court threw cold
water on the idea. There is no reason to believe that they will cease prodding
the government to investigate Microsoft, or stop advocating this “solution ” to
their problems. — D.S.E.

INTRODUCTION

Accepting [competitors’] invitation to restructure the computer industry
more to their liking through sweeping remedies such as dismembering
Microsoft very well might advance [their] private interests...; but such reme-
dies would not necessarily benefit competition and would … act against the
public interest.

U.S. Department of Justice, January 1995.1

Did the punishment fit the crime in what has been dubbed the antitrust
trial of the century? In U.S. v. Microsoft Corp., the U.S. Department of Justice
(DOJ) and 19 state attorneys general argued that Microsoft illegally tied its
operating system software for PCs (Windows) to a major new application
(Internet browsing) and entered into exclusionary contracts with various com-
puter service providers. The purported goal: to prevent browsers and other
software from becoming commercially viable alternatives to Microsoft’s
monopoly in operating systems.2

Judge Thomas Penfield Jackson held for the DOJ and the 19 states (here-
after the “government”) and accepted their recommendation to break Micro-
soft into two tightly regulated companies selling Microsoft operating systems
and Microsoft software applications, respectively. Although an appeals court
subsequently reduced Microsoft’s liability and the government responded by
dropping its efforts to break up the company, the government’s initial demands
arguably represent a high-water mark in activist antitrust enforcement. The
mismatch between the alleged violation and that proposed remedy is the sub-
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ject of this article.
The government’s breakup remedy was not a solution for the antitrust vio-

lations alleged by the government and found by the district court. Indeed, the
economic theories behind the government’s remedy contradicted the econom-
ic theories that formed the basis for the government’s liability theory and the
court’s findings. We reach several conclusions in analyzing the potential con-
sequences of this mismatch and how it came about. First, the remedies adopt-
ed by the district court were out of proportion to the same court’s findings of
minimal consumer harm. Second, the government’s structural and conduct
remedies would have resulted in higher prices for consumers and deterred
innovation. Finally, breaking up Microsoft was the remedy long sought by
Microsoft’s competitors and the one that would have benefited them most.

The first and second sections chronicle the government antitrust investi-
gations of Microsoft from the early 1990s through the current litigation. The
third section lays out basic economic concepts for designing antitrust reme-
dies. The final four sections provide a critique of the remedies proposed by the
government and adopted by the district court.

PRIOR ANTITRUST PROCEEDINGS
INVOLVING MICROSOFT

The Microsoft trial capped a decade of investigation into and litigation
over Microsoft’s business practices. As we discuss below, prior to the court
proceedings that led the district court to order the division of Microsoft, the
antitrust enforcement agencies had (a) accepted that Microsoft became the
market leader in operating systems software for personal computers through
lawful behavior; (b) recognized that the emergence of a dominant PC operat-
ing system was explicable in the context of a competitive market; (c) found no
basis for prosecuting Microsoft for leveraging its success in operating systems
into software applications; and (d) rejected a 1995 proposal by Microsoft’s
competitors to break up the company.

The FTC’s Abortive Investigation

The FTC began an investigation of Microsoft in 1990. The impetus was a
concern that Microsoft and IBM had agreed to limit the functionality of
Windows in order to promote sales of OS/2, an operating system that IBM was
developing with Microsoft for its PCs.3 Although this concern faded, the FTC
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broadened its investigation to other issues.4 These included an allegation that
Microsoft had hidden application programming interfaces (APIs) – the
specifications for how applications software can call up services from the
operating system – in MS-DOS and Windows. This purportedly allowed
Microsoft's own developers to take advantage of operating system features not
available to other applications developers.5 There also were allegations that
Microsoft used “vaporware” – misleading new product announcements
intended to discourage customers from buying a competitor’s product – and
that Microsoft added features to Windows for the sole purpose of creating
incompatibilities with non-Microsoft versions of DOS.6

By late 1992, the commission was focused primarily on Microsoft’s con-
tracts with computer manufacturers (known as original equipment manufac-
turers, or OEMs); the other charges had largely been dismissed by the staff.
Several aspects of Microsoft’s OEM contracts were examined as to whether
they obstructed sales to OEMs by competing operating systems like
DR DOS.7 The particular contractual options investigated by the FTC includ-
ed: (1) per-processor licenses, which based royalties on the number of PCs
(rather than the number of copies of Microsoft operating systems) shipped by
an OEM; (2) minimum commitments, which were the annual payment com-
mitments that OEMs made to secure volume discounts; and (3) contract
lengths, which typically were for two years, although some were longer.8

Within the FTC, there was a difference of opinion about whether to pro-
ceed against Microsoft. The Bureau of Competition recommended that the
commission challenge Microsoft’s use of per-processor licenses and minimum
commitments. But the Bureau of Economics refused to endorse this recom-
mendation. Neither bureau recommended action on claims that Microsoft
leveraged its position in operating systems to gain advantages in applications
software. The FTC’s general counsel, however, recommended further investi-
gation of this issue, but the commission decided to end the inquiry.9

The commission deadlocked on whether to proceed with the contractual
issues by a two-to-two vote in February 1993, with one commissioner re-
cused.10 The tie meant the FTC would not file suit. However, the commission
did ask the Bureau of Competition to further investigate alleged incompatibil-
ities between Windows 3.1 and DR DOS. Microsoft’s competitors, particular-
ly Novell, continued to lobby for action.11 Novell was the owner of both
DR DOS and Netware; Netware was the most popular operating system for
network server computers but faced competition from Microsoft’s new
Windows NT Server operating system. Once again, the Bureau of Competition
recommended action, the Bureau of Economics dissented, and the commis-



ELZINGA, EVANS, NICHOLS 131

sion deadlocked in July 1993.12 In August 1993, the commission voted to sus-
pend the investigation. Neither the two FTC bureaus, nor the FTC itself, ever
recommended an antitrust action against Microsoft based on “hidden” APIs or
other claims of “leveraging” from operating systems to applications software.13

The 1995 Consent Decree
with the U.S. Department of Justice

In the summer of 1993, the antitrust division of the DOJ decided to pur-
sue the investigation the FTC had dropped. In addition to reviewing the FTC
files, the DOJ issued subpoenas of its own and took depositions of Microsoft
executives. The DOJ revisited not only the OEM contract issues, but also the
“hidden API” matter. Shortly after the DOJ launched its investigation, repre-
sentatives from three of Microsoft’s competitors met with antitrust division
officials to present their arguments as to which of Microsoft’s practices were
anticompetitive. The three companies were Novell, WordPerfect (which
owned what had been the leading word processor, but which was losing mar-
ket share to Microsoft’s Word), and Lotus (whose 1-2-3 spreadsheet software
was losing market share to Microsoft’s Excel after having been the most pop-
ular spreadsheet since its release 10 years earlier).14

In July 1994, the DOJ ended its investigation of Microsoft by filing a com-
plaint and entering into a consent decree with Microsoft to settle the charges
in that complaint.15 The complaint did not allege that Microsoft’s integration
of operating systems and applications software was anticompetitive. Rather,
the consent decree focused on Microsoft’s OEM contracts: eliminating per-
processor licenses and minimum commitments, and limiting contracts to one
year. In addition, the settlement prohibited Microsoft from tying operating
system licenses to any other products, with the caveat “that this provision in
and of itself shall not be construed to prohibit Microsoft from developing inte-
grated products.”16 Microsoft also agreed not to condition its licenses with
OEMs on any hardware manufacturers’ agreement not to license a competi-
tor’s product.17

In September 1994, the consent decree draft was submitted to Judge Stan-
ley Sporkin of the U.S. District Court for the District of Columbia for what the
parties expected to be routine approval under the Tunney Act. Instead, Judge
Sporkin questioned the scope of the settlement, relying in part on Hard
Drive,18 a book that claimed Microsoft used “vaporware” practices to harm
competitors. Judge Sporkin refused to approve the settlement without addi-
tional proceedings.19
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Microsoft’s competitors submitted additional material for the judge to
consider. The most prominent example was a 96-page amicus brief submitted
by Silicon Valley attorney Gary Reback (who had also been active in lobbying
the FTC to act against Microsoft) on behalf of “certain clients that prefer to
retain their confidentiality.” The brief, which listed two economists – Garth
Saloner and Brian Arthur of Stanford University – as having provided “exten-
sive consultation,” argued that Microsoft used its “monopoly in the operating
systems market… to leverage its installed base to dominate the markets for
applications and other software products.”20 The brief further argued that
Microsoft was extending its dominance over successive “layers” on both client
computers and servers by creating “technological linkages between layers
within the same market.”21

The brief’s economic section highlighted network effects such as tipping
and lock-in, and noted the danger that markets subject to such effects might
experience. First, markets subject to these effects could end up dominated by
inferior technologies. Second, these markets were particularly susceptible to
anticompetitive actions by a monopolist in one market moving into a market
for a complementary product. The brief predicted that the inclusion of soft-
ware for Microsoft Network (MSN) in the then-forthcoming Windows 95
would “instantly displace existing on-line competition.”22 Although the brief
itself did not call for specific remedies, it urged Judge Sporkin to require that
the government submit additional materials, including statements from eco-
nomic experts analyzing whether divestiture of Microsoft’s applications soft-
ware might be necessary to provide a “level playing field” in software mar-
kets.23 It appears this was the first public proposal to break up Microsoft. The
Computer Communications Industry Association (CCIA), whose leading
members included Sun and other Microsoft competitors, also filed a brief urg-
ing a tougher decree.24

The DOJ responded with a declaration from Kenneth Arrow, a Nobel
Prize–winning economist also from Stanford, and a submission that rejected
the idea of dividing Microsoft:

Accepting amici’s invitation to restructure the computer industry more
to their liking through sweeping remedies such as dismembering Microsoft
very well might advance the private interests of the anonymous amici; but
such remedies would not necessarily benefit competition and would, in

Professor Arrow’s view, act against the public interest.25

Furthermore, the DOJ argued that, “[n]either the government nor the
amici contend that Microsoft achieved monopoly power unlawfully.”26 Arrow
concurred, saying, “For the most part, Microsoft appears to have achieved its
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dominant position in its market as a consequence of good fortune and possi-
bly superior product and business acumen.”27 He went on to conclude that the
licensing practices “made only a minor contribution to the growth of Micro-
soft’s installed base.”28 Thus, after four years of continuous government inves-
tigation, Microsoft’s only significant business practice that the DOJ found to
be anticompetitive was its licensing provisions with OEMs.29

Judge Sporkin again refused to approve the settlement, whereupon both
sides appealed. The D.C. Circuit Court of Appeals disqualified Judge Sporkin
and remanded the matter to the district court with directions to enter an order
implementing the settlement.30 Judge Thomas Penfield Jackson issued the final
order in August of 1995.31

The Consent Decree Contempt Litigation

In 1996, the DOJ launched a new investigation of Microsoft, focusing its
attention on Internet browsing software.32 Netscape, the leading vendor of
Internet browsers, prodded this investigation from the beginning.33 In June
1995, two days after Microsoft met with Netscape representatives to discuss
possible areas of business collaboration, Reback sent a letter to the DOJ
claiming that Microsoft asked Netscape to “divide markets” and threatened to
punish Netscape if it did not agree to do so.34 This episode became a central
dispute in U.S. v. Microsoft Corp. In July 1996, Reback submitted a lengthy
“white paper” on behalf of the Netscape Corporation.35 The document urged
the DOJ to force Microsoft to separate its browser, Internet Explorer (IE),
from Windows and to offer IE only on a stand-alone basis. It also urged the
DOJ to forbid Microsoft from giving away IE, except during a brief introduc-
tory promotion, and to compel Microsoft to stop including its Web-server soft-
ware at zero price with Windows NT Server, its server operating system.36

In the fall of 1997, the DOJ asked Judge Jackson to declare Microsoft in
contempt of the 1994 consent decree’s prohibition on tying. The government
argued that Microsoft was forcing OEMs to license IE as a condition for
licensing Windows. Microsoft replied that IE was an integrated feature of
Windows, not a separate product; consequently, it came under the “integrated
product” exemption in the consent decree. Judge Jackson decided in Decem-
ber 1997 that Microsoft was not in contempt of the decree. But on his own ini-
tiative, he began a more extensive review of the integration issue.37

In the interim, Judge Jackson required Microsoft to offer OEMs the option
of licensing a version of Windows that did not include the IE files. Microsoft
responded that removing IE files from the then-current version of Windows



would disable the operating system because the code that enabled Internet
browsing was tightly integrated into Windows and supported other key oper-
ating system services. Judge Jackson then pointed to the “uninstall” capabili-
ty offered by Windows and ordered Microsoft to let OEMs exercise it on IE.38

Microsoft complied, noting that the procedure was more akin to “hiding”
than “removal,” as it left virtually all of the code intact while disabling the two
most convenient methods for Windows users to activate Internet browsing.39

Microsoft appealed the district court’s ruling. In June 1998, the D.C. circuit
reversed Judge Jackson, finding that IE was “integrated” into Windows, not
“tied.”40

There are two important backdrops that set the stage for the Microsoft
case. First, Microsoft had been under antitrust scrutiny even prior to the suc-
cess of Windows and its Office suite of productivity applications. But in the
original investigations by the FTC and the DOJ, Microsoft’s conduct with
regard to its APIs was never put forward as a plausible source of anticompet-
itive behavior. By the same token, neither enforcement agency recommended
that Microsoft be divided into two or more software companies. Indeed, the
DOJ and its expert economist specifically recommended against breaking up
Microsoft, noting the adverse effect a breakup would have on consumer welfare.

Second, Microsoft’s competitors lobbied the antitrust authorities to take
action against Microsoft. Competitors may have an indirect interest in seeing
competition restored, but they always have a direct interest in seeing a rival
weakened. The companies that urged the DOJ to pursue Microsoft all had
experienced significant losses in sales because Microsoft offered competitive
products with more features at lower prices.

THE INTERNET EXPLORER TYING LITIGATION

A month before the D.C. circuit handed down its June 1998 decision, the
DOJ filed a new complaint against Microsoft.41 This section briefly reviews the
procedural history of this case and describes the district court’s remedies and
the rationale the government presented for these remedies.

Procedural Background

The complaint charged that Microsoft had attempted to maintain its
monopoly in a relevant market comprising operating systems for Intel-com-
patible PCs, and endeavored to obtain a monopoly in browsing software for
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those computers by (1) tying IE to Windows and (2) contracting with OEMs
to exclude Netscape from important channels of distribution.42 The DOJ
sought an injunction that would require Microsoft (a) to offer OEMs a version
of Windows without IE, or to include copies of Netscape’s browser with
Windows, giving OEMs the option of installing only one, and (b) to cease
entering into exclusive contracts with OEMs.43 Attorneys general from 20
states and the District of Columbia also filed a complaint that paralleled the
DOJ’s in most respects.44 However, their complaint also alleged that Microsoft
used its monopoly in operating systems to obtain a monopoly in office pro-
ductivity applications, such as word processors and spreadsheets.45 The states’
amended complaint, filed after Judge Jackson joined the cases for trial,
dropped this allegation.46

Instead of ruling on the government’s request for a preliminary injunction,
the district court decided to have an expedited and abbreviated trial.47 The
summer of 1998 was left for further fact and expert discovery and the trial was
scheduled for the fall of 1998.48 By the time the trial started in October 1998,
the government’s case included additional allegations that went beyond the
browser-related complaints. These allegations focused on several instances in
which Microsoft allegedly bullied other firms (e.g., Intel) in efforts to stop
them from developing software that would compete with Windows as a plat-
form for applications software.49 But even with this expansion of the case,
Microsoft’s joint production of operating systems and applications was, at
most, a peripheral issue.50

The trial on liability issues concluded in June 1999. The district court then
announced its findings in two stages. The Findings of Fact (FOF), issued in
November 1999, adopted most of the evidence submitted by the government’s
witnesses and rejected, or ignored, much of the evidence submitted by Micro-
soft’s witnesses.51 At this point, with the consent of the parties, the district
court appointed Judge Richard Posner of the U.S. Court of Appeals for the
Seventh Circuit to act as a mediator in settlement negotiations.52 Negotiations
broke down at the end of March 2000, and the district court entered its
Conclusions of Law (COL) shortly thereafter.53

Judge Jackson found that Microsoft sought to maintain its monopoly in
operating systems and sought to obtain a second monopoly in browsing soft-
ware. The judge ruled that this “predacious behavior” violated Section 2 of the
Sherman Act.54 He also found that Microsoft illegally tied its operating system
to its browser in violation of Section 1 of the Sherman Act.55 The parties were
ordered to submit their recommendations for remedies.

The government submitted a proposed remedy at the end of April 2000,
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which included splitting Microsoft into operating system and applications
companies, along with numerous conduct remedies.56 The proposal was sup-
ported by declarations from three economists who had not participated in the
trial: Professors Rebecca Henderson, Paul Romer, and Carl Shapiro.57 The
government also submitted declarations from two investment bankers, who
concluded that the split was feasible and that it should not cause “a material
decrease in the market value of the current Microsoft shareowners’ hold-
ings.”58 A declaration was also submitted by Professor Edward Felten,59 a com-
puter scientist, who had testified during the liability phase on the feasibility of
removing access to IE from Windows.

Microsoft was given 10 days to submit a preliminary reply and recom-
mendations for further proceedings on remedies. Microsoft argued for sum-
mary dismissal of the government’s structural remedy and proposed much less
restrictive conduct measures.60 On May 24, 2000, the district court heard oral
arguments by attorneys from both sides and announced that it had decided not
to accept further expert submissions or evidence concerning remedies.61

Thus, this landmark case was to include no serious inquiry into the reme-
dy. Judge Jackson requested that the government prepare a final proposal and
gave Microsoft five days to respond to its form and wording, but not its sub-
stance.62 On June 7, after the government made minor changes in response to
Microsoft’s brief, the district court issued its decision.63 Judge Jackson adopt-
ed the government’s proposed remedies with no substantive changes. In an
accompanying memorandum, the judge in part justified the use of a structural
remedy by citing Microsoft’s refusal to admit its guilt, and remarking that
“Microsoft has proved untrustworthy in the past.”64 He added, “Plaintiffs won
the case and for that reason alone have some entitlement to a remedy of their
choice.”65 Judge Jackson also expressed doubt that additional evidence would
yield “any significantly greater assurance that it will be able to identify what
might be generally regarded as an optimum remedy.” In subsequent press
interviews the judge said that he had ordered Microsoft’s breakup as “a last
resort” because of Microsoft’s “intransigence.”66

Microsoft appealed to the D.C. circuit.67 The D.C. circuit announced that
all seven judges would hear the case on an expedited schedule.68 The DOJ,
however, requested that Judge Jackson certify the case for direct appeal to the
Supreme Court, which he did, at the same time staying all of the remedies. On
September 26, 2000, the Supreme Court in an 8-1 vote remanded the case to
the appeals court for initial review.69 The D.C. circuit held two days of oral
hearings at the end of February 2001.70 The appeals court’s ruling, made after
the initial publication of this article, reversed some of Judge Jackson’s



findings of liability, modified others, and removed Judge Jackson from further
proceedings.71

The District Court's Remedies

The district court adopted both structural and conduct remedies. The cen-
terpiece of the remedies was a division of Microsoft into two companies: one
(“Ops Co”) would have the rights to Microsoft’s operating systems (Windows
98, Windows 2000, Windows CE, and their successors); the other (“Apps Co”)
would own all its remaining products, including its Office suite of business
productivity applications; its server software for Web sites (IIS), large data-
bases (SQL Server), and e-mail and collaboration software (Exchange); its
programming languages and developer tools; and its consumer software.72 A
key exception to this division between Ops Co and Apps Co was the code in
the Windows operating system that supports Web-browsing functions, known
as Internet Explorer (IE). Apps Co would get custody of the code and the right
to develop it in the future. Ops Co would have a perpetual license to use exist-
ing versions of IE, but would not be allowed to modify it.

The remedy also included detailed constraints on Microsoft’s conduct that
would apply until the division took place and would continue to apply to Ops
Co for three years thereafter. These conduct remedies included requirements
that Microsoft deal uniformly with other firms – OEMs, independent software
developers, and others – and that it make the source code underlying Windows
available to what amounts to all comers.73 Moreover, Microsoft was told to
allow OEMs to customize the Windows platform (and, indeed, give them a
discount if they choose to delete parts of it), while continuing to allow OEMs
to use Microsoft’s logos and other symbols of its brand.

Under the Final Judgment, Microsoft would have been required to offer
identical sales terms to the 20 largest OEMs, with prices allowed to vary only
according to “reasonable volume discounts.”74 Microsoft would have been
able to price new versions of its operating systems as it wished, but would
have to offer OEMs the option of buying an older version at the previous price
for at least three years. OEMs would be permitted to make extensive changes
to Windows, including substitution of components from other vendors. To
facilitate such substitution, Microsoft would be required to make all “middle-
ware products” removable.75 OEMs that took advantage of this provision
would be entitled to a discount, proportional to the amount of code removed.

Microsoft would also have been required to provide information to all
software and hardware vendors on equal terms and to establish a “secure facil-
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ity” where software companies, including competitors, would be allowed to
review source code for Microsoft’s operating systems for purposes of
“enabling their products to interoperate effectively with Microsoft Platform
Software.”76 If Microsoft had made changes in its operating systems that
would negatively affect the operation of other companies’ middleware, it
would have had to notify those companies, explaining the reason for the
change, and suggesting ways to solve the problem.77 The Microsoft Ops Co
would also have been prohibited from offering any consideration (including
early technical information or assistance) to software or hardware vendors for
distributing or promoting a product.78

Government’s Rationale for Its Remedies

To understand the rationale for the government’s proposed remedies, one
must turn to the memorandum the government submitted and the declarations
of its economists.79 The government advanced two rationales for splitting
Microsoft, both of which focused on Microsoft’s Office suite of applications.
First, an independent Apps Co would be more inclined to offer versions of
Office for other platforms, such as Linux, because Apps Co would not have a
direct stake in the success of Windows.80 This purportedly would help reduce
the “applications barrier to entry” and create new opportunities for competing
operating systems.81 Second, Apps Co would be inclined to expand the exist-
ing APIs in Office, transforming it into a new middleware threat to the appli-
cations barrier to entry that allegedly protects Windows from competition.82

Thus, the government and its economists argued, the split would reduce the
dominance of Windows by creating popular software that would run on other
platforms and by transforming Microsoft’s own popular applications software
into full-fledged middleware that would allow applications written to it to run
on other operating systems.

The government and its experts placed great emphasis on the role that the
structural and conduct remedies would play in promoting innovation.
Professor Henderson, for example, concluded her declaration as follows:

The remedies proposed will prevent Microsoft from crippling competi-
tion and will release a flood of innovative energy. Rapid action is vital to
ensure that innovation and consumer choice in this particularly important
sector of the economy are preserved.83

Professor Shapiro also invoked “innovation” to support the government’s
remedies, concluding that there are “strong reasons” to believe that splitting
Microsoft “will lower entry barriers, encourage competition and promote
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innovation.”84 He claimed that separating Office from Windows would give
each of the new companies incentives to foster competition in the other’s
realm, arguing that “[w]hile network monopolies can be very strong, they are
most vulnerable to attack by firms with a strong position in the provision of a
widely-used complementary product.”85 Professor Shapiro also supported the
requirement that Microsoft give other firms access to its source code, arguing
this would “prevent Microsoft from using its Windows monopoly power to
gain control of complementary applications and middleware.”86 Like Professor
Henderson, he concluded with an endorsement of divestiture that emphasized
innovation:

As explained above, there are strong reasons to believe – based on eco-
nomic principles and based on the experience of this and other industries –
that the proposed reorganization of Microsoft into separate applications and
operating systems businesses will lower entry barriers, encourage competi-
tion and promote innovation.87

Three things are noteworthy about the remedies proposed by the govern-
ment and accepted by the district court. First, they are unrelated to the reme-
dies proposed in the complaint. Originally, the government sought only to
force Microsoft to unbundle Windows and IE and to cease entering into cer-
tain kinds of contracts (most of which Microsoft had already abandoned
before the court ruled on remedies and which, for the most part, Judge Jackson
found not to violate the Sherman Act).88 The second noteworthy aspect of the
Final Judgment’s breakup remedy is its similarity to the proposals promoted
by Microsoft’s competitors since 1994, when Reback filed his brief on behalf
of the “anonymous amici.” Those remedies were urged as the solution to very
different alleged problems.

The third noteworthy characteristic of the remedies is how radical they are
compared to remedies in past antitrust cases. Court-ordered breakups of com-
panies have been a rarity in Sherman antitrust litigation. Dr. Robert Crandall’s
survey of antitrust remedies over the last century found only one case – United
Shoe Machinery – in which the courts ordered the breakup of a company that
had not been created through mergers and acquisitions. The other breakups
(including the two most celebrated, Standard Oil in 1911 and AT&T in 1984)
all involved corporations that had preserved the original companies as sepa-
rate enterprises with clear geographic or functional boundaries. In each of
these breakups, the companies were split according to those obvious bound-
aries.89

Two questions spring from this chronicle of Microsoft and its antitrust
involvement. First, did the remedies imposed in the Microsoft case – in par-



140 MICROSOFT, ANTITRUST, AND THE NEW ECONOMY

ticular the breakup - address the problem that the government complained
about and for which the district court found supporting evidence? Second, did
the remedies solve the newly discovered problem - inadequate innovation -
that is the focus of the government’s remedy submissions? The answer to both
questions is “no.” To understand why, it is useful to review the principles on
which antitrust remedies are traditionally based.

ECONOMIC PRINCIPLES FOR ANTITRUST REMEDIES

The primary goal of an antitrust remedy in a monopolization case is to end
anticompetitive behavior.90 But in achieving this goal, the court must ensure
that the cure is not worse than the disease – that the remedy’s costs do not
exceed its benefits to consumers.91 All else being equal, the court should avoid
remedies that require extensive or prolonged oversight by the judiciary, as
well as remedies that impose large or prolonged compliance costs on the
defendant.92 There are two types of antitrust remedies in monopolization
cases, conduct remedies and structural remedies.

Conduct Remedies are injunctive decrees that proscribe a firm’s behav-
ior or require that it undertake an action it has previously refused to undertake,
often with regard to its marketing practices.93 Typically, conduct remedies in
antitrust are “Thou shalt not” proscriptions or “Thou must” prescriptions.94

Structural Remedies involve dissolution, divorcement, and divestiture –
the “three Ds” of antitrust. Historians call this “trustbusting.” A vertical struc-
tural remedy requires a firm to divest a downstream subsidiary in order to recti-
fy a foreclosure-of-competition problem. A horizontal structural remedy breaks
a firm into components that are in head-to-head competition with each other.

Conduct Remedies

Conduct remedies vary in duration and complexity. A remedy may be in
force for only a brief period (e.g., directing a firm to sell 25 percent of its out-
put to a designated customer base for six months) or may apply over the long
term (e.g., a 10-year ban on acquisitions of specified types). It is important
during the design phase that attention be given to limiting a remedy’s intru-
siveness and duration so as not to: (a) generate high compliance costs for the
court; (b) impose high compliance costs upon the defendant; or (c) prevent the
defendant from being a vigorous competitor.

Conduct remedies bear an uneasy relationship with the economic founda-
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tion of antitrust. If an antitrust remedy requires an enforcement agency or
court to set prices, dictate output, regulate profits, choose market entrants, or
approve market exits, the remedy violates the core principle that the enforce-
ment agency is a referee rather than a regulator.95 Indeed, the potential for
intrusive regulation is the primary strike against most conduct remedies.
Making matters worse, a conduct remedy may gain a life of its own as com-
petitors petition the court for relief from the defendant’s alleged noncompli-
ance. Prolonged monitoring potentially perverts antitrust enforcement, as reg-
ulatory directives replace market forces.

Structural Remedies

The remedy of structural relief has been applied infrequently in the histo-
ry of the Sherman Act.96 Typically structural relief has not involved the disso-
lution of trusts under Section 2 of the Sherman Act (the antimonopoly provi-
sion) but rather the divestiture of mergers and acquisitions under Section 7 of
the Clayton Act (the antimerger provision). Structural relief via the divestiture
of acquired assets is more common for several reasons: (1) more Section 7
antimerger cases are brought than Section 2 monopolization cases; (2) past
mergers usually offer a “seam” so that rending the corporation is less intrusive
to business operations; (3) Section 7 requires only a prophylactic standard
with regard to liability, in contrast to the Section 2 higher standard, thereby
making Section 7 antimerger lawsuits more likely to be filed and won; and (4)
structural relief can be an effective prescription when the antitrust offense
itself was the result of a merger or acquisition. But even in the realm of
antimerger cases, structural remedies via divestiture of a firm’s acquisition(s)
are infrequent.97

Antitrust analysts generally do not consider structural remedies to be suc-
cessful. For example, Crandall shows that the breakup of the Standard Oil
trust in 1911, the paradigmatic illustration of trustbusting in U.S. history text-
books, had no measurable effect on petroleum output and prices.98 The petro-
leum trust’s market position centered on its operations in Pennsylvania and
Ohio and was undercut by new producers from the West.99 Crandall also illus-
trates how structural remedies can reduce consumer welfare, as occurred in the
vertical dissolution of production and distribution of motion pictures in the
Paramount case.100

The most recent antitrust breakup of a major corporation was the 1982
dissolution of AT&T.101 The structural remedy in AT&T is sometimes com-
pared to the Microsoft case, the argument being that the breakup of AT&T
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enhanced consumer welfare, so the breakup of Microsoft will do the same.
Crandall shows that any comparison between the breakup of AT&T and
Microsoft is inapposite. AT&T was a regulated enterprise operating in a gov-
ernment environment that constrained price and new entry. Moreover,
Crandall argues that the consumer benefits generated by the breakup of AT&T
could have been secured more efficiently without a mandated structural rem-
edy had the FCC required equal access by competing phone service providers
as a regulatory policy.102 As he points out, Canada required access, but did not
require divestiture, and it reaped equal or greater benefits despite a later start
than the United States.103

Antitrust Remedies and Error Costs

In antitrust, “false positive” errors are serious because less efficient firms
will benefit and consumers will be harmed as a result of legal intervention.
The probability is high that the proposed remedies in the Microsoft case would
have raised prices and reduced the pace of innovation.104 If our analysis is cor-
rect, the expected harm from a false positive is significant. On the other hand,
the U.S. software industry is roiling with technological change, making
monopoly rents difficult to capture for long.105 This suggests that the expected
cost of a false negative is low in U.S. v. Microsoft Corp.

The breakup of Microsoft, as proposed by the government and its post-
trial remedy economists, contains no appraisal of expected error costs. This
leaves a serious gap in the analysis. An analysis of the remedy proposed by the
government, endorsed by economists Henderson, Romer, and Shapiro, and
accepted by Judge Jackson, must begin by asking whether it addresses the
problems identified by the district court in its Findings of Fact and
Conclusions of Law.

THE REMEDIES AND INNOVATION

The first step in fashioning a remedy is to define the problem. There are
two ways of reading Judge Jackson’s Findings of Fact and Conclusions of
Law. At a formal level, he found that Microsoft had (1) illegally tied IE to
Windows and (2) engaged in predatory behavior. Tying and predation are stan-
dard fare in antitrust and generally do not lead to anything more than injunc-
tions (e.g., untie) or limited conduct remedies (e.g., cease entering into exclu-
sive contracts).106
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At a visceral level, Judge Jackson asserted that Microsoft’s behavior had
sweeping (though ill-defined and largely unspecified) negative effects on inno-
vation and the future of the software industry. Microsoft had “placed an
oppressive thumb on the scale of competitive fortune, thereby effectively
guaranteeing its continued dominance in the relevant markets.”107 In his
remarks to the press, he expressed a belief that Microsoft needed a severe rem-
edy because it was “intransigent”108 (i.e., it would not admit that it had violat-
ed the law) and “untrustworthy.”109

The government’s proposed structural remedies followed from the viscer-
al aspects of Judge Jackson’s findings, focusing almost exclusively on the dis-
trict court’s finding that Microsoft had suppressed innovation. This is a weak
foundation for two reasons. First, Judge Jackson’s statements concerning sup-
pressed innovation are rhetorical flourishes unsupported by his own findings;
they are in fact undermined by the findings and by the evidentiary record on
which the findings purport to be based.110 Second, there is no basis in the gov-
ernment’s submissions or in the district court’s findings to conclude that the
government’s remedies would increase innovation or stimulate middleware
competition.

Microsoft’s Alleged Impact on Innovation

Judge Jackson concluded his Findings of Fact with this sweeping state-
ment: “Microsoft’s past success in luring such companies and stifling innova-
tion deters investment in technologies and businesses that exhibit the potential
to threaten Microsoft. The ultimate result is that some innovations that would
truly benefit consumers never occur for the sole reason that they do not coin-
cide with Microsoft’s self-interest.”111

This finding is referenced three times in the government’s accompanying
memorandum on remedies, as well as in the declarations of two of the three
economists.112 It is the cornerstone of the government’s remedy. But, it is not
consistent with the record of software innovation in the U.S. and with Judge
Jackson’s Findings of Fact.

The District Court’s Acknowledgment of Innovation Due to Microsoft
Judge Jackson acknowledged that Microsoft’s actions in the browser war

increased the rate of innovation of both Microsoft and Netscape since both
companies improved their Web browsers throughout the period in question
and sought to surpass the other’s performance. He found several concrete
benefits from Microsoft’s efforts to overtake Netscape:
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The debut of Internet Explorer and its rapid improvement gave Netscape
an incentive to improve Navigator’s quality at a competitive rate. The inclu-
sion of Internet Explorer with Windows at no separate charge increased gen-
eral familiarity with the Internet and reduced the cost to the public of gain-
ing access to it, at least in part because it compelled Netscape to stop charg-
ing for Navigator. These actions thus contributed to improving the quality of
Web browsing software, lowering its cost, and increasing its availability,
thereby benefiting consumers.113

A study of reviews in 13 major computer magazines reveals the trajecto-
ry of progress.114 For versions 1 and 2 of Netscape Navigator, Netscape was
the clear winner in the view of all of the magazines. However, with the release
of IE 3 in August 1996, the tide began to turn.

IE 3 was based on new code and was more tightly integrated with Win-
dows than previous versions. Reviewers’ preferences were split between IE 3
and Navigator 3, with half of the evaluations declaring a tie and a quarter each
declaring Navigator or IE to be the best browser. When IE 4 was released in
October 1997, the weight of favorable opinion shifted almost entirely to the
Microsoft browser.115 IE has continued to be rated above Netscape’s offerings,
with 75 percent of the reviews choosing IE 5 over Navigator 4.5. (Netscape
never released a version 5 and its version 6 was not released until November
2000).116

Judge Jackson acknowledged that Microsoft improved its browsing soft-
ware more rapidly than did Netscape, to the point where “the number of
reviewers who regarded it as the superior product was roughly equal to those
who preferred Navigator.”117 The district court’s Findings of Fact thus support
the position that Microsoft enhanced, rather than suppressed, innovation in
browsing software.

Microsoft’s integration of IE into Windows, using what software engi-
neers call “components,” also boosted software innovation. This improvement
in IE 3 helped other software vendors develop products that could exploit
seamless access to the Internet. AOL used this feature to add browsing capa-
bilities to its proprietary network software, while other independent software
developers used it to access information from the Web without exiting their
own programs.118 Intuit’s Quicken, for example, uses IE components to go to
the Web to update security prices;119 IBM/Lotus Notes uses IE components in
Windows in similar ways.120 Netscape, in contrast, did not release a final com-
ponentized version of its browser until November 2000,121 despite requests
from potential partners dating back to AOL in early 1996.122
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The District Court’s Examples of Suppressed Innovation
The Findings of Fact discuss six specific instances in which the district

court found that Microsoft suppressed, or attempted to suppress, innovations
by other firms that involved competing platforms or middleware.123 The first
instance occurred at the June 1995 meeting of Microsoft and Netscape execu-
tives. Judge Jackson accepted Netscape’s interpretation of that meeting -
specifically, that Microsoft pressured Netscape to stop developing platform-
level software and to rely instead on Microsoft’s platform for basic software
services.124 Microsoft employees who attended the meeting described a very
different set of discussions. But nobody claims that the meeting led Netscape
to change its development plans or strategy.

Microsoft also failed to achieve its purported goals in three other instances
Judge Jackson cited as evidence of Microsoft’s inclination to pressure other
firms to halt software development that “shows potential to weaken the appli-
cations barrier to entry or competes directly with Microsoft’s most cherished
software products.”125 IBM asked Microsoft for favorable pricing and a mar-
keting partnership similar to the one Microsoft had with Compaq. When Micro-
soft set as a condition for the partnership that IBM soft-pedal promotion of its
competing operating system and office productivity software, IBM refused.126

When Microsoft tried to get Apple to stop developing and giving away
QuickTime for Windows, Apple also refused.127 When Microsoft asked
RealNetworks to defer to the multimedia software Microsoft built into Win-
dows, RealNetworks refused.128 The outcome of each of these episodes does
not square with claims that Microsoft had the ability to suppress innovation or
wield monopoly power. In each case Microsoft offered inducements, but was
turned down. And in each case, the product involved was not hurt. Real-
Networks continues to be the leader in streaming media players and Apple
claimed to be number 2 in June 2000.129 Netscape Navigator continued to have
a majority of browser use for three more years, until 1998, despite widespread
agreement that Microsoft had caught up in quality in 1996.130

The Findings of Fact describe only two cases in which Microsoft appar-
ently succeeded in its attempts to “suppress innovation,” and neither involved
significant software innovation. The first was Microsoft’s 1996 “Windows
experience” restrictions on OEMs.131 Microsoft found that some OEMs were
setting up system software to run their own programs between the time that
Windows started loading and the time the Windows 95 “desktop” first
appeared on the screen. Some OEMs even substituted their own “shells” on
top of Windows. Under its Windows copyright, Microsoft believed it had the
right to insist that OEMs let Windows 95 load as intended and be presented to
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users as Microsoft had designed. To that end, Microsoft required that OEMs
not install any programs that would run automatically after Windows started
loading for the first time on a new computer.

OEMs, however, remained free to install software that would launch auto-
matically before Windows started loading. They also were free to add as many
icons for programs or services to the Windows desktop as they wished.
Moreover, OEMs were free to give users the opportunity of having any pro-
grams chosen by the OEM (including shells or Navigator) launch automati-
cally every time Windows started loading on subsequent boots. Few OEMs
chose to offer customers that choice, apparently deciding that customers were
not interested enough to choose the OEMs’ shells.

In any event, Microsoft’s 1996 “Windows experience” was irrelevant for
large buyers, who account for close to half of all new PCs purchased.132 Such
customers typically install their own selection of software or have OEMs do it
for them. Hence they were free to install shells or other programs and have
them launch automatically.

The only other case in which the district court found that Microsoft suc-
ceeded in suppressing software innovation was the 1995 conflict with Intel
over native signal processing (NSP) software.133 In the spring of 1995, Intel
released a beta version of its NSP software and started promoting it to OEMs.
This software was designed to integrate some multimedia functions with other
functions performed by the central (Intel) processor, rather than have them
performed by specialized, inexpensive processors on accessories like sound
cards.134 However, it worked only with Microsoft Windows 3.x operating sys-
tems. It did not work with Windows NT. More important, it was incompatible
with Windows 95, the major new operating system that Microsoft was set to
release later that summer. Indeed, if NSP software was installed on a comput-
er using Windows 3.1 that was subsequently upgraded to Windows 95, the sys-
tem was likely to crash.135

In addition to being concerned about NSP’s incompatibility problems
with Windows NT and Windows 95, Microsoft was concerned that Intel had
not tested the software sufficiently. As Microsoft officials pointed out to Intel,
users who encountered problems were likely to blame Microsoft.136

Microsoft executives were unsuccessful in persuading the Intel officials in
charge of NSP to stop promoting it, and asked Bill Gates, Microsoft’s CEO,
to talk directly to Intel’s CEO, Andy Grove.137 Gates met with Grove in July
and again in early August, a few weeks before Windows 95 was to be released.
They agreed that Intel would not promote NSP to OEMs (in part because Intel
had a strong interest in promoting Windows 95) and that Microsoft would
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work with Intel to implement many of the features in the NSP software in
software developer kits and in Windows 95. The district court noted, howev-
er, that “[e]ven as late as the end of 1998, though, Microsoft still had not
implemented key capabilities that Intel had been poised to offer consumers in
1995.”138

In its proposed Findings of Fact, the government argued that Microsoft’s
concerns about incompatibilities were not important: OEMs would install the
software only on systems shipped with Windows 3.x and Microsoft could add
features to upgrades of Windows 95 that would detect NSP software and take
steps to avoid the compatibility problems.139 However, the idea that Microsoft
could make such changes a few weeks before the public release of Windows
95, when the upgrade versions were already being manufactured, is not cred-
ible and has no support in the record.

There is no evidence in the record that NSP software represented a
significant innovation that OEMs would have adopted or from which con-
sumers would have gained value via its early adoption. In an October 1995
article in Byte magazine, a senior product manager at a major manufacturer of
dedicated processors expressed skepticism about the value of NSP, even if it
worked properly: “The functions that NSP can provide by using the host
[CPU],” he explained, “a few dollars’ worth of hardware can provide.”140 In
light of its incompatibilities with Windows 95, it is hard to imagine that many
OEMs would have installed NSP software. Users interested in multimedia
were unlikely to choose to buy computers with Windows 3.1 once Windows
95 became available, and problems with upgrades would have caused support
problems for OEMs as well as Microsoft. Moreover, the strongest demand for
multimedia features comes from video-game players, and using NSP software
actually slowed down the performance of games compared to the alternative
of using a separate processor for sound and leaving the central processor free
for the intensive calculations required by games.141

The interaction between Intel and Microsoft on the NSP issue illustrates
the complexity of their business relationship. Cooperation is clearly important
to both – virtually all versions of Windows (other than Windows CE) run on
Intel chips or clones thereof, and the vast majority of Intel chips are used in
systems shipped with Windows operating systems. Intel benefits if Microsoft’s
operating systems take advantage of new features in its chips, and support of
new hardware features creates more sales of Windows.

At the same time, each firm has an incentive to encourage the other’s
competitors in order to reduce its dependence on the other and to drive down
the other’s prices: the lower the price of Intel chips, the more copies of Win-
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dows will be sold, and vice versa. As a result, Intel encourages competition to
Windows by investing in Linux vendors and BeOS, and Microsoft works with
other chip vendors.142 In much of the computer industry, there is no potential
for such conflict because the same company makes the hardware and the oper-
ating system. Sun, IBM, Hewlett Packard, and the other Unix system vendors
follow this vertically integrated model, as does Apple.

In summary, the trial record provided little evidence to support the district
court’s sweeping statements regarding Microsoft’s impact on innovation.
Most of the purported attempts failed, and those that succeeded involved
“innovations” of ambiguous value. If the government planned to justify dra-
conian remedies on the basis of the need to stimulate more innovation in the
software industry, its experts in the remedy phase should have bolstered the
record with new, more rigorous analyses.

The Government’s Remedy Economists Added No New Evidence of
Suppressed Innovation

The declarations submitted by the government’s three experts in the rem-
edy phase are notable for their lack of specificity regarding Microsoft’s
alleged harm to software innovation. All three claim that Microsoft’s actions
impeded innovation and applaud the potential effects of the remedies on inno-
vation. Yet none systematically compares the records of innovation in areas
where Microsoft is “dominant” to areas in which it is not.143 Instead, the three
experts simply adopt the district court’s story about suppressed innovation.144

The claims made by Professors Henderson, Romer, and Shapiro can be
summarized as four implicit assertions:

The rate of new product development for important classes of software
has been slowed by actions of Microsoft. Examples include “middleware” and
applications software.

The greatest progress in the software industry occurs when firms face
“market-based” competition. When a single firm – or small set of firms – dom-
inates an industry, progress is retarded.

Microsoft’s control of the personal computer operating system market
has allowed it to exclude new platforms.

Fears of predatory actions have deterred small and new companies from
introducing products that compete directly with Microsoft products.

To evaluate these claims, one must examine the available evidence.

Evidence of Innovation in Software During Period of Alleged Suppression
Absent demonstration to the contrary, which neither the government nor
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its experts provided, claims that Microsoft’s actions impeded innovation in the
software industry are contradicted by the rapid pace of innovation in this
industry. These claims were not systematically analyzed during the trial or by
the remedy experts thereafter. Rather, the arguments that Microsoft deterred
innovation are thin and anecdotal.

One indicator of the implausibility of Microsoft’s conduct having harmed
software innovation during the 1990s is the industry’s remarkable record of
new firm formation. New entrants in the software industry typically introduce
new products rather than mimic existing products. Consequently, the pace of
new entry is a proxy for the pace of innovation in the industry. Table 1 high-
lights the record of entry in the industry during the 1990s. The table shows the
number of active firms in the U.S. software industry for even-numbered years
during the 1990s.145 It shows that there was substantial new firm formation in
the software industry over this period.

Much of the entry activity took place in the application service provider
(ASP) segment, which Microsoft allegedly targeted for monopolization.
Norma Leong identified approximately 300 new firms that entered the ASP
market between 1997 and early 2000 alone.146

Recently Josh Lerner has used data from the same source used to create
Table 1 to test how segments in the software industry that Judge Jackson found
to be targets of Microsoft’s anticompetitive actions had fared compared to
other segments. He found no evidence that firms in those segments allegedly
targeted by Microsoft had attracted less venture capital or had grown more
slowly.147 Contrary to the implications of the government’s claim of an appli-
cations barrier to entry, he also found that during the late 1990s firms increas-
ingly were writing software for Unix and other non-Microsoft platforms.148
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There is another empirical challenge to the government’s claims about the
suppression of innovation: The level of venture capital investment in software
firms has increased in recent years. Not only do venture capitalists respond to
innovative advances by funding new firms, but their investments in turn stim-
ulate innovation.149 Estimates by the National Venture Capital Association
indicate that funding in computer software and services, the category most
likely to encompass Microsoft’s competitors, enjoyed a steady increase during
the period Microsoft engaged in its allegedly anticompetitive behavior. The
total venture capital investment rose more than 10-fold, from $459 million in
1991 to $7.50 billion in 1999.150 These tabulations do not include investments
in firms specializing in online products and services, which also grew explo-
sively.151 The number of companies receiving venture capital financing for the
first time also rose steadily. Many other technology sectors, notably biotech-
nology, experienced less growth in venture investment over the same period.152

An indirect test of the assertion that Microsoft has reduced innovation is
found in the work of Bittlingmayer and Hazlett.153 They explore the effects on
Microsoft’s rivals of antitrust enforcement against Microsoft. Their hypothe-
sis: If an antitrust intervention fulfills its stated objectives, a broad spectrum
of publicly traded firms should benefit. As a result, stock market reactions to
enforcement “events” should be positive for firms that produce complements
to Microsoft operating systems (e.g., computer hardware, semiconductors,
microprocessor chips, peripheral equipment, network systems, and applica-
tions software).

However, a review of share-price reactions to antitrust enforcement
actions by the FTC and the DOJ during the 1991-97 period shows that returns
for a computer industry index of 159 firms (excluding Microsoft) were nega-
tively correlated with antitrust enforcement events. Antitrust measures against
Microsoft appear to depress equity values in the software sector. Thus, finan-
cial market evidence leans against the joint hypothesis that (a) Microsoft en-
gages in anticompetitive conduct, and (b) antitrust policy is likely to impose
remedies producing net efficiency gains.

The Government’s Claims that the Remedy
Would Increase Innovation

The government and its three economists all asserted that the proposed
remedies would, in the words of Professor Henderson, “release a flood of
innovative energy,”154 but there is no evidence in the trial record or in the schol-
arly literature that Microsoft suppressed significant innovations. Nor is there
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evidence that innovation in the computer industry in general and PC software
in particular has been sluggish. Nor is there evidence that software entrepre-
neurs with promising ideas are denied financing.

The government’s economists based their opinions on a conjecture that
breaking up Microsoft would trigger more platform competition among oper-
ating systems and various types of middleware.155 In particular, they conjec-
tured that Apps Co would focus its independent energy on developing office
productivity software for Linux and promoting Office as a platform for other
software applications. Yet, there is no direct or indirect evidence that Apps Co
would try to turn Office into a platform, let alone succeed.

The software industry seems to be moving toward systems that use the
Web as a platform. The notion that Apps Co’s Office platform would be
Windows’ main competition, instead of Web-based computing, is dated.
Neither is there evidence that Apps Co would be more likely than an integrat-
ed Microsoft to write a version of Office for Linux. As discussed later, the
premise that Apps Co would have sufficient incentive to compete with
Windows as a platform, or to write applications for a new platform like Linux,
contradicts the government’s liability case.

Economists generally agree that there is no simple relationship between
market structure and the level of innovative activity.156 Innovation comes from
unexpected places at unexpected times, often for unexpected reasons.
Competition makes firms race to introduce the next product improvement, but
incentives are curtailed if competitors can ride free on their efforts.157

Monopolies, by contrast, capture scale economies in research and develop-
ment, and have more protection from poaching by “fast second” competi-
tors.158 In commenting on the government’s proposed remedy, Professor
Krugman summarized the problems with the economic analysis put forward
by the government and its economists:

My point is not that it is wrong to consider the impact of policy on inno-
vation; it is that because the determinants of innovation are not well under-
stood, clever advocates can invoke technological progress as an all-purpose
justification for whatever policy they favor ...In short, the promise of tech-
nological benefits has become the universal policy justification. Does a pro-
posal seem to cost taxpayers billions or raise prices to consumers? Never
mind - it will promote innovation! And maybe it will; or maybe in the 21st
century, technology, not patriotism, has become the last refuge of a
scoundrel.159
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CONTRADICTIONS BETWEEN THE GOVERNMENT’S
THEORIES IN THE REMEDY AND LIABILITY PHASES

The arguments used by the government to support the proposed remedy
contradict arguments made by the government in the liability phase of the case
– arguments that were endorsed by the court’s Findings of Fact and
Conclusions of Law. If one believes the theories used to support liability,
many of the remedies proposed by the government make little sense.
Conversely, if one accepts the theories used to support the remedies, it is far
from clear that Microsoft was guilty in the first place. At a minimum, these
contradictions point to the need for a careful and reflective remedies phase in
which Microsoft would have had the opportunity to confront these contradic-
tions through cross-examination and to present its own evidence and expert
testimony. The two main contradictions between liability and remedy involve
the “applications barrier to entry” and the arena of competition for analyzing
Microsoft’s market power.

The centerpiece of the government’s case against Microsoft was the
“applications barrier to entry.”160 This was the supposed source of Microsoft’s
durable monopoly power and the asset Microsoft allegedly wanted to protect
at all costs. The government claimed that Netscape was uniquely positioned to
erode the applications barrier.161 Other actual and potential Windows competi-
tors – Apple’s MacOS, IBM’s OS/2, and Linux – were dismissed by the gov-
ernment on grounds that they could never generate enough software develop-
ment activity to attract large numbers of consumers to use them.162 This argu-
ment appeared over and again in the district court’s Findings of Fact.163

In contrast to the dreary prospects for entry portrayed by the government
at trial, the experts in the remedies phase conjure a porous applications barri-
er to entry. Now it is stated that Microsoft’s is a market environment in which
Apps Co would create a version of Office for Linux and possibly other oper-
ating systems that previously were dismissed as potential competitors to
Windows.164

The government also shifted its view of how the relevant market is to be
understood. For purposes of finding that Microsoft has monopoly power, the
government insisted that the relevant market was narrow, consisting of oper-
ating systems for Intel-compatible personal computers. Arguments at trial by
Microsoft and its expert that the relevant arena of competition was platforms
for applications software – including other types of computers and the bur-
geoning array of programs that run on the Web and can be used by a variety
of computers linked to the Web – were rejected by the court.165
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Many of the arguments made by the government in support of its reme-
dies, however, hinged on that broader arena of platform competition. Whereas
in the liability phase the government portrayed Netscape’s Navigator browser
combined with the Java run-time environment as a uniquely powerful threat to
Microsoft, the structural remedy in the government’s remedy phase rested on
the prospect that a single popular application could evolve into a platform that
challenges Windows’ hegemony.

In most respects, the government’s theories about the market for software
at the remedy stage are more plausible than the theories the government put
forward at the liability stage. The applications barrier to entry is indeed quite
porous. Software developers flock to promising computing platforms. They
once flocked to Microsoft DOS from CP/M and AT&T’s Unix. Now they flock
to Linux.166

The Applications Barrier to Entry: Impenetrable or Porous?

The district court found that the economic characteristics of operating sys-
tem software give the “first mover” a significant advantage.167 On the supply
side, there are scale economies in operating system software. Although it is
expensive to develop and promote an operating system, it costs very little to
produce additional copies of the finished product. Indeed, the marginal cost to
Microsoft of licensing its operating systems to OEMs is virtually zero because
OEMs bear the cost of buying CDs and documentation from authorized repli-
cators.168 There also are substantial economies on the demand side through
“network effects.” Consumers value operating systems that run more applica-
tions, and applications developers value operating systems that have more
consumers, creating a positive feedback loop in which success begets suc-
cess.169

Adopting the government’s claims, the district court found that network
effects in operating system software were so strong that they essentially
bestowed a monopoly on the first firm that got its product in the hands of con-
sumers and software developers. According to the district court, there is an

intractable “chicken-and-egg” problem: The overwhelming majority of con-
sumers will only use a PC operating system for which there already exists  a
large and varied set of high-quality, full-featured applications, and for which
it seems relatively certain that new types of applications and new versions of
existing applications will continue to be marketed at pace with those written
for other operating systems.…[S]oftware developers generally write applica-
tions first, and often exclusively, for the operating system that is already used
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by a dominant share of all PC users. Users do not want to invest in an oper-
ating system until it is clear that the system will support generations of appli-
cations that will meet their needs, and developers do not want to invest in
writing or quickly porting applications for an operating system until it is
clear that there will be a sizeable and stable market for it.170

This reasoning led the district court to embrace the term “applications bar-
rier to entry” and to find that “[t]his barrier ensures that no Intel-compatible
PC operating system other than Windows can attract consumer demand . . ..”171

Judge Jackson focused in particular on potential entrants that produced
middleware, in his words software that “relies on interfaces provided by the
underlying operating system while simultaneously exposing its own APIs to
developers.”172 A middleware program could thus compete with an operating
system as a platform for applications software. The court claimed that the
applications barrier to entry makes it unlikely that middleware could succeed
in becoming a competitive alternative to the dominant operating system:

As the Court finds above, however, it remains to be seen whether server-
or middleware-based development will flourish at all. Even if such develop-
ment were already flourishing it would be several years before the applications
barrier eroded enough to clear the way for the relatively rapid emergence of
a viable alternative to incumbent Intel-compatible PC operating systems.173

Although the district court found that Netscape’s wide distribution gave it
an advantage over other possible entrants, it found that the applications barri-
er to entry made it unlikely that Netscape or Sun could ever provide commer-
cially viable middleware.

... the collaboration of Netscape and Sun also heralded the day when
vendors of information appliances and network computers could present
users with viable alternatives to PCs themselves. Nevertheless, these middle-
ware technologies have a long way to go before they might imperil the appli-
cations barriers to entry. Windows 98 exposes nearly ten thousand APIs
whereas the combined APIs of Navigator and the Java class libraries, togeth-
er representing the greatest hope for the proponents of middleware, total less
than a thousand.174

It is not clear whether, absent Microsoft’s interference, Sun’s Java efforts
would by now have facilitated porting between Windows and other platforms
enough to weaken the applications barrier to entry.175

There is insufficient evidence to find that, absent Microsoft’s actions,
Navigator and Java already would have ignited genuine competition in the
market for Intel-compatible PC operating systems.176

Judging the applications barrier to entry to be impenetrable, the court
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found that it would be “several years” at best before successful middleware
technologies could imperil Windows’ monopoly.

If the district court were correct in its pessimism, there would be no rem-
edy that could create enduring competition in software platforms.177 Even the
dissolution of Microsoft’s operating systems into multiple companies would
cause only temporary competition (and confusion). Eventually one of them
would gain a slight but decisive lead, which would propel the leader to a new
monopoly. During the interim, consumers would be denied the benefits of net-
work effects and economies of scale.178

In defending the government’s proposed remedy, its post-trial economists
contradicted the testimony of the government’s trial economists and the dis-
trict court’s findings. During the trial, the government’s experts presented a
simplistic theory that users would choose the platform for which the most
applications were available.179 For example, the court rejected Apple’s
Macintosh as a viable competitor because there are “only” 12,000 applications
available to run on it, including Microsoft Office.180

The government’s remedy experts, however, assume that having the hand-
ful of applications in Microsoft Office available for Linux would make Linux
a breakthrough competitor. As Professor Henderson put it, “the availability of
the world’s most popular office productivity suite on alternative platforms
would serve to reduce the barriers to entry protecting Microsoft’s monopoly,
which will, in turn, increase the potential for competition in the PC operating
systems market.”181 But if having Office is critical to overcoming the applica-
tions barrier to entry, what accounts for the Macintosh’s relative failure?182

Similarly, Professor Shapiro attributes Linux’s limited success on desktop
computers to its unfriendly user interface and the fact that “many of the most
popular applications on Windows, including especially Microsoft Office, are
not available on the Linux platform.”183 Like Professor Henderson, he makes
no reference to the government’s theory of an applications barrier to entry
driven by overwhelming numbers of compatible applications.

Judge Jackson accepted the government’s claims that software applica-
tions developers generally write only for the dominant operating system.184

Further, he concluded that “the porting of applications from one operating sys-
tem to another is a costly process,”185 one that leads “ISVs [independent soft-
ware vendors] that do go to the effort of porting frequently [to] set the price
of ported applications considerably higher than that of the original versions
written for Windows.”186

But if this is true, Apps Co is unlikely to port a version of Office to Linux.
This is even less likely to happen if the Linux threat to Windows is so remote
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as to be “a joke,” as it was called by Professor Franklin Fisher, the govern-
ment’s chief economic witness in the liability phase.187 “Office for Linux”
would face the additional hurdle that one of Linux’s key attractions is its low
cost, and many Linux users are predisposed to using free, open-source soft-
ware.188

The government’s remedy experts are correct to say that the “applications
barrier to entry” is not the “intractable” problem that Judge Jackson found it
to be and that Linux is more than “a joke.”189 Operating systems need applica-
tions to be successful, but the key measure is the quality and coverage of those
applications, not their sheer number. Platform vendors can influence the num-
ber and quality of applications written to run for them by the amount of sup-
port they provide to developers. As Professor Shapiro quotes from a Microsoft
document, the company devotes about 10 percent of its employees to support-
ing developers, and “[n]o other computer company provides anything like this
level of support to the developer community.”190 Those efforts are pro-com-
petitive, because they have fostered the development of more and better soft-
ware applications.

Professor Arrow, the DOJ’s economist for the 1994-95 Tunney Act pro-
ceedings, is correct that scale economies on the supply side and network
effects on the demand side do create a “natural barrier” and confer an advan-
tage on the leading software vendor.191 As Arrow noted, such natural barriers
exist in many other software categories as well. Entry into categories where
natural barriers emerge can be accomplished only by software developers who
market superior products. The previous research of Professors Henderson and
Shapiro supports this view. Professor Henderson suggests that entrants domi-
nate radical innovations and that incumbent firms have difficulty in making
transitions to new technologies in high-tech industries.192 Professor Shapiro
makes the point that to succeed, new applications must “provide sufficiently
great improvements in performance to justify the switching costs users would
have to incur to adopt them.”193 In a paper with Michael Katz, Professor
Shapiro pointed out that although market forces may lead to too much inertia
in the presence of network effects, they also may lead to insufficient inertia,
as purchasers of new systems do not account for the lost network benefits of
owners of older (no longer compatible) systems.194

The government’s economic experts on remedies implicitly acknowledge
that Linux, or various types of middleware, could dethrone Windows. Like-
wise, Arrow recognized that it would have been possible in the early 1990s for
IBM’s OS/2 to have beaten Windows in the contest to become the new PC
operating system standard.195 This contrasts sharply with testimony during the
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trial by Professor Fisher and Dr. Frederick Warren-Boulton that the applica-
tions barrier to entry is virtually impenetrable.

As a matter of economic logic, the government cannot have it both ways.
Once it has “proved” its thesis that there is an applications barrier to entry that
gives Microsoft durable monopoly power – an essential predicate for the dis-
trict court’s finding of liability – it cannot reverse course and support its pro-
posed remedy on the antithesis. If the government’s remedy theory is right, its
liability theory is wrong, and conversely.

The “Relevant Market:” Intel-Compatible Operating
Systems or Platforms?

The government’s elastic view on the applications barrier to entry is relat-
ed to its malleable definition of the relevant market. In the liability phase, the
government insisted there was a “market” delineated as operating systems for
Intel-compatible computers.196 Microsoft’s economic expert, Professor
Schmalensee, argued that this definition was too narrow because it excluded
products that constrain Microsoft’s pricing. 197 He argued that the key compe-
tition was not in operating systems narrowly construed, but in “platforms” for
applications, which include not only operating systems for different types of
small computers, but also middleware that could attract developers away from
Windows and toward the Web as a platform.198 With Web-based applications,
software is written to run on server operating systems, a line of business in
which Microsoft is far from dominant.199 The operating system on the desktop
PC is irrelevant to most of these applications, as long as it contains a browser
that meets industry standards.

In its Findings of Fact and Conclusions of Law, the district court sided
with the government in determining that the relevant market was limited to
“Intel-compatible PC operating systems.”200 Judge Jackson rejected applica-
tions running on servers as relevant competition.201 With such a narrow market
definition, coupled with the undisputed fact that Microsoft operating systems
run more than 90 percent of all PCs, Judge Jackson’s conclusion that
“Microsoft enjoys monopoly power in the relevant market” was hardly sur-
prising.202

In contrast to the narrow market definition used to declare Microsoft a
monopolist, the arguments made by the government’s remedy economists cen-
ter on platforms, not operating systems. For example, whereas in the liability
phase, Judge Jackson rejected applications running on servers as relevant
competition,203 in the remedy phase, Professor Henderson devotes substantial
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attention to allegations concerning the security protocol used in Microsoft’s
new Windows 2000 Server operating system. Professor Henderson notes that
“[s]erver operating systems, other platform software running on servers, or
other technology running on devices other than the PC, could increasingly
threaten to lower the entry barriers protecting [Microsoft’s] monopoly.”204

The number of potential platform threats accorded significant roles by the
government’s remedy phase experts contradicts the starring roles assigned to
Netscape’s browser and Java in the liability phase. In the liability phase, the
government asserted that Netscape and Java were unusually strong threats,
justifying predatory expenditures by Microsoft and making their defeat a
major blow to competition.205 However, if there were several potential plat-
form threats to Microsoft, then it is not evident that defeat of Netscape/Java
would be a major blow to competition. Moreover, since rational predation
requires recoupment after the challenger is driven from the market,206 the fact
that there are multiple challengers casts doubt on the viability of Microsoft’s
engaging in predatory actions against just one of them. There can be no
recoupment if defeated challengers can be replaced by new ones that put com-
petitive pressure on the incumbent firm.

THE DISPROPORTIONATE REMEDY

The district court adopted one of the most far-reaching antitrust remedies
ever imposed. The possibility that this remedy might be upheld by the
Supreme Court sent Microsoft’s stock price plummeting.207 Although some of
the drop was the consequence of other forces, the proposed breakup and
resulting uncertainty about the company’s prospects was surely a major fac-
tor.208 One study estimated that higher prices for operating systems and appli-
cations as a result of the breakup of Microsoft would cost U.S. consumers at
least $50 billion over three years.209 This article has not attempted to conduct
a benefit–cost analysis of the proposed remedy, nor has the government or its
economists. However, this section addresses a narrower question: Did the
court establish harm to competition and consumers of such significance that
one would logically consider a drastic remedy to prevent harm in the future?
The district court’s own Findings of Fact demonstrate that Microsoft’s actions
did not impose significant harm to competition or to consumers. Indeed, a fair
reading of the Findings of Fact demonstrates that Microsoft’s actions provid-
ed overall benefits to consumers and offers no basis for believing that these
benefits would have been outweighed by future costs.
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Lack of Evidence of Significant Harm to Competition

In his Findings of Fact, Judge Jackson concluded “there is insufficient evi-
dence to find that, absent Microsoft’s actions, Navigator and Java already
would have ignited genuine competition in the market for Intel-compatible PC
operating systems.”210 He also found that the applications barrier to entry made
it unlikely that any middleware technologies would succeed in displacing

In his Conclusions of Law, Judge Jackson asserted that “Microsoft’s cam-
paign succeeded in preventing – for several years, and perhaps permanently –
Navigator and Java from fulfilling their potential to open the market for
Intel-compatible PC operating systems to competition on the merits.”212 There
was no evidence submitted at trial, however, that Netscape had taken the nec-
essary steps to develop its browser as a platform for Internet-related applica-
tions, let alone as a broad software platform. (Indeed, as explained below,
Netscape’s CEO denied on the stand that Netscape ever intended such a
course.) Nor was evidence offered that Java’s problems in gaining widespread
usage were due to Microsoft’s actions. To whatever extent Netscape and Java
were ever potential platform competitors of Microsoft, they remain so today.
Events since the trial confirm that Netscape’s and Java’s potential to emerge
as significant competitive platforms has not diminished.

Netscape
In early 1995, Marc Andreessen, the founder of Netscape, made public

statements about developing Netscape’s Navigator browser as a platform that
would reduce Windows to a set of “slightly buggy device drivers.”213 Although
Microsoft was concerned that Netscape would transform Navigator into a
competing platform, there is no evidence from the trial or elsewhere that
Netscape ever seriously planned to do so.214 Netscape’s CEO, Jim Barksdale,
testified that Andreessen’s comments reflected his youth and a “spirit of jocu-
larity and sometimes sarcasm that have gotten us in trouble.”215 Throughout
the pre-trial period, Netscape never developed a “componentized” version of
Navigator that would enable other applications to use it as a platform. Without
componentization, other applications could do little more than launch
Netscape’s browser.216

Netscape’s share of browser use (though not its total number of users)
declined after the release of IE 3 and AOL’s decision to use IE.217 If AOL-
branded versions of IE are included in the reckoning, Microsoft probably
passed Netscape in usage in 1998.218 Nonetheless, AOL purchased Netscape in

Windows.211
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March 1999 for AOL stock valued at $10 billion.219 Navigator continues to
capture a significant share of browser users. The University of Illinois
Engineering Labs, which the DOJ cited as a reliable source of information on
browser use, reported Netscape’s share at 29 percent when the district court
issued its final order in June 2000.220 Netscape/AOL has since released
Navigator 6. If AOL uses the browsing features of Navigator 6 to replace IE
in the software provided to AOL’s 23 million subscribers, Netscape could once
again claim more users than Microsoft.221

Java

Similarly, Microsoft’s actions caused no anticompetitive harm to Sun
Microsystems’ Java programming and run-time environment. The primary
issue concerning Java during the trial was Microsoft’s competition with
Netscape, which reduced distribution of Netscape’s version of the software
needed to run Java programs on Windows and other platforms.222 However,
Microsoft developed its own “Java Virtual Machine” (JVM), which it includ-
ed with all new copies of Windows until the release of Windows XP in
November 2001. Although Sun sued Microsoft for implementing an approach
different from Sun’s to calling Windows-specific code from Java programs,
Microsoft’s actions did not delay the development of “pure,” platform-inde-
pendent Java.

Nor did Microsoft undermine the versatility of Java. In each of the two
years preceding the trial, the leading computer magazine rated Microsoft’s
JVM as the best available for running “applets” (small applications) written to
and certified by Sun as meeting “pure” Java specifications. In tests with 20
such applications, Microsoft’s JVM ran more applications than JVMs provid-
ed by either Netscape or Sun – even when Sun’s JVM ran on its own hardware
and its own Solaris operating system.

The problems inherent in Java were illustrated by the experiences of sev-
eral Sun allies and Microsoft competitors – including Netscape, Corel, and
Lotus/IBM – that tried to write major applications in pure Java and failed.
Corel and Netscape never were able to finish Java versions of WordPerfect or
Navigator, respectively.223 Lotus/IBM’s eSuite achieved minimal commercial
success, and that only after it was rewritten to take advantage of new features
added by Microsoft to its Windows JVM.224 It has since been withdrawn from
the market.225 As an editor of PC Magazine summarized the situation: “Java
hasn’t succeeded, as some hoped, simply because it isn’t all it was once
cracked up to be... And despite Sun’s complaints about Microsoft, the problem
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doesn’t appear to have much to do with Microsoft’s interpretation of Java.”226

Most developers have abandoned the vision of running major Java appli-
cations on desktop computers. But this reflects performance problems that are
inherent in any cross-platform approach. Java developers have focused their
energies on using Java as a language for writing server applications, with Java
running on networked PCs providing an interface to the server applications.

Java continues to grow. All commercially significant operating systems
include a JVM to run Java applications.227 Sun lists 19 Java “partners” on its
Web site, including IBM, Apple, Oracle, and Hewlett Packard.228 Sun pro-
motes “Java Beans” as the best option for writing applications that run partly
on servers and partly on remote computers linked to the network. 229 IDC proj-
ects that the percentage of professional developers using Java will triple from
1998 to 2003.230 Microsoft has not driven Java from the field of competition or
neutralized it as a platform competitor of Windows. There has been no harm
to competition here.

Lack of Evidence of Significant Harm to Consumer Welfare

Judge Jackson never found that Microsoft harmed consumers by sup-
pressing competition in the market for PC operating systems. He did find a
“dangerous possibility” that Microsoft’s conduct would “allow it to attain
monopoly power in a second market,” namely, the browser market.231 In this
market, the court found that Microsoft’s actions created benefits for some con-
sumers and costs for others.232

Benefits of Microsoft’s Actions
As noted earlier, Judge Jackson found that Microsoft conferred concrete

benefits on consumers in terms of higher-quality and lower-priced browsers.233

This finding is a tribute to Microsoft, not a finding of the dead hand of monop-
oly. Indeed, all consumers who used Web-browsing software enjoyed the
benefits identified by the court.

It is impossible to determine the precise dollar savings to consumers from
the way Microsoft chose to market its browser. Netscape’s strategy with its
browser involved what Professors Michael Cusumano and David Yoffie have
called “free but not free.”234 Netscape distributed millions of copies of Navi-
gator, many at zero price, but also charged some customers (notably business-
es) prices ranging from $40 in 1995 to as much as $79 in 1996.235 The district
court found that Microsoft’s competition made it increasingly difficult for
Netscape to charge customers.236 Without Microsoft’s zero-price strategy,
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Netscape might have been able to hold its prices steady (or increase them)
while increasing the fraction of customers who were charged.

IDC estimated that, by the end of the year 2000, 123 million Americans
would access the Web on at least a quarterly basis, using 184 million
devices.237 If each of the 123 million users would have paid $50 for a brows-
er, total browser cost to consumers would have been over $6 billion. If the
average user paid only $20 (about half of the lowest price that Netscape ever
charged individual users who paid), the total cost would have been over $2 bil-
lion. Thus, under Judge Jackson’s own assumptions, Microsoft’s pricing strat-
egy generated consumer savings of $2 billion to $6 billion. It is no exaggera-
tion to claim a figure of this magnitude as a benefit conferred on users by
Microsoft’s aggressive promotion of IE.

Free browsers are not the only benefit that consumers received as a result
of Microsoft’s competition with Netscape. According to the district court,
Microsoft gave AOL and other Internet access providers valuable services
(and in a few cases, bounties) for distributing IE rather than Navigator. Accor-
ding to Judge Jackson, Microsoft:

developed “an Internet sign-up program that made it simple for users to
download access software from, and subscribe to any IAP appearing on a list
assembled by Microsoft;”238

created the Online Services Folder, which reduced the cost of signing
with online service providers;239

gave online service providers reduced referral fees if they upgraded sub-
scribers to IE;240 and

offered the Internet Explorer Access Kit (IEAK) to Internet access
providers, which made the process of installing and distributing IE easier.241

In addition, Microsoft granted MCI a $5 credit for distributing IE and
granted AOL a $2 credit for each new subscriber who used IE.242 The benefits
that Microsoft offered these companies reduced their cost of providing cus-
tomers with Web-browsing software.243

Harm from Microsoft’s Actions
The court also held that Microsoft’s actions in browsers harmed some

consumers:244

Microsoft forced OEMs to ignore consumer preferences for a browser-
less version of Windows.

Microsoft increased confusion and support costs for users who wanted
to have only one browser (Netscape’s) installed on their computers.

Microsoft deprived consumers of helpful aids and increased support
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costs by denying OEMs the right to automatically launch their own “shells”
and tutorials when computers were first turned on.

Microsoft deprived consumers of software innovation by pressuring Intel
to drop the development of its platform-level NSP software.

It has already been noted why the last two claims did not result in signifi-
cant losses. Here the focus is on the users the court claimed were “forced” to
accept copies of Windows that included browsing capabilities.

The “evidence” of harm to consumers from the inclusion of IE in Win-
dows consisted of a handful of anecdotal reports and speculation by govern-
ment witnesses (and the district court). In preparation for expected remedies
testimony, National Economic Research Associates developed surveys to
obtain empirical data on this issue. In telephone surveys conducted in the late
spring of 2000, home and business PC users were asked about their prefer-
ences with respect to browsing capabilities built into Windows.245 Respondents
qualified for the survey if they had purchased a PC with Windows since 1998.
To qualify, they did not have to use their computers to access the Internet,
although the overwhelming majority did.246 These questions included a series
on respondents’ preferences between two otherwise identical new computers:
one with the current version of Windows with Internet Explorer “built in,” the
other without. Among home users, only 11.6 percent preferred “without,” 79.0
percent preferred “with,” and 9.4 percent did not express a preference.247 Even
users of Netscape’s browser preferred the built-in option by a three-to-one
margin, apparently not experiencing the “confusion and frustration” that con-
cerned Judge Jackson.248

Moreover, when asked how much extra they would be willing to pay to get
their preferred version, most of those who preferred “without” were unwilling
to pay anything, whereas a majority of those who preferred “with” were will-
ing to pay extra for that version. Only 2 percent placed any monetary value on
having a browserless copy of Windows. Overall, those who wanted IE built in
were willing to pay more than 15 times more than what those who did not
want IE built in were willing to pay.249 This result is striking because of the
current wide availability of browsers at no cost.

Among business managers responsible for selecting their companies’
computers, 66.5 percent preferred Windows with IE built in, whereas 25.5 per-
cent preferred without, and 8.0 percent did not express an opinion.250 As with
the home sample, a majority of those who used Netscape still preferred the
version of Windows with IE built in. As with the home users, those who pre-
ferred “with” were more likely to be willing to pay extra for their preferred
version than were those who preferred “without.” The total amount they were
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willing to pay was more than five times higher than what those who preferred
“without” would pay.251

On average, business users were not willing to pay as much as home users,
presumably because they could readily download free copies and then install
them on all of the machines in their companies; 71 percent of those who pre-
ferred “with” but would not pay anything extra indicated they would down-
load a free copy of IE if one were not included with Windows.252 The prefer-
ence for having IE installed was strongest among officials from companies
that do not routinely install additional software on new computers.
Conversely, the smallest majority preferring IE built in occurred among
officials from companies that routinely “wipe” the hard disks of new comput-
ers and install the company’s standard set of software.

These survey results show that Judge Jackson’s concerns about harm to
users who did not want IE built in were misplaced, or at least swamped by the
benefits accruing to those users who have found it valuable. Even among users
who prefer Netscape’s browser and use it regularly, a majority would choose
to buy the version of Windows with IE built in. Moreover, the survey results
understate the overall benefits of IE to consumers because respondents were
answering the questions in mid-2000, when competition from Microsoft
already had driven the price of browsers to zero and free browsers were easy
to obtain. Presumably, respondents would have been willing to pay more had
the alternative been purchasing a browser at prices in the neighborhood of the
$50 or so that Netscape charged customers before IE caught up in quality.

The overwhelming majority of computer users gained from Microsoft’s
actions with respect to Web-browsing software. Quality rose, prices fell, and
large majorities of both home and business users prefer to have browsing
capabilities built into Windows. Judge Jackson’s concerns about the integra-
tion of IE causing “confusion and frustration” among users who wanted a dif-
ferent browser, or none at all, are not borne out by the data.

HARM TO CONSUMERS FROM THE
COURT’S REMEDIES

Is there any basis for concluding, then, that consumer welfare would be
improved if the district court’s remedies were imposed? The district court sug-
gested that the only way to answer that question is to try the remedies and see
what happens:

There is little chance that those divergent opinions will be reconciled by
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anything short of actual experience. The declarations (and the “offers of
proof) from numerous potential witnesses now before the Court provide
some insight as to how its various provisions might operate, but for the most
part they are merely the predictions of purportedly knowledgeable people as
to effects that may or may not ensue if the proposed final judgment is
entered. In its experience the Court has found testimonial predictions of
future events generally less reliable even than testimony as to historical fact,
and cross-examination to be of little use in enhancing or detracting from their
accuracy.253

Notwithstanding the court’s speculation about the aftermath of its reme-
dies, they are likely to impose significant costs on consumers without gener-
ating offsetting benefits. Using an economic model presented by the govern-
ment’s economist during the liability trial, we calculate that consumers could
pay roughly three times as much for an operating system as they paid before,
because the Ops Co and Apps Co would no longer have an incentive to
increase sales of Microsoft applications software. Also, consumers could
expect a slowdown in innovation as a result of the breakup and the restraints
on the successor companies.

Divestiture and Higher Prices as a Result of
Double Marginalization

One direct consequence of splitting Microsoft along the lines proposed
would have been an increase in the price of the operating system. The reason
is simple, and it is not speculative. When Microsoft sets its price for Windows
today it takes into account the fact that selling additional copies of Windows
affects the demand for Office and other Microsoft applications as well. If
Microsoft raises the price of Windows, it will sell fewer copies of Office and
other applications and therefore earn less revenue from a product that costs
almost nothing at the margin to produce.254 This is an example of the double
marginalization problem.255 As Professor Paul Krugman explained: “The now
‘naked’ operating-system company would abandon its traditional pricing
restraint and use its still formidable monopoly power to charge much more.
And at the same time applications software that now comes free would also
start to carry hefty price tags.”256

The magnitude of the double marginalization effect can be inferred using
the analysis employed by both sides during the liability phase of the trial.
Schmalensee, testifying for Microsoft,257 and Fisher, testifying for the DOJ,
both used a model of monopoly pricing in which:
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where P* is the profit-maximizing price of the operating system, is the
price of the PC observed in the market today, E is the elasticity of demand for
PCs at the current price, and R is the complementary revenue received from
sales of other products.258 For each $1 reduction in complementary revenue,
the operating system monopolist’s profit-maximizing price would rise by $1.
Fisher used a value of R = $160.259 If Microsoft were broken up by the Final
Judgment, most of those complementary revenues would go to Apps Co,
inducing Ops Co to raise the price of Windows by an equal amount. If one
assumes that only three-fourths of the complementary revenues ($120) would
go to Apps Co, the profit-maximizing price of Windows would increase by
$120. Thus, under the government’s theory of Microsoft’s pricing, Windows
would roughly triple in price from its current average of about $65. 260

Schmalensee’s model was not intended to be an analysis of how Microsoft
actually behaves, but rather a demonstration that Microsoft’s prices are less
than what it would charge if it acted like a monopolist. However, because
finding that Microsoft has a monopoly in PC operating systems was a predi-
cate to the finding of liability, the remedies proposed by the government and
imposed by the court cannot ignore the implication of their own analysis: the
prospect that Windows prices could triple under divestiture.

Divestiture and Lost Economies of Scope

The government and its remedy economists euphemistically referred to
the proposed breakup of Microsoft as a “reorganization.”261 But splitting
Microsoft into two companies would have significant repercussions for its
operational efficiency and for consumer welfare. The government’s breakup
proposal is oddly disconnected from economic analysis of the business enter-
prise and from the realities of how Microsoft is organized.

The Economic Theory of the Firm
The economic theory of the firm explains which economic activities will

be conducted inside a firm and which will be organized outside the firm – i.e.,
made available to the firm via markets.262 A theme that runs through the eco-
nomic analysis of the business firm is that the boundaries of firms, and the
internal organization of their activities, are designed to minimize costs.263 This
analysis has important implications for using structural remedies because
structural relief alters the boundaries. The remedy economists treat Microsoft
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as a collection of independent divisions that can be reshuffled at will, with few
impacts on efficiency other than those driven by the incentives of changes in
ownership. They treat the firm as a black box, where it does not matter
whether a transaction takes place within a firm or at arm’s length in the market.
The reality of corporate organization, however, is much more complicated.

Professors Milgrom and Roberts observe that coordination within firms is
especially important for firms whose products have what they call “design
attributes.”264 An example would be the software industry. The theory of the
firm also suggests that design attributes in “knowledge-intensive” industries
often will be organized internally within a firm rather than through external
markets. This is because of the public goods characteristic of intellectual
assets.265

In “old economy” manufacturing industries that depend on large amounts
of physical capital,266 company boundaries and internal organizations are rel-
atively stationary. In the software industry, firms’ capital is more intellectual
than physical, so boundaries and organizations are fluid. As a result, firms
evolve continually and adapt to changing market forces. Further, stages of pro-
duction in the software industry are not readily distinguished as they are in tra-
ditional industries.267

In the software industry, production, inventory management, and distribu-
tion of output are secondary activities. There is little or no scope for estab-
lishing cost-based transfer prices between successive vertical stages of pro-
duction as there would be, for example, between the sequential stages of pro-
ducing virgin ingot, product fabrication, inventory, and distribution of finished
products in the aluminum industry. In contrast to vertically organized indus-
trial sectors, software firms are rarely divisible into stand-alone units.

Historically, virtually all of the firms that have been the objects of struc-
tural relief in antitrust were themselves the product of growth by merger.
Significantly, their acquisition pattern itself generated a blueprint for their
breakup – i.e., the divestiture of earlier acquisitions. Where growth to market
dominance has been accomplished by acquiring competitors, the defendant
firm normally is organized along reversible lines that are a vestige of that
growth. The remnants of the acquisitions remain recognizable and therefore
separable by function or geography or both.

For example, refineries acquired by the Standard Oil trust that were locat-
ed in Ohio remained in Ohio after their acquisition. When the trust was dis-
solved, they became the basis of the new Standard Oil of Ohio; in the same
way, acquired refineries in Indiana became the basis for the new Standard Oil
of Indiana. When AT&T broke itself up to avoid further antitrust proceedings,
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the seven Regional Bell Operating Companies were formed by combining the
preexisting local Bell operating companies. What remained as “AT&T” con-
sisted of the former Long Lines Division, Western Electric, and Bell Labs.268

In his classic treatise on antitrust, Robert Bork wrote, “Advocates of large
firm dissolution must demonstrate that the process will not destroy significant
amounts of efficiency. Otherwise, they ask us to risk doing consumers more
harm than good.”269 One weakness of proposals to break up Microsoft is a fail-
ure to consider the potential harm to consumers in destroying the organic unity
of knowledge-based firms like Microsoft that did not grow by acquisition.
Having multiple firms is not an end in itself – particularly if it leads to higher
prices, lower quality, or less innovation.

Disruption of Microsoft’s Organization
Microsoft does not offer clear lines along which to divide the company.

Microsoft is defined more by its organizational capabilities than by its current
portfolio of products.270 Of Microsoft’s almost 40,000 employees, about
22,000 work at the Redmond, Washington, campus, including virtually all of
the software developers.271 Regional offices in the U.S. and foreign sub-
sidiaries are organized primarily around sales, which cut across all product
lines. Within the Redmond campus, sales are organized by channel rather than
by product – OEMs versus corporate accounts, for example. Similarly, support
services such as accounting and human resources are not organized by product.

Dividing these departments between the two new companies would
require increased staffing as a result of lost economies of scale and scope.
Where there may be a need for just one account manager to deal with an OEM
now, the Ops Co and Apps Co both would need an account manager for that
OEM. The same problem would arise with foreign subsidiaries; a single
Microsoft subsidiary in the United Kingdom would be replaced by two.

The lost economies of scale and scope would also extend to Microsoft’s
highest executive levels: Each company would require its own board, chair-
man, president, chief financial officer, and so forth. Microsoft’s founder, Bill
Gates, has continued to play a key role throughout Microsoft’s quarter-centu-
ry of existence. He and the current CEO, Steve Ballmer, whose working rela-
tionship developed over decades, bring complementary skills to the company.
If Microsoft were divided, either that pairing would be split or one of the new
companies would have to recruit new top leadership.

The technical teams that design, develop, and test software are organized
along product lines. Here the division might appear not to affect costs
significantly. However, in the past there has been considerable movement of
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personnel across the dividing line that was proposed. In some cases, this has
occurred when code components are shifted from an application to the oper-
ating system. In other cases, when a project is completed, developers or testers
join projects in a division that would have been part of a different company
under the Final Judgment. Dividing the company would have made such
movement more costly to the companies and, ultimately, consumers.

It takes little effort, then, to imagine the diversion of managerial energy
that would have resulted from dividing what had hitherto been a unified com-
pany. It is no surprise to an economist that Microsoft’s competitors want struc-
tural relief: It would be enormously draining for Microsoft’s management and
would confer advantages upon present and future Microsoft rivals. In the
meantime, antitrust uncertainties may cause Microsoft to be a less vigorous
competitor. The historical parallel would be the DOJ’s investigation of IBM
that some observers believe led to its diminution as a player in information
technology markets.272

Throughout the transition years, Ops Co and Apps Co would have been
extremely vulnerable to the loss of key personnel. It would not have been sur-
prising if many of Microsoft’s executives and senior technical employees had
decided that the headaches of a breakup, followed by additional years of being
hobbled by cumbersome product-design limitations, made it an opportune
time to retire or move to a less fettered environment.

Lost Synergies between Operating Systems and Applications
In many vertically integrated firms, not only are the boundaries between

layers distinct, they stay that way for good reasons. In a vertically integrated
steel firm, the iron ore mines will never be blast furnaces; blast furnaces will
never become mines. But the line between operating systems and applications
software changes with time. When the government called for “separation of
the Operating Systems Business from the Applications Business,” it assumed
a line can be drawn cleanly between the two. But throughout the company’s
history, Microsoft has added features to its operating systems, features that
often had been separate “applications.”273 Microsoft has not been alone in
shifting the line; other operating systems have added new features as well.274

Imposing a corporate structure based on the current dividing line could only
hinder future innovation and cost reductions through integration of features
into the operating system.

Microsoft and consumers reap numerous economies of scope from the
company’s unified structure. In several instances, for example, innovations
that started in Office have been moved to Windows and exposed as APIs that
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outside developers can use to improve the functionality of their own software.
One of the more important examples of such movement is the development of
Object Linking and Embedding (OLE), which makes it possible for one pro-
gram to embed information from another (e.g., an Excel spreadsheet embed-
ded as a table or a graph in a Word document). This technology started in the
group working on Office, as a means to integrate various components of the
software suite more closely. The technology was then moved to the operating
system so that applications from third parties could use it as well, and has
become the standard way for one application to link material from another
(e.g., a Lotus 1-2-3 spreadsheet can be linked to a WordPerfect document).

If Office and Windows had been owned by different companies in the
early 1990s, it is improbable that the relevant technology would have been
transferred for use by Office’s competitors. Indeed, if such a development
were to occur during the period in which the proposed conduct remedies
would have applied, Apps Co would not be allowed to make such a transfer.

More recently, the Office group at Microsoft started a project in response
to requests from corporate customers who were concerned about managing
multiple versions of files (“DLLs”) that support various APIs. The goal was to
make Office easier to manage in corporate networks, with automated installa-
tion and self-repair. Once the technology was developed, the project was
moved to Windows and renamed Windows Installer; it exposes APIs to all
developers and allows them to better manage the components they include
with their applications. A separate Apps Co probably would not have offered
this service to competitors. In any case, it would not have been allowed to
license the technology for three years to Ops Co under the proposed conduct
remedies.

The synergies lost in splitting Microsoft would not be limited to Office
and Windows. Other divisions of Microsoft would have been likely to sustain
damage, in particular because operating systems would have been separated
from developer tools and server software that are closely integrated with
Windows 2000. Of all companies, Microsoft is widely credited with having
created and maintained the most extensive set of tools and support services for
developers to use in creating software.275

Microsoft also offers unparalleled support services to developers. During
the liability phase of the trial, Paul Maritz testified that Microsoft devoted
2,000 employees and $630 million in fiscal year 1999 to working with devel-
opers.276 One reason that Microsoft’s operating systems have been successful
is that the company provides so much assistance to outside developers, who
have generated a rich array of applications. Developer support has played a
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key role in generating the vast array of applications available, thus providing
benefits to other software vendors and consumers.

Although Microsoft sells many of its tools and services, they are not a
direct source of profit. If ownership had been severed from the operating sys-
tems, Apps Co would not have provided the same level of support because it
would not have reaped the same benefits that the integrated company does
now. Indeed, Apps Co probably would have refocused the tools and support
services toward its own applications, rather than supporting ISVs writing to
the Ops Co platform. Such a change would not have benefited ISVs or con-
sumers. It also would have placed Ops Co at an artificial disadvantage. All
vendors of commercial operating systems devote resources to providing tools
to developers and to “evangelizing” new applications software. Ops Co would
have been forced to replace at least some of the capability lost as a result of
the split.

The split also would have hobbled Microsoft’s pro-competitive activities
by artificially separating its server operating systems from its “back office”
software, including the Internet Information Server, SQL Server, and Ex-
change. Microsoft has built its business strategy around close integration of
these various components. Although its operating systems provide the exter-
nal “hooks” (APIs) needed to interoperate with other systems, the company
coordinates the introduction of new features at different levels (server operat-
ing system, server middleware such as SQL server, client). Without such con-
nections, these innovations could not be implemented as quickly as they are
now, if at all.277

There are, of course, alternative strategies that rely less on close integra-
tion, and some companies have adopted such strategies. Presumably Apps Co
and Ops Co would have had to adopt such strategies, too. They would have
been at a disadvantage, however, because Microsoft’s software has been
designed to match its strategy, not that of others.

In a recent paper, Professor Bresnahan (the DOJ’s chief economist during
the remedy phase) provided an insightful discussion of these issues in con-
nection with competition for the enterprise market in heavy-duty server-based
database software, the database systems that underpin large corporations and
e-commerce Web sites.278 In this segment of the software industry, Oracle, and
to a lesser degree IBM, are the successful incumbents, and Microsoft is the
challenger. Microsoft offers an approach different from that of the incum-
bents, one that emphasizes integration and standardized software (as opposed
to the more service-oriented, customized approaches of Oracle and IBM).
Bresnahan’s conclusions merit quoting:
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From a societal perspective, it is hard to see a better epochal competition
situation than this. The events of recent years make it clear that there will be
considerable market power in server DBMS [database management soft-
ware]. It seems nearly certain that there will be a dominant firm. But there is
a real contest for dominant position at this point.

Perhaps I may have surprised you with my remark that this situation is
excellent. Many analysts will say that the proposed replacement of separate
DBMS and server OS firms with a unified, more proprietary structure is bad.
They will favor the continuation of the incumbent Oracle against entrant
Microsoft on this industry structure argument. This is an error. The reason I
am so sure it is an error is that I trust the customers in the server DBMS mar-
ket to make their own decisions. Customers, spending their own money, will
choose between two very different structures. They may choose integration
over flexibility and choice, and choose Microsoft. Or they may make the
opposite choice and stay with Oracle and Unix. It would be the height of
arrogance on our part to tell them to prefer the current situation to its possi-
ble replacement.279

The proposed split would have prevented this type of competition because
it would have vitiated Microsoft’s strategic option.280

The Conduct Remedies and Lost Innovation

The structural portion of the district court’s aborted remedies in U.S. v.
Microsoft Corp. has been the focus of most discussion. The conduct remedies,
however – remedies that, as of this writing, are still on the table – are them-
selves draconian, and several pose a threat to continued innovation by
Microsoft or its successor companies. For example, OEMs would be free to
remove significant blocks of code from Windows and to receive a discount for
doing so.281 That would reduce the uniformity of the Windows platform, leav-
ing software developers without the certainty that the particular elements of
Windows that their applications relied upon would be present on customers’
systems. Microsoft (and Ops Co following the split) also would be required to
provide voluminous technical information beyond documentation and support
services for developers to every software vendor (including competitors) at the
same time that it became available to its own personnel.282

In addition, Microsoft would have to “create a secure facility where quali-
fied representatives of OEMs, ISVs, and IHVs shall be permitted to study,
interrogate and interact with relevant and necessary portions of the source
code and any related documentation of Microsoft Platform Software....”283

Although the Final Judgment states that visitors to the facility would use the
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information for “the sole purpose of enabling their products to interoperate
effectively with Microsoft Platform Software,” guaranteed access would make
it extremely difficult to prevent the misappropriation of Microsoft’s intellec-
tual property. Competitors could send developers to learn precisely how
Microsoft has designed new features (even before the product is released) and
then implement these features in their own products. With this provision in
place, Microsoft’s incentives to innovate would be reduced because it would
be less able to capture the returns.

The conduct remedies also would make it difficult for Microsoft (or Ops
Co after the split) to enter into alliances common in the computer industry and
essential for products that must interact with one another. Such alliances often
include exchanges of confidential information and agreements for joint pro-
motion. Microsoft, however, would be barred from treating allies differently
from other companies, including direct competitors.

CONCLUSIONS

As in medicine, antitrust remedies must be considered in the context of
their side effects. The antitrust parallel to the Hippocratic oath’s “do no harm”
is “don’t make it worse.” Antitrust remedies – in particular, breaking up a large
company and imposing detailed restrictions on its successors’ conduct –
should be based on more than sweeping assertions about “unleashing” inno-
vation. As Professor Paul Krugman has pointed out, we know very little about
what promotes innovation.284 Nonetheless, it has become fashionable to wrap
one’s position in the flag of innovation, as if the assertion of more innovation
trumps any other consideration.285

The government’s remedies would raise prices, not lower prices, and, as
another consequence, probably reduce innovation in software, not increase it.
The inefficiencies that would have followed from Microsoft’s breakup would
have swamped the few tangible harms identified by Judge Jackson. The
Microsoft case began as a case about tying and predation with respect to the
operating system and browsers. The Final Judgment’s remedy focused on
applications and forced disclosure of source code. That is the remedy that
Gary Reback has been seeking on behalf of Microsoft’s competitors for the
better part of a decade. As the DOJ said of that remedy in 1995, it “might
advance the private interests” of Microsoft’s competitors but “would act
against the public interest.” The DOJ had it right in 1995. The DOJ got it
wrong in 2000.
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Section 1: U.S. v. Microsoft Corp.: The Economics

Essay 4

DOS Kapital: Has Antitrust Action Against
Microsoft Created Value in the Computer
Industry?*

by George Bittlingmayer and Thomas W. Hazlett

At the heart of the government’s 1994 case against Microsoft was the allega-
tion that the big software maker provided discounts and other incentives to
computer manufacturers agreeing to contracts that put Microsoft’s rivals at a
disadvantage. Such marketing practices, the government claimed, would ulti-
mately lead to less competition and higher prices.

If this was, in fact, Microsoft’s strategy, the effects ought to show up in the
stock market’s expectations of profitability for companies that produce both
complements and substitutes for Microsoft products, as well as for such large
customers of Microsoft products as computer makers. Thus a pro-enforcement
“event” – one that increased the prospect that Microsoft’s practices would be
limited by government action – should reduce Microsoft’s stock price and
raise the stock prices of other firms in the information technology industry that
either compete with Microsoft or buy its products in very large quantity.
Conversely, a setback to enforcement should reduce the market capitalization
of these other IT firms.

Thomas Hazlett of the American Enterprise Institute and George
Bittlingmayer of the University of Kansas Business School test this proposi-
tion using 54 antitrust enforcement “events ” involving Microsoft, starting in
1991 and ending in December 1997. For example, the Justice Department’s
August 9, 1995 announcement that it would not try to block the sale of
Windows 95 is classified as an anti-enforcement event, whereas a request by
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three senators on June 30, 1997 that the Federal Trade Commission reopen
the FTC’s Microsoft investigation is classified as pro-enforcement. The
authors’ statistical analysis should be no comfort to the view that enforcement
has served competition.

The 159 computer firms in the study actually experienced an average col-
lective loss of more than $1 billion on the three days surrounding each of 29
pro-enforcement events. A possible explanation for this positive relationship
between the interests of Microsoft and other firms in the IT industry is that the
market recognizes the need for a dominant platform standard – one that
allows other software companies to write applications at lower cost and
increases the demand for software in general by making it easier to use. Or
perhaps the market sees the attack on Microsoft as part of a broader govern-
ment policy of “punishing winners ” that would ultimately limit the profitabil-
ity of other successful technology companies.** Either way, it’s clear that
investors did not find merit in the rationale underlying government efforts to
clip Microsoft’s wings. — D.S.E.

THE VALUE OF ANTITRUST

Microsoft’s sway over operating systems and applications puts everyone
else in the industry at a disadvantage, said Alan C. Ashton, president of Word-
Perfect Corp., Orem, Utah. They are a threat to everybody in the industry.

—The Wall Street Journal, December 11, 1992

Since the advent of the personal computer in 1981, Microsoft’s operating
systems and application programs have claimed impressive shares of a rapid-
ly expanding market for PC software. This success has attracted attention not
only within the industry but also from state and federal antitrust enforcers, the
private antitrust bar, and the public at large. Since 1990, federal authorities –
first at the Federal Trade Commission (FTC) and then at the Department of
Justice’s Antitrust Division (DOJ) – initiated a series of antitrust investigations
of Microsoft. These inquiries resulted in a 1995 consent decree between
Microsoft and the DOJ, and a 1997 DOJ suit alleging that Microsoft had vio-
lated the decree. In 1998, the DOJ and 20 states filed a new suit on broader
charges.

Is Microsoft “a threat to everybody in the industry?” If so, does that harm
consumers? Will antitrust policy help alleviate that threat? For some analysts,
Microsoft’s high market share, coupled with certain of the firm’s aggressive
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marketing practices, implies predatory conduct.1 For others, Microsoft’s suc-
cess in the highly competitive and rapidly growing computer sector offers a
classic example of a “good monopoly,” one that garners market share by offer-
ing popular products at low prices.2

Whatever Microsoft’s intent or success in monopolizing PC software, it is
unclear what kind of policy would promote lower prices for consumers, the
goal championed by Bork (1978) and other antitrust analysts. A policy that
corrects an identified market failure improves welfare only if the value creat-
ed exceeds the policy’s cost. Even Microsoft’s foes fear that intervention by
the government and the courts will result in net losses.3

In this paper we ask: Have antitrust enforcement initiatives increased the
stock market value of Microsoft’s alleged victims? The Microsoft case seems
especially suited for a stock price study. First, the long history of investiga-
tions, filings, court decisions, and other antitrust announcements offer a sub-
stantial number of policy events. Second, a large number of computer indus-
try firms will prosper if the market for operating systems and major desktop
applications becomes more competitive. This study exploits these circum-
stances by examining share price reactions for both Microsoft and a portfolio
of 159 other computer firms around the times of 54 antitrust enforcement
announcements involving Microsoft over the seven years 1991-97.

THE MICROSOFT QUESTION AND THE
STOCK MARKET

The basic facts are straightforward, but interpretations vary. Microsoft has
a large market share in desktop operating systems and in several important
lines of PC software. It has also earned a high rate of return on its past invest-
ments. Additionally, the firm’s stock boasts a very high P/E ratio, indicating
that investors anticipate unusually high earnings growth in the future. Finally,
Microsoft employs aggressive business practices.

To Microsoft’s critics, these facts are consistent with the view that Micro-
soft gained a monopoly through predation and that the stock market expects
this strategy to produce an even larger flow of monopoly rents in the future.
The critics claim that quality-adjusted prices of operating systems, software,
and related products are higher now – or will be higher in the future – because
of Microsoft’s actions. To Microsoft’s supporters, these same facts are consis-
tent with the view that Microsoft out-competes rivals by expanding output and
lowering prices for consumers and that stock investors expect continued com-
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petitive superiority in a rapidly growing industry. The supporters claim
Microsoft’s practices might have hurt competitors, but not consumers.

Specific aspects of the Microsoft debate demonstrate the difficulty of rely-
ing on economic theory alone. For example, after initially giving away its
browser, Netscape began to charge $49 per copy. Soon afterward, Microsoft
incorporated its browser, Internet Explorer, into Windows 98, essentially char-
ging a price of zero. Microsoft also required computer manufacturers in-
stalling Windows 98 to place an IE icon on the opening screen (Nash, 1996;
Quittner and Slatalla, 1998). Did Microsoft’s “tie-in” and/or zero pricing hurt
Netscape? Would its actions ultimately hurt consumers by eliminating a rival?
It seems clear that prices for browsers were lower in the short run, but the
elimination of a rival might mean higher prices in the long run. As a matter of
economic theory, the ultimate effects are unclear.

Another line of controversy concerns “network effects” in operating sys-
tems and applications software. Network effects arise when a product becomes
more valuable as more people use it. Telephones and fax machines provide
classic examples. When a single firm controls the underlying standard, the re-
sult may be a “winner-take-all” outcome. Economic analyses4 and popular
treatments5 of the Microsoft case have highlighted network effects. However,
network effects cut both ways. By one journalist’s reckoning, “the theory of
increasing returns is crucial to the case against Microsoft… [but] increasing
returns are equally crucial to the case for Microsoft – as a reason why trying
to break it up would be a bad thing.”6 Again, theory is inconclusive. Such
ambiguity plagues nearly every other aspect of the decade-old discussion
about Microsoft and monopoly.

We will attempt to break this deadlock with the help of some evidence. We
turn to the verdict of the financial markets, examining the stock returns of
firms allegedly hurt by Microsoft’s anticompetitive behavior. The use of finan-
cial data to study the effects of regulation is summarized by Schwert (1981).
Three types of studies are relevant. One type, pioneered by Eckbo (1983) and
Stillman (1983), examines the effects of mergers or merger policy by examin-
ing the stock prices of competitors. Prager (1992) looks at competing firms in
the celebrated 1904 Northern Securities decision (which brought mergers
under the Sherman Act). Mullin et al. (1995) examine the stock prices of com-
peting and vertically related firms in the U.S. Steel divestiture suit. Banerjee
and Eckard (1998) look at the prices of competitors of merging firms during
the 1897-1903 merger wave.

The second group of event studies examines the stock price effects for
firms that are actual or potential targets of regulation. Jarrell and Peltzman (1985)
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investigate the direct and the indirect spillover effects of product recalls. Mitch-
ell and Netter (1989) implicate anti-takeover legislation as a precipitating fac-
tor in the 1987 stock crash by looking at returns of “in-play” stocks, and
Schipper and Thompson (1983) analyze securities and tax law changes by
looking at the stock price movements of frequent acquirers. In the case of
Microsoft, antitrust action may have had legal implications for other firms. In
fact, the FTC has investigated both Intel and Cisco since the Department of
Justice filed its most recent charges against Microsoft. America Online (AOL)
has been the target of litigation by state attorneys general.

The third group of studies focuses on litigation between private parties. It
turns out that the stock gains accruing to a successful litigant are often more
than offset by the losses to other firms. Cutler and Summers (1988) look at the
Pennzoil-Texaco litigation, as do Hertzel and Smith (1993), who specifically
note “the importance of evaluating industry effects when drawing conclusions
about the social costs of  litigation.”7 Similarly, Bizjak and Coles (1995) report
that financial distress, behavioral constraints, and the costs of follow-on suits
result in a net decline in the total value of the opposing parties in a private suit.
In the case here, the government suit may represent litigation carried out on
behalf of Microsoft’s rivals.

One point deserves emphasis. The stock market will not render a verdict
on whether Microsoft’s behavior was anticompetitive. Rather, it will reflect
investors’ judgments about the marginal effect of antitrust enforcement on the
expected profitability of firms allegedly victimized by monopolization. If
stock values in the computer sector decline with enforcement actions, this
could reflect a belief that antitrust enforcement will impose losses, but not that
Microsoft’s practices helped the rest of the industry. Fortuitously, this focuses
on the proper margin for policy analysis, comparing not an existing market
structure to a theoretically improved alternative, but what exists before policy
intervention to what is expected afterward.

TESTING ANTITRUST POLICY EFFECTS

Under anyone’s theory of antitrust – the pro-consumer view that antitrust
enforcement lowers quality-adjusted prices for consumers (Buchanan and
Lee, 1992) or the “capture theory” view that antitrust protects competitors
(Baumol and Ordover, 1985; Gilligan et al., 1989; Wolf, 1993) – Microsoft
share prices should fall with unexpected enforcement. Formally stated, the
expected abnormal return to Microsoft shareholders will be negative during
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“pro-enforcement” news windows: where is the return to
Microsoft stock during the event window, adjusted for market-wide returns.

Conversely, either view predicts that setbacks to antitrust actions directed
against Microsoft will imply rising share prices: during “anti-
enforcement” event windows. Antitrust prosecution brings no benefits, while
entailing the following: litigation costs, diverted managerial attention, con-
straints on operations (due to antitrust liability), lost monopoly profits, and civil
penalties levied by a court or agreed to in a consent decree. Although Micro-
soft’s stock price reactions do not distinguish between the two views of anti-
trust policy, they do identify the enforcement actions that matter to investors.

Under the pro-consumer view, effective antitrust action against Microsoft
should produce three types of beneficiaries. First, firms that buy Microsoft
products will directly benefit (through lower input costs). Second, firms that
produce complementary products will indirectly benefit (through an outward
shift in demand for their products). Third, according to the predation and ver-
tical foreclosure arguments central to the case against Microsoft, effective
antitrust enforcement will ease barriers to entry for Microsoft’s rivals. This
implies that, during pro-enforcement event windows, where

is the abnormal return to non-Microsoft computer companies, and that
during anti-enforcement event windows, Under the pro-consumer
view, setbacks in enforcement produce the opposite results. Microsoft’s cus-
tomers, the producers of complementary products, and its rivals should all lose.

Under the capture view of antitrust, enforcement could hurt consumers by
imposing substantial litigation costs by deterring efficiency-enhancing behav-
ior, by implicitly putting other successful firms at risk of becoming targets of
antitrust, or by increasing the uncertainty of investment. Stock prices of firms
in the computer industry could in fact fall, especially the stock prices of cus-
tomers and producers of complements. Retreats or setbacks in enforcement
will have opposite effects, which would be reflected in rising computer indus-
try stock prices.

ANTITRUST EVENTS
AND THE COMPUTER PORTFOLIO

News of a Federal Trade Commission investigation of Microsoft first
leaked to the press in March 1991. That investigation led the FTC to vote on
a preliminary injunction against the firm in February 1993, when it dead-
locked (hence, filing no action). It deadlocked a second time in July 1993 on



BITTLINGMAYER, HAZLETT      199

whether it would file a case. In an unusual policy twist, the Department of
Justice immediately began its own investigation utilizing the FTC files. This
inquiry resulted in a July 1994 agreement between Microsoft and the DOJ,
finalized as a consent decree in August 1995.

In the interim, a series of court actions took place, including rejection of
the proposed consent decree by District Court Judge Stanley Sporkin (who
found the agreement too lenient toward Microsoft), and then reinstatement of
the decree by the D.C. circuit. The DOJ filed a suit against Microsoft on
October 21, 1997 accusing the firm of violating the 1995 consent decree.
Legal skirmishing, including a much broader antitrust suit filed by the DOJ in
May 1998, continued into 1999. We end our study, however, at December 31,
1997.

Table 1 provides details of the 54 events used in this study. The list was
created from the Wall Street Journal Index, and consists of every breaking
news story concerning Microsoft and antitrust. Table 1 includes the returns,
net of the market, for both Microsoft and an equally weighted index of com-
puter industry firms over the one- and three-day windows surrounding publi-
cation dates. These are the net returns to Microsoft and to the equally weight-
ed index of other computer firms based on the market model. This index is
described in more detail below. Stock return data used throughout this study
are from the Center for Research in Security Prices at the University of
Chicago. Table 1 also lists other news stories in the Wall Street Journal that
could have had a major effect on Microsoft share prices on or near event dates.

Table 1 classifies three event groups. “Pro-enforcement” events (Pro)
report stricter antitrust enforcement against Microsoft; “anti-enforcement”
events (Anti) entail clear setbacks for, or withdrawal from, vigorous antitrust
enforcement. “Ambiguous” events (?) involve either (1) enforcement actions
with unclear implications or (2) another major contemporaneous event likely
to substantially affect Microsoft’s stock price.

To illustrate, the March 12, 1991 revelation that Microsoft was the target
of an investigation had straightforward negative implications for Microsoft
shareholders, and no possibly offsetting Journal stories appeared simultane-
ously.8 Hence the event is classified as pro-enforcement. In contrast, the April
15, 1991 article announcing that the FTC was broadening its investigation
(clearly pro-enforcement) was followed by an April 17 report that Microsoft
earnings increased 65 percent. This event is placed in the ambiguous category.

Table 1 lists 29 pro-enforcement events. These stories report antitrust
investigations, inquiries proceeding or expanding, pressure on antitrust au-
thorities for stricter enforcement, signals implying a collapse of the negotiated
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consent decree, and state-level antitrust investigations of Microsoft. Table 2
reports the summary statistics for the event dates and all days in the sample.
Average abnormal returns over the 29 pro-enforcement dates for Microsoft
equal -0.45 percent on the day of publication and -1.16 percent over three days
(t – 1, t, t + 1). The computer industry portfolio also declines: Average abnor-
mal returns are -0.26 percent over the one-day window and -0.53 percent over
the three-day window. On average, both Microsoft and other computer firm
stocks decline in value when antitrust measures directed against Microsoft are
announced in the press.

Table 1 reports eight anti-enforcement events (i.e., positive events for
Microsoft shareholders). Four involve the joint struggle of Microsoft and the
DOJ with Judge Sporkin over the proposed consent decree. Table 2 reports
Microsoft’s mean abnormal return on those eight news dates as 2.65 percent.
The three-day return is 2.34 percent. Average abnormal returns for the rest of
the industry are 0.59 percent and 1.15 percent over one and three days, respec-
tively. Microsoft and other computer firm stocks generally increase in value
when antitrust enforcement declines.

Table 2 shows that the 17 ambiguous events are accompanied by a posi-
tive one-day return for Microsoft (0.85 percent) and a much higher standard
deviation. Microsoft’s median one-day return (0.53 percent) is substantially
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closer to zero. Over three days, Microsoft’s mean and median returns are even
closer to zero (0.33 percent and 0.18 percent, respectively). Industry returns
are negative, especially over three days.

Note that Microsoft’s returns provide a barometer for our choice of event
dates. Three facts support our a priori classification and suggest that the asso-
ciated publication dates mark events of importance for Microsoft sharehold-
ers. First, Microsoft’s one-day return is higher on the eight anti-enforcement
dates than on the 29 pro-enforcement dates (t = 4.74). Second, Microsoft’s
one-day return is statistically indistinguishable from zero on the ambiguous
dates (t = 1.36) and much more volatile. Third, the standard deviation of Micro-
soft’s returns are higher on the 54 event dates than for the sample as a whole.

To construct a portfolio of non-Microsoft computer-sector stocks, we in-
cluded all firms in Hoover’s Guide to Computer Companies 1995 that were
publicly traded in the U.S. and operated primarily in the computer industry.
We allocated the resulting 159 firms to one of nine industry segments based
on their description in Hoover’s. We excluded two product lines – electronic
content and mainframes – because each had only two firms.

Not all firms were publicly listed throughout the sample period. The
Appendix (not included here) lists the nine industry segments, their represen-
tative products, and the names of the firms in each. We calculated the simple
mean return in each segment and then calculated the simple mean return
across segments. We also utilized an index with equal weighting for each firm
in the industry (save Microsoft), and the results for that model are reported as
well. They do not vary substantially from the results based on equally weight-
ed segments, which are the results we discuss below. Either method avoids
having a handful of large-capitalization firms such as Intel, Hewlett Packard,
and Compaq dominate a value-weighted portfolio.

EMPIRICAL RESULTS

This paper estimates the marginal effect of Microsoft antitrust enforce-
ment news on equity values in each of nine segments of the computer indus-
try. We employ the multivariate regression model used extensively in stock
market studies of regulation. Binder (1985) discusses the use of the multivari-
ate regression model in event studies and credits the method to Gibbons (1980,
Appendix D).9

Define Dt as a [0, 1] variable that equals unity if a given event occurs on
day t; let R be the return for an index, segment, or firm i on day t, and let Mt
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be the return on the market on day t. We estimate the following regression:

The term is the coefficient of the market model. The coefficients
yield estimates of the daily leading, simultaneous, or lagging effects of an
event, and the summed values of the estimated over k = [–5, 5] yield
the cumulative effect. The discussion of results will focus on the three-day
window, k = [–l, 1].

Antitrust Events Signed A Priori

Table 3 presents estimates from Equation 1 for eight anti-enforcement and
28 pro-enforcement events.10 During the latter, Microsoft shares decline by an
average of 1.20 percent over three days (t = 2.06), while the rest of the indus-
try declines 0.71 percent per event (t = 2.45). Manufacturers of components
and network products, as well as distributors, experience statistically
significant declines of 1 percent or more. The other sectors are all negative
over three days. The top panel of Figure 1 shows the comparatively strong
negative effects for Microsoft over these 28 events and substantially weaker,
though still negative, effects for the computer industry portfolio.

Also seen in Table 3 are mirrored results during the eight anti-enforcement
events. Microsoft’s stock increases by 2.36 percent on average over the three-
day windows (t = 2.19), while the equally weighted nine-segment portfolio
experiences three-day returns of 1.18 percent (t = 2.21). Firms making com-
ponents, network products, PC software, and semiconductors witnessed three-
day returns in excess of 1 percent. No industry segments exhibit negative
three-day returns, and the few negative returns over one- or 11-day windows
are statistically insignificant. The bottom panel of Figure 1 graphs the cumu-
lative returns indicating that the anti-enforcement events have strong positive
effects on Microsoft shares and positive, although smaller, effects on other
computer stocks.

The dollar values implied by these estimates are of interest. The 159 com-
puter firms used in this study had an aggregate market capitalization of $141
billion in January 1991 and $754 billion in December 1997.11 The mean three-
day return per event of -0.59 percent for the average of all computer firms
implies a loss of several hundred million to several billion dollars per event.
In fact, this group experiences mean market-adjusted declines in value of $1.2
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billion on the three days surrounding each of 29 pro-enforcement events.
The cumulative decline is $35 billion. Conversely, the same group of firms

has a mean increase in value of $8.8 billion on the three days surrounding each
of the eight anti-enforcement events. The cumulative increase is $70 billion.
Clearly, in view of the large standard errors attached to these estimates, they
should be taken with a grain of salt. The fact that the cumulative increase is
greater than the cumulative decline might only reflect the possibility that good
news for Microsoft came as more of a surprise than bad news.
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Still, these dollar estimates offer some idea of the importance for the com-
puter industry as a whole of policies directed against Microsoft.

Antitrust Events Defined by Microsoft Stock Price Reactions

As an alternative to a classification system that relies on the investigator’s
judgment, we allow Microsoft stock price movements themselves to identify
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announcements as good or bad news for Microsoft. A positive event for Micro-
soft, which we classify as anti-enforcement, occurs on one of the 54 dates in
Table 1 when either (a) Microsoft’s cumulative residual return exceeds 2 per-
cent over the five-day interval [-4, 0] or (b) Microsoft’s daily residual return
exceeds 2 percent on any day of the three-day interval [-2, 0].

The longer, five-day criterion based on cumulative returns is intended to
capture slow releases of information, and the shorter, three-day criterion is
intended to capture sudden releases of information. We define a negative (pro-
enforcement) event symmetrically. For the 1,771 days in the sample, Micro-
soft’s cumulative five-day residual excess returns exceed 2 percent 26.7 per-
cent of the time and fall below -2 percent 28.9 percent of the time. Microsoft’s
daily excess returns exceed 2 percent with probability of 16.6 percent, and fall
below -2 percent with probability of 11.7 percent.

Twenty-four of the 54 events are accompanied by increases in Microsoft
stock as defined here; of these, six are among the eight defined a priori as anti-
enforcement events in Table 1. We eliminate the July 14 and July 24, 1995
events because they coincide with a sharp increase and then collapse of Micro-
soft’s stock price that was linked with shifting earnings expectations in con-
nection with the July 18 publication of earnings news. The two event dates are
separated by only five trading days. Twenty-three of the 54 events in Table 2
are flagged by threshold declines in Microsoft stock; of these, 15 are among
the 29 defined as pro-enforcement events in Table 1.

The results in Table 4 show that negative movements of Microsoft stock
at the time of enforcement actions coincide with negative returns for the rest
of the industry. Not surprisingly, Microsoft stock declines by 2.18 percent over
three days (t = -3.49) and by 4.52 percent over 11 days (t = -3.89). However,
the industry as a whole declines by 0.62 percent over three days (t = -2.00) and
by 1.05 percent over 11 days (t = -1.83). Figure 2 shows this pattern and that
both Microsoft and other computer stocks continue to decline after the event
dates.

On news accompanied by positive Microsoft stock movements, the rest of
the industry prospers. Microsoft’s stock price increases an average of 1.49 per-
cent during the three-day windows. Note that the cumulative return over the
longer 11-day interval is only 0.76 percent. Figure 2 shows that for this clus-
ter of events, Microsoft stock declines after day zero, largely reversing earlier
gains.12 The average of all computer segments (and the average of all firms)
experiences returns that are statistically indistinguishable from zero around
these “positive” events. As seen in Figure 2, cumulative industry returns move
up about 1 percent in the four days prior to the event dates.
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A Fishing Expedition

The results in Tables 3 and 4 offer no support for the view that investors
expect antitrust enforcement to improve efficiency. Events implying an
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antitrust victory for Microsoft do not harm the industry, and actions hurting
Microsoft do not help. Yet perhaps we have overlooked financial market evi-
dence that supports the pro-consumer view of antitrust. To investigate this pos-
sibility, we reverse our method. Instead of testing abnormal returns around
event dates to determine whether the pattern suggests that investors expect
antitrust policy to enhance efficiency, we cull the data for windows displaying
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the pattern consistent with pro-consumer policy expectations – specifically, a
negative correlation between Microsoft and computer sector returns. What
sorts of events generate these results, and, specifically, do policy interventions
play a role?

We identify one-day and three-day periods over which either Microsoft’s
abnormal return declines by at least 1.5 standard deviations while the abnor-
mal return of the computer portfolio increases by at least one standard devia-
tion, or the inverse occurs (Microsoft up, computer industry down). Table 5
shows the relevant dates, one- and three-day returns, and possible causative
events for the Microsoft stock price movement and/or the large opposing
movement in other computer firm stocks. The flagged dates occur in 19 clus-
ters, numbered at the left. The bold percentages pass the respective hurdles
(one- or three-day). Typically, the related news stories deal with earnings
news, product announcements, or other non-antitrust litigation (e.g., Apple’s
“look-and-feel” suit, March 7, 1991).

Of the 54 antitrust news events in the 1991-97 periods, only three coincide
with substantial capital losses for Microsoft and capital gains for the non-
Microsoft computer sector, or the reverse. The first is the April 15, 1991
announcement that the FTC was broadening its investigation. However, the
signs of the one-day returns (Microsoft positive, industry negative) are oppo-
site from those implied by the pro-efficiency theory of antitrust, whereas the
three-day returns for both Microsoft and the industry are negative. The second
date is February 5, 1993, when the FTC’s vote on issuing a preliminary injunc-
tion split 2-2. While the one-day price movements are consistent with the pro-
efficiency view of antitrust (Microsoft up, computer sector down), the three-
day returns for both Microsoft and the industry are strongly negative.

The third and final event involves the July 31, 1995 story that the DOJ was
planning to examine Microsoft’s bundling practices. This was preceded by a
decline in Microsoft’s shares and positive returns for the rest of the industry
on the three days centered on July 27. However, other events – such as the July
26 announcement that Microsoft had settled a California consumer protection
lawsuit and a July 27 announcement that Oracle, Apple, and IBM were team-
ing up against Microsoft – are more closely linked in time. Overall, the small
number of instances in which Microsoft and computer industry shares react in
substantial opposition around the announcement of antitrust enforcement
news concerning Microsoft, as well as examination of the few episodes show-
ing the appropriate correlation, lend little support to the pro-efficiency view of
antitrust.
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Antitrust Enforcement and the Correlation Between
Microsoft and Computer Industry Returns

A final test is again generated by the negative correlation between
Microsoft’s residual return and the residual return of the computer sector that
is implied by a pro-efficiency antitrust regime. Successes and failures of such
a regime should lower the typical positive correlation between Microsoft’s
residual returns and the residual returns of the rest of the industry. In fact, the
correlation increases on the 54 event dates (r = 0.3258) compared to the 1,717
non-event dates (r = 0.2578). An analysis of the algebraic signs of residual
returns yields a similar result. Victories for effective antitrust should result in
more negative Microsoft residual returns accompanied by positive rest-of-
industry residual returns. In fact, the frequency of that combination declines
on the 54 event dates compared to the rest of the sample, from 23.6 percent to
14.8 percent. That decline is statistically significant at the 5 percent level (t =
1.75). Similarly, setbacks for effective antitrust should result in more positive
Microsoft residual returns accompanied by negative rest-of-industry returns.
However, that pattern occurs at roughly the same rate on the 54 event dates,
18.9 percent rather than 20.4 percent of the time.

Summary of Empirical Results

We have been unable to find evidence that antitrust initiatives against
Microsoft created expected gains for the rest of the computer industry. Policy
measures affect Microsoft share prices, which decline in response to pro-
enforcement news and increase with the release of anti-enforcement news. On
average, however, the pro-enforcement (anti-enforcement) actions are accom-
panied by declines (increases) in the rest of the computer industry. Even a
deliberate search for effects that would yield opposing price movements fails
to find evidence that antitrust efforts have helped the industry. Indeed, in-
vestors appear to believe that antitrust enforcement increases the link between
the fortunes of Microsoft and those of other computer firms.

THE POLITICAL ECONOMY OF U.S. V. MICROSOFT

If antitrust enforcement against Microsoft produces zero or negative
returns for allegedly victimized computer firms, why does it occur? We offer
three possible explanations warranting further study.
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Private Use of Antitrust

Clearly, some of Microsoft’s competitors have an economic interest in
government action. This possibility is recognized in the “raising rivals’ costs”
literature (Krattenmaker and Salop, 1986) and in work that emphasizes the use
of antitrust to constrain competitors’ strategies (Baumol and Ordover, 1985;
Baron, 1998). Attacks on Microsoft can be profitable even for firms that
benefit from Microsoft products generally. Netscape’s browser competes with
Microsoft’s Internet Explorer, for instance, but is complementary with (“de-
pendent on” in the antitrust allegation) Microsoft’s operating systems MS-
DOS, Windows 95, Windows 98, NT, Windows 2000, and Windows XP.

In fact, managers of several computer firms have actively promoted the
case against Microsoft. Netscape cooperated with the 1998 Department of
Justice case, and retained former Judge Robert Bork to write a “white paper”
for public dissemination and to argue the case in television debates and op-ed
page articles.13 Sun Microsystems and Oracle executives have also endorsed
the case against Microsoft. Sun CEO Scott McNealy comments, “I think the
government is doing all the right things. Government has to come in and dis-
cipline (Microsoft) until the rest of the world catches up.”14

Similar sentiments have been expressed by Oracle CEO Larry Ellison.15

Novell prevailed upon Orrin Hatch (R-UT), its home state senator and power-
ful head of the Judiciary Committee, to hold hearings on the problem of
monopoly in the computer industry, and to pressure the Department of Justice
to take sterner enforcement measures against Microsoft. A trade association
has been established to pressure policymakers to increase regulatory scrutiny
of Microsoft. The Project to Promote Competition and Innovation in the
Digital Age (ProComp) is “funded by Microsoft’s competitors including Sun
Microsystems and Netscape.”16

We examine the returns of individual firms and find no systematic evi-
dence that the likely beneficiaries (e.g., Netscape, Sun, Novell, Apple) realize
higher returns when antitrust enforcement measures are taken against
Microsoft. In specific instances, however, antitrust enforcement actions did
seem to benefit Netscape shareholders. For example, the December 12, 1997
court order that kept Microsoft from bundling its software was accompanied
by negative returns for both Microsoft and the industry as a whole, but a 6.2
percent increase in Netscape’s price. (This gain was quickly reversed.)

If the expected benefits to competing firms are in fact scant, managerial
support for antitrust in this instance could reflect a principal-agent problem.
The specter of Microsoft could provide a rationalization for managerial short-
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comings. As shown, such distractions do not come cheaply. Companies pro-
ducing goods highly complementary to Microsoft stand to incur the largest
capital losses from inefficient antitrust interventions. Consistent with share-
holder interests revealed in the financial market data examined above, they
have opposed the case. This anti-antitrust group includes the major computer
makers (Compaq, Dell, Hewlett Packard), the major chipmaker (Intel), and the
major computer retailers (CompUSA and Vanstar). In fact, the CEOs of 26
major computer industry firms signed a letter sent to the Department of Justice
in May 1998 requesting that the government refrain from filing additional
antitrust charges against Microsoft.17

The behavior of individual states also sheds light on the political support
for action against Microsoft. The May 1998 suit filed by the DOJ was accom-
panied by a suit filed by 20 states. As has been widely observed in the press,
these states appear to have been the subject of intense lobbying pressure from
locally based computer companies. California, home to important Microsoft
competitors such as Sun, Oracle, and Netscape, filed; Texas, home to impor-
tant Microsoft complement suppliers such as Compaq, Dell, and CompUSA,
did not, despite the fact that the Texas attorney general had originally begun
the states’ investigation of Microsoft.18

Bureaucratic Self-Interest

Government agents may themselves gain from legal action. Top-level
antitrust officials typically enjoy short tenure and receive much of their com-
pensation in human capital (Wilson, 1980). At the state level, attorneys gener-
al often use high-visibility litigation to enhance their political stature. The
Microsoft case is “the type of case attorneys general dream about, regardless
of how deeply it affects – or fails to directly affect – their states’ consumers or
businesses… It’s also true that a number of the AGs (the letters are sometimes
said to stand for ‘aspiring governors’) involved in the suit are seeking higher
office.”19

In the case of Microsoft, antitrust officials have also received substantial
favorable publicity. Tellingly, rival agencies have fought over federal jurisdic-
tion, and the Federal Trade Commission initiated what some dub “copycat”
investigations of Intel and Cisco.20

Political Extraction

The rent-seeking literature points out that policymakers exploit the com-
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petition between interest groups for government favors. Policymakers may
also extract rents from private parties. In this framework, political officehold-
ers are not entirely passive. They achieve some degree of market power and
exploit this incumbency to demand payments from various economic actors
with rents at risk (McChesney, 1997). Transfers can take the form of campaign
contributions, non-monetary political support, or public cooperation on a pol-
icy issue (including a consent decree in an antitrust case).

According to some accounts, the government took action against Micro-
soft at least in part because it lacked a “Washington presence.” Compared to
other large firms, Microsoft historically contributed only small sums to polit-
ical campaigns. It only recently opened a Washington office to represent its
interests. Policymakers might have been attempting to “correct” this “under-
investment” in political goodwill with heightened antitrust scrutiny.21

CONCLUSION

In what The Economist identifies as “the biggest antitrust case in a gener-
ation,”22 a large number of firms have products that are tied to the success of
the allegedly monopolized product, desktop operating systems. These firms
will prosper if actions are taken – by Microsoft or the DOJ – to make operat-
ing systems cost less, function better, or provide a more convenient platform
for popular products. Policy actions that are expected to effectively constrain
Microsoft’s market power should simultaneously increase economic efficien-
cy and improve profitability for firms throughout the sector.

This study turns to the stock market evidence. Have repeated antitrust ini-
tiatives against Microsoft increased the expected earnings of (non-Microsoft)
firms in the computer industry? The answer is a decisive “no.” In fact, gov-
ernment action against Microsoft appears to inflict capital losses on the com-
puter sector as a whole. Retreats in antitrust enforcement offer symmetric
confirmation: withdrawals from policy enforcement have been accompanied
by positive shareholder returns throughout the computer sector.

These results deserve attention for three reasons. First, the burden of proof
ought to be on policy intervention. A case of this magnitude generates clear
costs to the government (i.e., taxpayers) and to Microsoft. In fact, each
enforcement action lowered Microsoft’s stock by 1.2 percent, roughly $3 bil-
lion at May 1998 share prices. It should produce visible gains in the form of
positive returns to the large number of other firms in the computer sector. That
such gains fail to be in evidence is the key finding of this study. Moreover,
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rather than generating offsetting gains, each enforcement action decreased a
broad index of other computer stocks by 0.7 percent, equivalent to an addi-
tional loss of $5 billion in May 1998.

The second reason these results demand attention is that they suggest that
antitrust policy has lowered returns to investments in the computer sector and
discouraged capital inflows. Policy risk increases the cost of capital across an
entire industry when intervention occurs at a key point within that sector.
Pindyck (1991) and Dixit and Pindyck (1994) model the investment-reducing
effect of public policy uncertainty.

Third, stock market data produce a bottom-line evaluation of public poli-
cy. Rather than narrowly focusing on alleged abuses of market power, finan-
cial markets also consider likely policy outcomes. When actual markets are
compared to hypothetical alternatives in traditional antitrust analysis, policy-
makers run the risk of “fanciful reasoning [wherein] much mischief and little
useful purpose is served by pronouncing failure if no clearly superior feasible
alternative can be described and implemented with expected net gains.”23 Fi-
nancial markets set asset prices by utilizing the best available predictions as to
what the full spectrum of antitrust enforcement actions will achieve. The ver-
dicts rendered by “courts of investor opinion” constitute reliable economic
evidence compared to the available alternatives.

* This article originally appeared in the Journal of Financial Economics, Volume 55 (2000).
Reprinted with permission.

** See Josh Lerner, “The Returns to Investments in Innovative Activities,” in this volume.
1 DOJ, 1998; more generally, see Gilbert and Williamson, 1998.
2 “A case built on speculation, dubious theories,” Wall Street Journal, May 19, 1998, op-ed
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in the software business,” The Wall Street Journal Interactive Edition, May 14, 1998.

4 Declaration of Kenneth J. Arrow, U.S. v. Microsoft Corp., January 17, 1995.
5 “The Force of an Idea,” The New Yorker, January 12, 1998.
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Essay 5

The Price of Unanimity: The D.C. Circuit’s
Incoherent Opinion in U.S. v. Microsoft Corp.

by John E. Lopatka and William H. Page

To many of us involved in Microsoft’s defense, the antitrust trial seemed clos-
er to a stage production of Alice in Wonderland than a landmark judicial pro-
ceeding. The government’s case was, at best, confused. Its leading cross-
examiner seemed as interested in embarrassing witnesses as in establishing
Microsoft’s legal liability. And the trial judge’s behavior was at times off the
wall, betraying a mix of impatience with due process, contempt for higher
courts, and enthusiasm for media attention.

So when the D.C. Circuit Court of Appeals, a court well regarded for its
expertise in economics and regulation, agreed to review the judgment, we were
relieved. And when, during two days of oral argument, the appellate judges
made no secret of their skepticism about the government’s case and their dis-
gust with Judge Thomas Penfield Jackson’s behavior in court and out, we were
delighted.

Weighed objectively, the appeals court’s decision amounted to a victory
on points for Microsoft. The most damning findings of law were reversed or
remanded with instructions that made it very difficult to reestablish liability.
The judge’s breakup order was reversed. And the trial judge was removed
from further proceedings on grounds that he had repeatedly violated the
canon of judicial ethics.

But as John Lopatka and Bill Page, of the University of South Carolina
Law School and University of Florida Levin College of Law, respectively,
show here, the D.C. circuit’s opinion was itself no model for legal reasoning.
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It is in places incoherent – or worse, inconsistent – making its use as a guide
for the new trial judge fashioning remedies or as a source of precedent for
antitrust case law highly problematic.

Just how so experienced and professional a court could have produced
such a document is a matter of speculation. Lopatka and Page argue that, in
the process of negotiating a unanimous decision that carried the full weight of
the court, the judges simply – or, rather, not so simply – lost their way. Thus,
instead of a “a majority analysis (with perhaps an insightful concurrence and
a trenchant dissent)” the court produced “an inscrutable per curiam opinion
that gives us only a result and confusion.” — D.S.E.

INTRODUCTION

The D.C. circuit’s long-awaited decision in the Microsoft case1 should dis-
appoint anyone concerned about the integrity of antitrust law. Surprisingly, the
opinion was not only “per curiam,”2 but unanimous.3 Most per curiam opin-
ions reach an obvious result by straightforward reasoning;4 this one reaches a
controversial result by convoluted reasoning. Indeed, it strains credulity to
believe that all members of the court agreed with every portion of this opin-
ion. Maybe the court thought the per curiam strategy would avoid a confusing
welter of opinions, and thus give its pronouncement greater authority and less
likelihood of reversal. If that was its intent, the result is the opposite: The sup-
pressed divisions on the court are manifest in a host of inconsistencies that
undermine the opinion’s significance and dilute its doctrinal implications.
That the members of the court were willing to sign such a document suggests
that the court’s paramount goal was to reach a particular result, regardless of
the collateral damage to antitrust policy.

Perhaps this highly political act will induce a settlement – at the time of
this writing, Microsoft and the government are attempting to find a mutually
acceptable compromise. In the wake of the opinion, the Department of Justice
did give up its demand for a breakup of the company and its explicit tying
claim.5 But the incoherence of the opinion may yet make both sides optimistic
that they can achieve more complete victories in a remedial order and encour-
age them to press on to a final decision.

In this essay we highlight some of the opinion’s many inconsistencies,
focusing on the court’s treatment of (1) the role of the “browser market” in
proof of anticompetitive effects, and (2) the role of efficiency concerns in eval-
uating the integration of the browser and the operating system. Although we
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disagree with many of the court’s holdings on their own terms, we save for
another day any extended analysis of the court’s treatment of specific issues.
Here, we critique the court’s rulings and statements only on grounds of inco-
herence or opacity. Moreover, we limit our consideration of inconsistencies to
the substantive rulings. The appellate court, of course, also reversed the struc-
tural remedy – a breakup of the company – ordered by the district court and,
because of Judge Jackson’s misconduct, remanded the case to a new judge.6

We express no view on these actions.

ANTICOMPETITIVE EFFECTS AND THE
BROWSER MARKET

The browser market played a central role in the appeals court’s disposition
of the claims of monopoly maintenance, attempted monopolization, and tying.
The court held (1) that Microsoft monopolized the operating system market
mainly by its actions in the browser market; (2) that the government failed to
prove attempted monopolization of the browser market because it failed to
prove that such a market exists; and (3) that the government must prove an
anticompetitive effect in the browser market in order to establish the tying
claim. These conclusions are contradictory.

In the first section of the opinion, the court affirmed most of the district
court’s findings and conclusions in holding that Microsoft illegally maintained
its OS monopoly by integrating its browser with the operating system; enter-
ing into restrictive agreements with Apple and other computer makers,
Internet access providers, independent software vendors, and Internet content
providers; and interfering with the development of Sun Microsystems’ Java
programming language.7 In doing so, the court endorsed the district court’s
adoption of the government’s theory of anticompetitive effect. Under that the-
ory, Microsoft used the various exclusionary practices to prevent the emer-
gence of software platforms – Netscape’s browser and Java – that could under-
mine the Windows monopoly. Because the emerging platforms would allow
developers to write software applications that could run regardless of the
underlying operating system, they threatened the OS market’s “applications
barrier to entry” – the strong tendency of users to buy (and developers to write
programs for) the operating system for which the most applications are avail-
able.8 The court wrote that the government was not required to prove actual
anticompetitive effect or harm to consumers – only that the acts had a reason-
able likelihood of preserving Microsoft’s OS monopoly.9
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The court explained how “market share in the browser market affects mar-
ket power in the operating system market” by observing that:

Microsoft’s efforts to gain market share in one market (browsers) served
to meet the threat to Microsoft’s monopoly in another market (operating sys-
tems) by keeping rival browsers from gaining the critical mass of users nec-
essary to attract developer attention away from Windows as the platform for
software development.10

The critical point to note here is that the anticompetitive effect in the OS
market depends entirely on Microsoft’s acquisition of market share in the
browser market. Only if Microsoft achieved a certain usage share could it con-
vince developers to write to Windows application programming interfaces
(APIs) rather than to Netscape’s (or some other firm’s) cross-platform APIs.

The court confirmed this dependence again and again in its discussion of
particular exclusionary practices, using terms like “market share”11 and “usage
share”12 in connection with browsers in ways that presupposed the existence
of a browser market. For example, it stated “Microsoft reduced rival browsers’
usage share not by improving its own product but, rather, by preventing
OEMs13 from taking actions that could increase rivals’ share of usage”14 and “a
monopolist’s use of exclusive contracts, in certain circumstances, may give
rise to a Section 2 violation even though the contracts foreclose less than the
roughly 40% or 50% share usually required in order to establish a Section 1
violation.”15 These statements assume that, for there to be a Section 2 viola-
tion, there must be foreclosure of some share of something. An antitrust lawyer
would be forgiven for assuming that something was a market.

But in the next section of the opinion, we learn that there is no browser
market. The government alleged that Microsoft, in addition to monopolizing
the OS market, had attempted to monopolize the browser market using many
of the same tactics alleged in support of the monopoly maintenance claim, and
by its famous offer to “divide” the browser market with Netscape. But the
court short-circuited any consideration of this conduct as attempted monopo-
lization, holding that the plaintiff had failed “to prove a dangerous probabili-
ty of achieving monopoly power in the putative browser market,” as required
by Spectrum Sports.16 To prove a dangerous probability of success, the plain-
tiff must “define the relevant market and … demonstrate that substantial bar-
riers to entry protect that market.”17 On the first point, the plaintiff must offer:

a detailed description of the purpose of a browser – what functions may be
included and what are not – and an examination of the substitutes that are
part of the market and those that are not. … The District Court never engaged
in such an analysis nor entered detailed findings defining what a browser is
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or what products might constitute substitutes. In the Findings of Fact, the
District Court (in a section on whether IE and Windows are separate prod-
ucts) stated only that “a Web browser provides the ability for the end user to
select, retrieve, and perceive resources on the Web.” … Furthermore, in dis-
cussing attempted monopolization in its Conclusions of Law, the District
Court failed to demonstrate analytical rigor when it employed varying and
imprecise references to the “market for browsing technology for Windows,”
“the browser market,” and “platform-level browsing software.”18

The district court’s failure was apparently so complete that the court of
appeals foreclosed any reconsideration of the issue on remand. The court
pointed to:

plaintiffs’ failure to articulate and identify evidence before the District Court
as to (1) what constitutes a browser (i.e., what are the technological compo-
nents of or functionalities provided by a browser) and (2) why certain other
products are not reasonable substitutes (e.g., browser shells or viewers for
individual internet extensions, such as Real Audio Player or Adobe Acrobat
Reader).19

The court went on to rule that, even if the browser market had been prop-
erly defined, a reversal would be required because the government had failed
to offer any evidence that the browser market was subject to entry barriers,
particularly an applications barrier to entry like the one found to protect the
OS market.20

The court’s rejection of the district court’s finding of the existence of a rel-
evant browser market is strange given its deference to the district court’s delin-
eation of a market for OSs for personal computers with Intel-compatible
processors. That definition excluded other platform software, including brow-
sers, because of the special characteristics of OSs, and the lack of reasonable
interchangeability within a foreseeable time.21 Although the court of appeals
stated that the district court’s findings on the browser market “pale by com-
parison” with its findings on the OS market, it is difficult to see why the record
is sufficient to define a market for one and not the other. Moreover, the court’s
insistence on “analytical rigor” in the definition of a browser market is incon-
sistent with its deference to other important findings of the district court. And
it seems peculiar that the court of appeals would accuse the district court of
lack of analytical rigor without even citing, much less discussing, the district
court’s most relevant findings (in Paragraphs 199-201) that there is a market
for Web-browsing functionality.22

More important than any of this is the inconsistency between the court of
appeals’ reversal of the district court’s finding that there is a browser market
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and its affirmance of the holding that Microsoft monopolized the OS market
by building its share of the browser market. The lynchpin of the government’s
theory of anticompetitive effect was the idea that Microsoft prevented the
emergence of a platform threat by Netscape and Java by denying Netscape
usage share in the browser market. Although the court insisted that attempted
monopolization requires “an analysis wholly independent of the conclusions
and findings on monopoly maintenance,”23 the factual bases for the two claims
are inseparable. If there is no market for browsers, then the usage share num-
bers on which the court relied in finding monopolization are meaningless
because they fail to account for usage of other reasonable substitutes. And if
there is no market for browsers, then the weakening of a single firm would do
nothing to reinforce Microsoft’s OS monopoly, because there would be count-
less other platform threats that would remain. If there are no entry barriers in the
browser market, particularly if there is no applications barrier to entry attrib-
utable to network effects, then the strategy of acquiring greater share in the
browser market would be a vain effort – new entrants would quickly take the
place of any firm at whose expense Microsoft had increased its browser usage.

It is not enough to respond that the browser threat was “nascent.”24 The
court rejected Microsoft’s argument that the government’s theory of anticom-
petitive effect was inconsistent with the district court’s exclusion of browsers
from the market for Intel-compatible operating systems, stating that “[n]oth-
ing in section 2 of the Sherman Act limits its prohibition to actions taken
against threats that are already well-developed enough to serve as present sub-
stitutes.”25 According to the court, then, the browser can be a nascent compet-
itive constraint on an OS monopolist, without actually being in the OS mar-
ket. Whatever the merits of that proposition, the court’s theory of competitive
harm in the OS market requires at least that Microsoft and Netscape were
competitors in a browser market. We need some evidentiary basis for conclu-
ding that harm to a firm constitutes harm to competition in a particular case.26

Even if the law prohibits harm to “nascent” competitors, we at least must have
some coherent theory to support the inference of anticompetitive effect from
the injury of a particular firm. In U.S. v. Microsoft Corp., the entire theory
rested on Microsoft’s building of usage share in a browser market. If there is
a reasoned economic argument why the absence of a browser market does not
undermine the theory of monopolization of the OS market, the court failed to
provide it.

But it gets worse. In the third section of the opinion, the court of appeals
reversed the district court’s holding that Microsoft illegally tied the browser to
the operating system, requiring that the district court on remand apply a newly
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minted rule of reason. Most important here, the court insisted that under its
rule of reason for tying, any anticompetitive effect from the tie must be in the
tied product market – the market for browsers. Both law27 and economics28

require the plaintiff in a tying case to define the market for the tied product.

Just as “[i]t is impossible to monopolize a market that does not exist,”29 it is
impossible to reduce competition in a market that does not exist. Nevertheless,
the court precluded the government on remand from proving that a browser
market exists:

[O]n remand, plaintiffs must show that Microsoft’s conduct unreason-
ably restrained competition. Meeting that burden “involves an inquiry into
the actual effect” of Microsoft’s conduct on competition in the tied good
market, the putative market for browsers. To the extent that certain aspects of
tying injury may depend on a careful definition of the tied good market and
a showing of barriers to entry other than the tying arrangement itself, plain-
tiffs would have to establish these points. … But plaintiffs were required –
and had every incentive – to provide both a definition of the browser market
and barriers to entry to that market as part of their section 2 attempted
monopolization claim; yet they failed to do so. … Accordingly, on remand of
the section 1 tying claim, plaintiffs will be precluded from arguing any the-
ory of harm that depends on a precise definition of browsers or barriers to
entry (for example, network effects from Internet protocols and extensions
embedded in a browser) other than what may be implicit in Microsoft’s tying
arrangement.30

So the government must prove harm in the market for browsers, but will
be precluded from proving that there is a market for browsers. Reason totters
on her throne. No wonder the government chose not to pursue the tying claim
on remand.31

BUNDLING THE BROWSER AND THE
OPERATING SYSTEM

Almost as confused as the D.C. circuit’s treatment of the role of the
browser market in evaluating competitive effects is its treatment of the inte-
gration of the browser and the operating system. In June of 1998, a panel of
the same court had reversed Judge Jackson’s preliminary injunction enforcing
a 1995 consent decree by requiring Microsoft to permit OEMs to remove In-
ternet Explorer functionality from Windows 95.32 The panel majority an-
nounced the standard that IE and Windows 95 were “integrated” if Microsoft
could offer “facially plausible”33 evidence that bundling “combines function-
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alities .... in a way that offers advantages unavailable if the functionalities are
bought separately and combined by the purchaser.”34 It reasoned that because
of “the limited competence of courts to evaluate high-tech product designs and
the high cost of errors,”35 a “court’s evaluation of a claim of integration must
be narrow and deferential”36 to a firm’s design decisions. The court concluded
the government had failed to show a probability of success on the merits,37

because “[o]n the facts before us,”38 Microsoft had met the criteria for inte-
gration, although that conclusion was “subject to reexamination on a more
complete record.”39

Two years later, however, the court of appeals was far less clear in its treat-
ment of integration under Sections 1 and 2 of the Sherman Act. The govern-
ment alleged that the bundling of the browser and the operating system con-
stituted both monopoly maintenance and illegal tying. In resolving both of
these claims the court expressed concerns about efficiency and judicial com-
petence, but the implications of those concerns for doctrine in the two contexts
were quite different. Indeed, the standards that emerged from the court’s
analysis were similar mainly in their opacity.

Two types of bundling constituted monopoly maintenance: (1) Micro-
soft’s imposition of license restrictions precluding OEMs from “removing any
desktop icons, folders, or ‘Start’ menu entries,”40 and (2) Microsoft’s physical
integration of the code of the browser and the operating system.41 The issues
were closely related: The first addressed Microsoft’s contractual preclusion of
OEMs from removing IE;42 the second addressed Microsoft’s technological
preclusion of OEMs from removing IE. Both were found to be anticompeti-
tive because of their effect on browser usage share.

Interestingly, however, “IE” means different things in the different con-
texts. In the licensing discussion, the court addressed only Microsoft’s failure
to allow OEMs to delete “visible means of user access to IE.” 43 That was anti-
competitive because including two browsers would have created consumer
confusion and increased support costs. But in the commingling discussion, the
court addressed Microsoft’s failure to allow OEMs to delete any of the actual
code that constitutes IE. By mixing IE code with OS-specific code, Microsoft
made it harder to delete IE code without harming the underlying OS:

[H]aving the IE software code as an irremovable part of Windows meant
that pre-installing a second browser would “increase an OEM’s product test-
ing costs,” because an OEM must test and train its support staff to answer
calls related to every software product preinstalled on the machine; more-
over, pre-installing a browser in addition to IE would to many OEMs be “a
questionable use of the scarce and valuable space on a PC’s hard drive.”44
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The court affirmed the district court’s conclusions that Microsoft’s “com-
mingling” of browser code in the same files with OS code and its prevention
of removal of IE from Windows (by not providing a “remove” function) were
anticompetitive because the actions reduced rival browsers’ usage share.45

Moreover, the court held that integration of IE and the OS, with the excep-
tion of one design feature, lacked any business justification.46 In reaching this
conclusion, it affirmed the district court’s acceptance of the testimony of two
government witnesses – contradicted by Microsoft’s witnesses – that the files
containing IE code and shared code also contain OS-specific code.47 The crit-
ical point here is that the court gave no special weight to concerns about inter-
fering with Microsoft’s design of Windows. It did express an abstract reluc-
tance to interfere with design decisions,48 but did not on that account hold the
government to any higher standard of proof. The issue of integration is to be
considered in the context of the defendant’s proffered business justifications
and the plaintiff’s proffered rebuttals as an ordinary issue of fact. Thus allega-
tions of predatory innovation, unlike claims of predatory pricing, are appar-
ently to be viewed with no particular skepticism. Efficiency concerns have no
doctrinal implications, even when the court applies what it concedes is an
“edentulous” standard of anticompetitive effects.

The court did conclude that Microsoft’s design of Windows to override the
user’s default browser in a few instances – launching IE unexpectedly – was
supported by business justifications that the government had failed to rebut.49

This holding, however, only confuses matters, in two important respects. First,
the court’s statement of the plaintiff’s rebuttal burden here conflicts with its
own statement of the burden earlier in the section. In its discussion of integra-
tion, the court stated that, if the plaintiff establishes a prima facie case of anti-
competitive effect and the defendant responds by offering a pro-competitive
justification for the conduct, the plaintiff must “not only rebut the proffered
justification, but also … demonstrat[e] that the anticompetitive effect of the
challenged action outweighs it.”50 Earlier in the monopoly maintenance sec-
tion, however, the court stated that the plaintiff may prevail either by rebutting
the justification or by showing the anticompetitive effect outweighs it.51 The
inconsistency did not affect the outcome, because on the one issue for which
the court found Microsoft had offered a justification, the government failed to
either rebut it or show that it was outweighed by the anticompetitive effect.
Nevertheless, the court has created the potential for future confusion on this
critical point.

Second, for purposes of remand in the case, this holding greatly compli-
cates the task of determining exactly what Microsoft must allow OEMs to
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remove. Apparently, Microsoft must allow deletion of all of the means of
“readily accessing” IE, but it need not allow deletion of IE technologies nec-
essary to launch IE where an override of the default browser was shown to be
justified. But the condemnation of commingling code, combined with the
court’s holding that unjustified use of disk space is anticompetitive, would
seem to suggest that any code specific to IE, apart from what is necessary for
the default overrides, must be capable of being removed. None of this has yet
been specified.52

More important, the court’s treatment of integration in the monopoly
maintenance section is inconsistent with its treatment of the same issue in the
tying section. In the latter context, the court of appeals held that the district
court applied an incorrect standard in evaluating the legality of Microsoft’s
tying of the browser to the OS.53 The district court had refused to apply the
standard for tying that the court of appeals announced in the 1998 consent
decree case, instead applying a version of the per se rule drawn from the
Supreme Court’s decision in Jefferson Parish.54 The court of appeals reversed,
but not (as one might expect) because Judge Jackson had dodged its 1998
standard. Indeed, the full court of appeals dismissed the panel’s 1998 standard,
somewhat disingenuously, as limited to the consent decree context.55 Instead,
the court held that an unspecified “rule of reason” inquiry was necessary
because of the special efficiency concerns associated with the integration of
functionality in platform software.56

The court recognized that there are potential harms to consumer choice
from combining applications with the operating system and preventing their
removal. But Microsoft had asserted important efficiencies that, according to
the court, the conventional test did not allow to be considered adequately.
Although the requirement that there be two products for there to be a tie (even
under the per se rule) is a proxy for an efficiency analysis, according to the
court it is too crude a test to address the efficiencies adequately. Consequently,
the court remanded for consideration under a rule of reason, which “more
freely permits consideration of the benefits of bundling in software markets,
particularly those for OSs, and a balancing of these benefits against the costs
to consumers whose ability to make direct price/quality tradeoffs in the tied
market may have been impaired.”57 The court emphasized that in the tying
inquiry the plaintiff must establish an anticompetitive effect in the market for
the tied product – browsers.58

First of all, we note the absurdity of a tying rule created specifically to
address “technological integration of added functionality into software that
serves as a platform for third-party applications.”59 The move is particularly
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suspect because it is unnecessary, even if we grant that platform competition
has unique aspects. There is ample precedent for considering pro-competitive
justifications under current tying law.60

More important, however, the court’s invocation of efficiency as the basis
for its concoction of a special test for platform tying is inconsistent with its
indifference to efficiency in the context of monopoly maintenance. The court
asserted that a new test for tying is necessary to allow adequate consideration
of productive efficiency and thus to avoid deterring beneficial integration. But
the same efficiency concerns apply with equal force in the monopoly mainte-
nance context. The court gave lip service to a concern about interfering in
design decisions in that context. But, far from creating any special test, it sim-
ply affirmed the district court’s conclusory findings that Microsoft’s commin-
gling code and prevention of removal of IE were anticompetitive and lacked
any pro-competitive justification. In the process, it addressed none of the con-
cerns about efficiency that it found so compelling in the tying section.

Another puzzle is worth noting. The court declared that, if the plaintiffs
pursue a tying claim on remand, the district court “must also consider” a the-
ory not addressed in its analysis of monopoly maintenance, something called
“price bundling.”61 Describing the “core concern” in tying law, the court ex-
plained that competition on the merits of the tied product “is foreclosed when
the tying product either is sold only in a bundle with the tied product or,
though offered separately, is sold at a bundled price, so that the buyer pays the
same price whether he takes the tied product or not.”62 The court here appears
to divide the universe of tying arrangements sensibly into two groups, one in
which a buyer is forced to purchase two products because of contractual or
physical constraints, and one in which the buyer is permitted to purchase the
tying product alone but has no economic incentive to do so because the price
is no lower than the price charged for the package of products.63 One would
assume that the latter sort of tie is what the court calls “price bundling.”

But the government did not allege “price bundling” in this sense, because
Microsoft did not offer a version of Windows without IE. In the court’s typol-
ogy, the government’s case alleged only the first kind of tying arrangement –
one created by contractual or physical binding. Why, then, would the district
court need to consider price bundling? The court of appeals required the dis-
trict court to compare Microsoft’s charge for Windows and IE together with
the amount that “its charge would have been for Windows alone.”64 But under
the court’s typology, a hypothetical price of Windows without IE (however
that might be determined) is irrelevant to price bundling, which occurs when
the tying product is in fact offered separately, but at a price that represents no
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discount from the price of the bundle.
Apparently, the court is employing a different (but unstated) definition of

price bundling from the one it had suggested earlier in its opinion. The price
bundling claim the court would have the lower court resolve is whether
Microsoft charged a price increment for IE in Windows.65 If Microsoft charged
no higher price for the combination of Windows and IE than it would have
charged for Windows without IE, then Microsoft did not engage in price
bundling. Under this definition, price bundling is charging a higher price for
the package of tying and tied products than for the (hypothetical) tying prod-
uct alone. In other words, if Microsoft gave IE away at no cost – a question on
which the court finds conflicting record evidence66 – it did not price bundle.
One might think that if a seller gave away a valuable product it would face
condemnation for predatory pricing. But the court sidesteps this implication
by noting “there is no claim of price predation.”67

Thus, apparently Microsoft may have committed a tying offense by charg-
ing more for the combination of IE and Windows than it would have charged
for Windows alone. Why such a practice should be given a name, much less
the misleading term “price bundling,” is obscure. Perhaps the court meant to
say that contractual or physical tying is okay if the seller charges no increment
in price for the tied good, because the practice does not harm consumers.
Thus, if and only if the seller charges a price increment will the seller have to
prove that it has procompetitive justifications for the contractual or physical
tie.68 But this interpretation of the court’s analysis conflicts with its conclusion
in the monopoly maintenance section that OEMs incurred a cost in pre-
installing a second browser because of customer confusion and that end users
incurred an opportunity cost in installing a second browser by wasting space
on their hard drives. If these effects are taken seriously, tying could be anti-
competitive despite a zero price increment.

CONCLUSION

The D.C. circuit’s bizarre disposition of the Microsoft case is a missed
opportunity. One would have hoped that a court with such expertise in
antitrust and regulatory matters would have produced a majority analysis
(with perhaps an insightful concurrence and a trenchant dissent) that pointed
the way for antitrust law in the information age. Instead, we are left with an
inscrutable per curiam opinion that gives us only a result and confusion. The
most important monopolization case of the information age deserved better.
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Essay 6

Judicial Misconduct and the Microsoft Case

by Leonard Orland*

During the Microsoft trial, presiding judge Thomas Penfield Jackson was tout-
ed as a folk hero by media desperate for ways to make coverage of complex
and often tedious legal proceedings interesting to the public. What only a few
people knew at the time, though, was that Judge Jackson was flagrantly break-
ing the judicial canon of ethics by holding secret briefings for numerous
reporters. And his remarks at those meetings – a bizarre mix of country humor
and rude comments about the defendants – were almost as shocking as his dis-
regard for the rules against ex parte conversations. Indeed, it is hard to imag-
ine what the judge thought he was doing, since the violations were bound to
be made public by reporters with articles and books to write.

The violations became a serious legal and political problem for the D.C.
Circuit Court of Appeals judges, who made no secret of their disgust with
Judge Jackson but did not want to force the government to make its case again
from scratch. So they compromised, merely disqualifying Judge Jackson from
future proceedings and handing Microsoft a fistful of tactical legal victories
virtually guaranteed to spare the company from the death sentence earlier
pronounced by the trial judge.

Here, Leonard Orland, an expert on judicial ethics who teaches law at the
University of Connecticut, makes the case that the appeals court was on very
shaky ground in allowing any of Judge Jackson’s decisions to stand. “No
judge wants to disqualify fellow judges, to require painstaking work by judge
and litigants to be redone,” he writes. “But our society depends on just such
an investment in the rule of law.” — D.S.E.
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INTRODUCTION

The appeals court decision in the Microsoft antitrust case put the conse-
quences of judicial misbehavior front and center. In a 7-0 decision, the U.S.
Court of Appeals for the D.C. Circuit concluded that most of the violations
found by the trial court did not withstand scrutiny1 and vacated the harsh
remedies – including a corporate breakup – ordered by the trial judge.2 Never-
theless, Microsoft asked the U.S. Supreme Court to overturn what remained of
the trial court’s decision, thereby throwing out all of the judge’s findings. In
October 2001 the Supreme Court declined to review this relatively narrow
appeal, but effectively reserved judgment on the question of whether the jus-
tices later would revisit the issue as part of a broader appeal.

Microsoft was, in essence, asking the Supreme Court to consider what
should happen when a judge breaks the rules.3 Should the answer turn on
when during the proceedings you discover that the judge has violated the judi-
cial code of ethics? The implications for litigants are every bit as important as
the substantive antitrust issues raised by the Microsoft case.

The court of appeals found that District Judge Thomas Penfield Jackson’s
comments – made in secret meetings with reporters while the case was pend-
ing before him – at a minimum gave the appearance that the judge was biased
against Microsoft. Judge Jackson’s conduct violated the federal judiciary’s
canon of ethics as well as a federal law. Indeed, the appeals court found that
the violations were “deliberate, repeated, egregious, and flagrant.”4 Judge
Jackson violated the code of judicial ethics merely by discussing the case, but
the substance of what he said created a separate problem by indicating animus
toward Microsoft and its officers. Together, the court of appeals said, these
statements “called into question the integrity of the judicial process.”5

Had these conversations come to light immediately, the judge would have
been removed from the case on the spot. As one appellate judge noted, “had
he not placed that embargo, he would have been off that case in a minute.”6

But because Judge Jackson insisted that the conversations not be disclosed
until after he decided the case and announced the remedies, the appeals court
was faced with a different problem. The judge’s conduct was doubly troubling
– he both broke the rules and, by delaying the discovery of that fact, raised the
cost of fixing things.

The appeals court could not simply put another judge in charge to finish a
trial and decide the case. Instead, it had to choose between vacating volumi-
nous factual and legal determinations in a very complex case, thereby forcing
a costly duplication of effort, or crediting decisions of a judge who at least
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appeared to be biased against a defendant.
The appeals court thus tried to steer a middle course. It vacated the judge’s

decision on remedies at least in part in response to his misconduct, and it
removed him from further proceedings in the case. But the court also gave def-
erence to many of Judge Jackson’s Findings of Fact. The court did not have
the opportunity to engage in a probing examination of Judge Jackson’s actual
bias, but it did find that on the surface it did not seem that “actual bias infect-
ed his factual findings.”7 And, since most of Judge Jackson’s disclosed con-
tacts with the press occurred closer to the end of the proceeding than the
beginning, the appeals court let Judge Jackson’s liability decisions stand
despite the ethics violations.

This paper explores the implications of Judge Jackson’s misconduct and
the way appellate courts should respond in these circumstances. I argue that
fairness to litigants and the integrity of the judicial process should outweigh
concerns about practical difficulties of retracing steps of the litigation. The
courts should not treat judicial misconduct in the same manner as judicial mis-
take (for example, erroneous rulings on evidence or improper instructions to
the jury). The best course to follow in addressing the sorts of problems asso-
ciated with Judge Jackson’s actions is to vacate all decisions from the time of
the judge’s initial violation of the rules.

JUDGE JACKSON’S BEHAVIOR

From its inception, it was plain that the government’s antitrust suit against
Microsoft involved more than adversaries with very different interests. It also
involved starkly different views of the facts and the law. During a 76-day trial,
heard by Judge Jackson without a jury, witnesses for the company and the
government described different products, different market conditions, differ-
ent conduct, and different motivations. At the outset, neutral observers (as well
as participants in the drama) were uncertain how Judge Jackson would react
to the cases being presented by the government and by Microsoft. When he
issued his Findings of Fact in November 1999, however, Judge Jackson left no
one in doubt.8 Though lacking any references to the trial record, the findings
make clear that the judge believed the government witnesses – and rejected the
testimony of Microsoft witnesses – on nearly every disputed factual issue.
Even though his findings did not always point in the direction of liability for
Microsoft, they plainly laid the groundwork for concluding that Microsoft vio-
lated the antitrust laws.
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Four months later, following the failure of settlement negotiations, Judge
Jackson dropped the other shoe. He ruled that Microsoft was, indeed, liable
for tying under Section 1 of the Sherman Act and both attempted monopoli-
zation and monopoly maintenance under Section 2.9 In a surprise move, he
rejected Microsoft’s request for hearings on the consequences of the govern-
ment’s proposed remedy – a corporate breakup combined with disclosure of
proprietary information about Microsoft software and strict ongoing regula-
tion of software design and marketing. Judge Jackson then accepted the gov-
ernment’s remedy almost intact.

What Microsoft did not know at the time – and could not know because
the journalists in question had been sworn to secrecy – was that Judge Jackson
had been speaking to reporters covering the trial. He gave interviews about the
case and the parties to reporters from The Washington Post, The Wall Street
Journal, The New York Times, The New Yorker, and The Financial Times,
among others. Some reporters were privy to many hours of discussion with the
judge over a period of months, some to only one session. These secret meet-
ings started during the trial, before the judge had issued his Findings of Fact.
They continued through the end of the trial, through his deliberations about
the disposition of the charges against Microsoft, through his decision on rem-
edy, and in the period immediately following as well.10

The reporters’ descriptions of these conversations paint a remarkably con-
sistent picture of Judge Jackson’s comments. All agree that Judge Jackson was
consistently hostile to Microsoft and its officers, while praising the govern-
ment and its representatives. In interviews with Ken Auletta of The New
Yorker, Judge Jackson opined that Microsoft Chairman Bill Gates “has a
Napoleonic concept of himself and his company, an arrogance that derives
from power and unalloyed success …”11 Referring to a photo he had seen in
the press of Gates dating from the 1970s, Judge Jackson said that he looked
like “a smart-mouthed young kid … who would be better off if he finished
Harvard.”12 And Judge Jackson explicitly compared Microsoft’s protestations
of innocence to those of a Washington, D.C., street gang that had appeared
before his court on charges of first-degree murder and drug trafficking. “On
the day of the sentencing,” Judge Jackson recalled, “the gang members [like
Microsoft executives] maintained they had done nothing wrong.”13

Not only did Judge Jackson find Microsoft’s officers unappealing; he also
disliked the way the corporation did business. The judge told reporters he did
not like product integration – a central issue in the case – using the example
of cameras and light meters. Judge Jackson explained that some consumers
might like the convenience of having the light meter built in, but ventured that
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cameras “should also serve the needs of photographers who want a separate
light  meter …”14

In contrast, the judge said that the lawyers from the Department of Justice
and the state attorneys general suing Microsoft were “genuinely concerned
about the public interest.”15 He disparaged Microsoft’s approach to the reme-
dy question, but said that the government lawyers had “studied all the avail-
able options” and ”consulted with some of the best minds in America over a
long period of time.”16 He said he couldn’t do better than the government
lawyers at designing a remedy and noted that Microsoft’s “intransigence” (in
insisting that it had not violated the law) had made a breakup inevitable.17

The judge explained the decision to break Microsoft in two with a story
about a “North Carolina mule trainer” who only managed to get an animal to
do tricks by hitting it on the head with a two-by-four: “You just have to get his
attention.”18 On his unwillingness to hold evidentiary hearings on the sanc-
tions to be imposed on Microsoft, Judge Jackson rhetorically asked a reporter
for The Financial Times, “Were the Japanese allowed to propose the terms of
their surrender?”19

Judge Jackson insisted that, as a condition for granting interviews, the
reporters not reveal these conversations until after he issued his final order in
the case.20 As a result, there was never an opportunity for an evidentiary hear-
ing on the degree to which the judge was biased against Microsoft, on the
source of the bias, or on its effect on the disposition of the case. The comments
were disclosed after the judge decided that Microsoft had behaved pretty
much as the government alleged, had determined that that behavior violated
the antitrust law, and had ordered Microsoft to be broken up along with other
remedial measures.

LEGAL ISSUES: JUDICIAL ETHICS AND THE LAW

The rules governing judicial conduct are sensitive to both the reality and
the appearance of impartiality. They are a cornerstone of the rule of law and
supplement the “floor established by the Due Process Clause,” which, Chief
Justice Rehnquist reminds us in Bracy v. Gramley (1997), “clearly requires a
‘fair trial in a fair tribunal,’ before a judge with no actual bias against the
defendant.”21

Several provisions of the Code of Conduct for U.S. judges regulate what
federal judges can say about judicial proceedings, when they can say it, and
what to do if they cross the line. Canon 3A(6) requires federal judges to “avoid
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public comment on the merits of ...pending or impending” cases.22 That cov-
ers cases before other judges as well as cases that are before the commenting
judge or that might come before that judge. Canon 3A(4) forbids judges to ini-
tiate or consider ex parte communications on the merits of pending or impend-
ing proceedings.23 And Canon 2 admonishes judges to “avoid impropriety and
the appearance of impropriety in all activities.”24 Section 455(a) of Title 28 of
the U.S. Code (the title of federal law relating to courts) requires judges to
recuse themselves (to step down from a particular proceeding) whenever their
“impartiality might reasonably be questioned.”25

The court of appeals in the Microsoft case concluded on the basis of the
published reports that Judge Jackson had violated all of these provisions. If
Judge Jackson’s comments had been known during the trial, Microsoft would
have moved to have the judge disqualified. If the judge rejected that motion,
the company would have been able to take the matter to the appeals court. And
it certainly would have prevailed. The court of appeals decision says as much:
“Given the extent of the Judge’s transgressions in this case, we have little
doubt that if the parties had discovered his secret conversations with the press,
he would have been disqualified, voluntarily or by court order.”26

The court of appeals firmly rejected the argument that secrecy had served
the public interest in having court proceedings appear impartial. The appellate
judges declared, “Far from mitigating his conduct, the judge’s insistence on
secrecy – his embargo – made matters worse.27 The appeals court added:
“Concealment of the interviews suggests knowledge of their impropriety.
Without any knowledge of the interviews, neither the plaintiffs nor the defen-
dant had a chance to object or to seek the judge’s removal before he issued his
Final Judgment.”28

The court of appeals noted that the problem is not simply one of appear-
ances. By holding out-of-court conversations about a case, the judge does
more than impart his views to people who are not properly privy to the infor-
mation. He also risks being influenced by what they say to him. Canon 3A(4)
predicates its ban on ex parte comments with the observation that a “judge
should accord to every person who is legally interested in a proceeding, or to
the person’s lawyer, full right to be heard according to law...”29 The appeals
court remonstrated that the questions reporters pose and the comments they
make during interviews reflect their views of the people and issues involved.
Interview subjects often feel subtle pressure to agree with the interviewer,
especially if the interviewer represents a powerful news organization. The
pressure is particularly sinister because those who respond to it are almost
never aware that they are doing so. The parties have the right to a hearing
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before judges who are as free as possible of influences that cannot be tested in
the courtroom by procedures prescribed by law. This is the reason that judicial
codes are so sensitive to the vice of judges engaging in extrajudicial discus-
sion of pending cases.

Having demonstrated considerable discomfort over Judge Jackson’s beha-
vior, the court of appeals faced the problem of addressing his misconduct. The
issue did not come before the court in a petition to sanction Judge Jackson, but
in an appeal of his decision. Ordinarily, appellate courts give considerable def-
erence to a trial judge’s determinations of fact. The trial judge has seen and
heard the witnesses and has spent time assessing the evidence. Here, howev-
er, the judge’s behavior was not ordinary and put large question marks on the
way his misbehavior interacted with ordinary judicial functions.

How much of Judge Jackson’s decision in this case reflected merely his
own evaluation of witness credibility and his own weighing of competing tes-
timony? How much of the decision was colored by bias against Microsoft?
How much of that bias was the product of discussions with reporters? Without
answering these hard questions, an appellate court cannot know whether
Judge Jackson’s decisions were within the bounds of impartial decision mak-
ing – adverse to Microsoft because the judge found the other side’s case more
compelling – or were products of improper bias, the result of unethical judi-
cial behavior.

In an ordinary case of alleged bias, the parties can challenge the judge
before he or she has spent months drafting decisions, before the public has
seen hundreds of pages of judicial findings and conclusions, before securities
markets have reacted to the ups and downs in a case with enormous financial
implications. Of course, in an ordinary case, the judge cannot successfully
hide the evidence of bias until those thresholds have been passed.

ADDRESSING JUDICIAL MISCONDUCT

This left the appeals court without an easy choice. Reviewing the case
without giving any deference to the trial judge’s fact-finding would pose
extraordinary problems for the appellate court, which relies on trial judges to
make the sort of judgment calls about evidence that cannot effectively be
made by judges who have not seen the evidence firsthand. Throwing out the
entire case after so many months and so much work – sending it back for
entirely new fact determinations by a judge who clearly was free of improper
bias – would also present considerable practical difficulties. It would involve
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substantial additional legal costs, and it would allow Microsoft’s possibly ille-
gal conduct to continue for months or years in the fast-moving information
technology business. Failing to address the judge’s misconduct, however,
would have serious implications also – not only for Microsoft, but for the
notion of impartial justice as well.

The court of appeals seemed to recognize this last point when it compared
Judge Jackson’s comments to other instances of judicial misconduct:

The public comments were not only improper, but also would lead a rea-
sonable, informed observer to question the District Judge’s impartiality.
Public confidence in the integrity and impartiality of the judiciary is serious-
ly jeopardized when judges secretly share their thoughts about the merits of
pending cases with the press. Judges who covet publicity, or convey the
appearance that they do, lead any objective observer to wonder whether their
judgments are being influenced by the prospect of favorable coverage in the
media. Discreet and limited public comments may not compromise a judge’s
apparent impartiality, but we have little doubt that the District Judge’s con-
duct had that effect. Appearance may be all there is, but that is enough to
invoke the Canons and Section 455(a) ...

Members of the public may reasonably question whether the District
Judge’s desire for press coverage influenced his judgments, indeed whether
a publicity-seeking judge might consciously or subconsciously seek the pub-
licity-maximizing outcome. We believe, therefore, that the District Judge’s
interviews with reporters created an appearance that he was not acting impar-
tially, as the Code of Conduct and 455(a) require.30

The appeals court went on to remove Judge Jackson from further pro-
ceedings in the case, and vacated his breakup order, leaving it to another trial
judge to decide on remedies. But the appeals court concluded that Microsoft’s
lawyers had not demonstrated sufficient actual bias affecting specific factual
determinations to disqualify Judge Jackson retroactive to the point of his ini-
tial misconduct. It found that the most serious misconduct had occurred
around the time Judge Jackson was contemplating the remedy to be imposed
on Microsoft. Consequently, the appellate judges concluded that they could
address that misconduct adequately by a limited retroactive disqualification,
one tied to his remedial decision only.

This was a public slap on Judge Jackson’s wrist without any real conse-
quence. After all, the appeals court listed several independent reasons for
vacating Judge Jackson’s decision on remedy. His retroactive disqualification
merely put an exclamation point behind that part of the appellate decision.
And it is not clear how hard one must slap Judge Jackson to have an impact.
Judge Jackson, after all, had been scolded by the court of appeals previously
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for his public comments to reporters in a prior high-profile case.31

The appeals court judges may have concluded that even if Judge Jackson
was biased, there was little harm from that bias at the end of the day. The court
of appeals had discarded much of Judge Jackson’s decision on liability
already. It threw out one major claim in its entirety, sent another back for retri-
al under a radically different standard than Judge Jackson had used, and
significantly pared back the ground on which it affirmed the sole liability
determination to survive appeal.32 Further, the appeals court said, much of
what Judge Jackson said would not have been clear grounds for
disqualification if he had said the same things in open court.

Yet the appeals court also gave the answer to why this was different.
Because Judge Jackson’s comments came in conversations with reporters, we
cannot know how much his animus toward Microsoft was affected by what
reporters said to him, from the cues they gave about what would play well in
the press.

This is not a mere debating point. It is critical to the outcome of the case.
All of the liability determination against Microsoft rests on decisions with
respect to contested facts. The appellate court found in each instance in which
they accepted one of Judge Jackson’s Findings of Fact that there was sufficient
evidence on the record to choose the interpretation Judge Jackson selected. He
could have made a different determination, but the evidence did not contradict
what he did. Microsoft may disagree, but the court of appeals defers to trial
judges’ fact-finding decisions if they are not clearly wrong.

The appellate court, however, underscored more than once the difficulty
of deferring to a judge whose views might be colored by improper conversa-
tions: “Deference to a District Court’s factfindings presumes impartiality on
the lower court’s part.” The appeals court asked, “When impartiality is ques-
tioned, how much deference is due?” It then answered the question this way:
“The question implies that there is some middle ground, but we believe there
is none. As the rules are written, district court factfindings either receive full
deference under the clearly erroneous standard or they must be vacated.”33

The government urged the Supreme Court to deny Microsoft’s certiorari
petition because there was no proof of actual bias on Judge Jackson’s part and
because the prosecutors were as much innocent victims of the judge’s decep-
tion as Microsoft was. Indeed, this seemed very much on the minds of the
appeals court judges as they wrestled with the question of remedying the trial
judge’s misbehavior. But other courts looking at similar issues in cases far less
compelling have decided that the bigger concern comes from the possibility of
blessing the judgments of a biased decision maker.
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In a key 1988 decision, Liljeberg v. Health Services Acquisition Corp., the
Supreme Court gave an appellate court wide latitude in dealing with Findings
of Fact by a judge who presents the appearance of bias. In affirming the
appeals court decision vacating the judge’s findings, conclusions, and judg-
ment in Liljeberg, the court declared that the law “neither prescribes nor pro-
hibits any particular remedy for a violation of that duty. Congress has wisely
delegated to the judiciary the task of fashioning the remedies that will best
serve the purpose of the legislation.”34

But the exercise of that discretion should be especially sensitive to the
prospect that parties receive a fair hearing and that the public agrees that the
proceedings were impartial. In Liljeberg, the judge had a modest financial
interest in the case, but was not aware of that fact until the trial was over and
his decision had been rendered. Nonetheless, the verdict was overturned and a
new trial ordered. As the Supreme Court emphasized in another judicial mis-
conduct case, Liteky v. United States (1994), “what matters is not the reality
of bias or prejudice but its appearance.”35 In Liljeberg, the Supreme Court ad-
ded, “The guiding principle is that the administration of justice should appear
to be disinterested as well as be so in fact.”36

Recent appeals court decisions follow a similar route. For example, in
United States v. Cooley, the Court of Appeals for the Tenth Circuit disqualified
a judge because of a single television appearance in the midst of judicial pro-
ceedings.37 The court stated that even one appearance would cause a reason-
able observer to “harbor a justified doubt as to his impartiality.”38 Reversal was
required even though the record disclosed no actual bias, the evidence estab-
lishing the defendants’ guilt was “overwhelming,” and the judge was “courte-
ous to the defendants and sedulously protected their rights.”39

More recently, in In re Boston’s Children First, the Court of Appeals for
the First Circuit disqualified a judge for publicly responding to statements by
lawyers comparing one case with another.40 The lawyers’ statements were car-
ried in the press, and the judge responded to press inquiries by explaining that
one case was more complex than the other. The appeals court found that
enough for disqualification, despite the fact that there was no evidence of bias.
The judge’s statements were “sufficiently open to misinterpretation so as to
create an appearance of partiality.”41 In a world in which impartiality is criti-
cal if litigants are to be treated fairly, the court decided that it was the better
course to err on the side of too-ready disqualification.

Traditionally, appellate courts have enjoyed considerable discretion to
address accusations of judicial misconduct. The trend, however, has been one
of increasing unwillingness to tolerate judges’ breaking the rules, or even



ORLAND 249

seeming to do that. Not because the appellate judges believe that actual bias
infected most of the decisions they set aside, but because the appellate judges
believe that any plausible question about judicial impartiality is corrosive of
our system.

The judges’ relatively bland statements in Cooley and Boston Children’s
First seem most readily and reasonably construed as innocent and unbiased.
Yet the cases were overturned because of concern for the integrity of the judi-
cial system. The decisions of the first and tenth circuits in these cases no doubt
will lead to the disqualification of judges who are almost certainly impartial.
But the appellate judges looking at these cases decided that the risk of dis-
qualifying unbiased judges poses less of a problem for our system of justice
than the risk that we will fail to disqualify judges who are not impartial.

The calculation courts have made in looking at judicial disqualification is
the same kind of calculation we make in our criminal justice system, where
we give much more weight to the risk of convicting the innocent than to the
risk of acquitting the guilty.42 In both cases, the rules have been slanted to pro-
tect those against whom the power of the government is deployed. Constraint
of that power is the essence of the rule of law. Faith in that constraint sustains
our legal system and our system of governance.

It is a fragile faith. As the Supreme Court, in Liljeberg, declared, “people
who have not served on the bench are often all too willing to indulge suspi-
cions and doubts concerning the integrity of judges.”43

In the Microsoft case, there is more than mere “suspicions and doubts.” A
judge who has held secret meetings with the press, covered up his misconduct
during the time that it best could have been addressed, and made clear his love
of the limelight hardly can be credited with the sort of impartiality litigants
deserve and our system of justice requires. Ultimately, it is the system and
people of the United States as a whole who are the beneficiaries of an impar-
tial judiciary and the victims of misconduct that undermines that crucial ele-
ment of the rule of law. No judge wants to disqualify fellow judges, to require
painstaking work by judge and litigants to be redone, but our society depends
on just such an investment in the rule of law.

* Leonard Orland is a consultant to Microsoft.
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Section 2: Antitrust Policy and the New Economy

Essay 7

Antitrust and the New Economy

by David S. Evans*

While the idea that a New Economy exists has been called into question in the
wake of the collapse of technology stocks, the concept is alive and well in the
context of antitrust analysis.

In this article, I define New Economy industries in terms of a variety of
attributes that make it difficult to analyze markets in traditional fashion. They
are often characterized by network effects that may, in themselves, create bar-
riers to entry. They often have high fixed costs and low marginal costs, imply-
ing that to be profitable, they must charge much more than marginal cost. They
are often created on very high risk business plans, implying that the expected
return to capital necessary to attract investors is also very high. Most impor-
tant, competition in New Economy markets is dynamic rather than static,
largely working through product-defining innovation rather than through
marginal changes in cost, marketing strategy, or product design.

Notice that, even in highly competitive New Economy markets, one might
expect to find dominance by single firms that charge far more than marginal
cost and earn what one might on first glance assume are excess profits – all
benchmarks of market power and potential harm to consumers in traditional
markets. How, then, is one supposed to know whether New Economy markets
are working properly?

The somewhat unsatisfying answer is that the old rules of thumb don’t
apply, and that satisfactory alternatives don’t yet exist – and may never.
Antitrust still has a place in the New Economy. But to serve the spirit of mod-
ern antitrust policy, enforcement agencies and courts must refrain from apply-
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ing inapt rules developed for old-economy industries and carefully evaluate
whether intervention will likely serve the interests of consumers. —D.S.E.

Can century-old antitrust laws, created in the days when the public was
concerned about robber barons controlling entire industries, serve economic
policy in an era in which the Next Big Thing regularly wipes out fortunes
made from the Last Big Thing?

Actually, the question can be answered only by filling in a bit of history.
Two inventions, each about a quarter-century old, launched a new industrial
revolution – the birth of what has come to be known as the New Economy. The
first personal computer, the Altair 8800, was introduced in 1975 as a mail-
order kit for electronic hobbyists. A year later, two young entrepreneurs named
Bill Gates and Paul Allen released the first programming language for the
Altair. Two years after that, Apple delivered the first computer for home use
that could be purchased in stores.

Meanwhile, in 1972, the Internet was bom. Forty terminals were hooked
up to a dozen computers, creating a network of users in 20 cities across the
United States. This primitive network evolved into the physical backbone for
connecting computers around the world.

Three other developments accelerated the commercialization of these new
technologies. First, the cost of computer processing and storage declined
sharply. Second, the cost of sending electronic information over physical net-
works fell in tandem. Third, by the early 1990s, the invention of easy-to-use
software for viewing, editing, and sending documents on the Internet made
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this meta-network a much more powerful tool for distributing information.
This resulting industrial revolution is our third. The first revolution, in the

18th century, was responsible for widespread innovations ranging from steam
engines to iron production. The second brought electricity, telephones, and the
internal combustion engine. Both revolutions promoted changes in industrial
technology and organization by expanding physical capital. The third revolu-
tion, built on technology for processing and distributing information electron-
ically, is more ethereal. Indeed, many of the gains in productivity linked to this
third industrial revolution are based on the rapid creation of intellectual, rather
than physical, property.

To see how much the economic landscape has changed as a result, com-
pare the companies with the highest market values at the beginning of the year
2000 with the most valuable companies just 30 years earlier (see Table 1).

So many of the faces are new. And most of them are at the forefront of the
third industrial revolution – Microsoft, Cisco Systems, Intel, Nokia, and Sun,
to mention a few. Others, like AT&T and IBM, have been trying with some
success to turn themselves into New Economy companies. And virtually all of
them allocate the lion's share of their investment budgets to R&D.

NEW ECONOMY INDUSTRIES DIFFER FROM OLD ONES

The new industries that are emerging from the third industrial revolution
differ from older industries in a number of ways.

Many produce for markets that exhibit “network effects” – that is, their
products are more valuable to all if more people use them. I enjoy AOL more
if you also subscribe to AOL’s Internet service because we can be on each
other’s “buddy list” and exchange messages instantly online. Most old eco-
nomy industries, by contrast, don’t have substantial network effects: I don’t
enjoy Coke more because you drink it, too.

Many have high fixed costs and low marginal production costs. New
Economy firms often have to invest a great deal to develop their products,
either because they must make substantial investments in research and devel-
opment, or because they must invest in a physical or virtual network to create
and deliver the product. But once they make this initial investment, it’s cheap
to create additional units. It doesn’t cost much to produce another copy of, say,
the Microsoft Office software package; nor does it cost much to add another
subscriber to the AOL network. Thus, material and selling expenses represent
less than 20 percent of revenues in software. By contrast, outlays for material
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and selling expenses in manufacturing exceed 60 percent of revenues.
New Economy firms are also much more labor-intensive and much less

capital-intensive than old economy industries. That’s because the fixed costs
incurred by New Economy firms are mainly from the labor used to develop
their products. They don’t need many plants or equipment. For example, labor
cost represents 46 percent of revenues in software manufacturing, compared
to just 9 percent in manufacturing overall.1 By the same token, New Economy
industries generally employ better-educated workers than their old economy
counterparts.

In the third industrial revolution, competition often consists of a series
of races. In the first race, firms invest to develop a product that creates a new
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category – the Palm Pilot, Visicalc’s pioneering spreadsheet for Apple com-
puters, AOL’s Instant Messaging Service. Winners get huge market shares. In
subsequent races, firms invest heavily to displace the leader by leapfrogging
the leader’s technology. Lotus 1-2-3 displaced Visicalc. Microsoft Excel, in
turn, displaced Lotus 1-2-3.

As with a host of endeavors in which many try but few succeed, the win-
ners are assured enormous profits as long as they stay ahead of their rivals.
These “prizes” for the winner serve the same purpose as prizes in tennis tour-
naments, huge salaries for movie stars, and enormous earnings for best-selling
authors; they maintain the flow of contenders. Because the path of successful
innovation is so difficult to lay out in advance, it serves the interests of socie-
ty to encourage a lot of entrepreneurs to try to blaze their own.

Competition is dynamic. The contest is not about which widget produc-
er can sell widgets for the lowest price today, but which inventor can come up
with something so much better that no one wants widgets anymore. Many
decades ago the great economist Joseph Schumpeter prophetically described
this dynamic competition as a “perennial gale of creative destruction” that
“strikes not at the margins of the profits of the existing firms but at their foun-
dations and their very lives.”2 Andy Grove, the former CEO of Intel, summa-
rized business life for those in the path of these uprooting events: “Only the
paranoid survive.”3

These differences change the logic underlying antitrust policy. The “first
take” on market economics presented in most undergraduate economics cours-
es is built on a model of static competition – one in which there is no past and
no future. Economists have long used this static model to describe an ideal
state known as perfect competition, which becomes the benchmark for meas-
uring the losses associated by the inevitable departures from this blissful
world. And this way of thinking has heavily influenced the practice of antitrust
over the last century. Departures from the pre-conditions of perfect competi-
tion signal a breakdown and invite the courts to intervene.

Compare this static model of competition so often used to analyze firms
in economics textbooks and antitrust courtrooms with the dynamic model that
better describes markets in the New Economy (see next page).

Antitrust practitioners have known for a long time that the textbook model
of static competition is not relevant for many industries. In fact, that’s one rea-
son the courts have been clear all along that it is all right for firms to become
monopolies as a result of superior efficiency and foresight. What’s more, we
have known that using the textbook model of competition as the standard of
comparison can lead to error in judging the consequences for consumers. The
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Static Versus Dynamic Competition

STATIC DYNAMIC

Competition takes place in the market. Competition takes place for the market. Firms compete
Firms vie with each other to offer the lowest through innovation to dominate the market. Those firms that
prices and best features.   succeed may be thought of as "fragile monopolists" because

they can retain their position only if they continue to innovate.

With many firms and few barriers to entry, Scale economies in production together with network effects
competition minimizes costs to consumers result in a single firm with lowest costs and a large share of
and eliminates the ability of any firm to   the market. Consumers benefit from lower prices and greater
earn above-normal profits. standardization.

Competition ensures that prices equal the   To succeed, firms must charge more than marginal cost,
marginal cost of production. Prices in excess That's the only way firms can be compensated for both their
of marginal cost are evidence that sellers fixed costs and the high risk inherent in the investment,
have some degree of monopoly power.

Competition ensures there is only one price Charging different customers different prices is common.
for a product. Firms that charge different It is the most efficient way to earn back fixed costs.
prices to different customers must have
some degree of monopoly power.

Firms get just a normal return, adjusted for  The return to competitors, in aggregate, consists of normal
risk, on their invested capital. Persistent profits adjusted for risk. But winners receive huge profits that
high profits indicate that firms have some offset the huge losses incurred by losers. The fact that firms are
degree of durable monopoly power. very profitable is not an indication that competition is failing.

Supreme Court has made that point clearly in the line of cases beginning with
BMI v. CBS, Inc.4 These cases recognize that in certain industries, price fixing
actually serves the interests of consumers.

Nevertheless, there is still a reflexive tendency to compare all industries
and all marketing practices to the textbook model of competition. That creates
serious problems for New Economy industries because the textbook model of
competition can never work in many of these industries. If, for example, we
restructured these industries to create a large number of small firms, or if we
forced them to price their products at marginal cost, consumers would be
worse off.

HOW THE ECONOMICS OF THE THIRD INDUSTRIAL
REVOLUTION AFFECT KEY ANTITRUST CONCEPTS

Market Power

The analysis begins with the issue of how to determine whether firms have
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market power. Antitrust experts typically look at one or more traditional indi-
cators, all of which would suggest that third-industrial-revolution industries
are antitrust cases waiting to be prosecuted. But that’s because static standards
of competitive behavior ignore the discipline that the dynamic process of com-
petition places on the fragile monopolists that dot the New Economy land-
scape.

Market Share
The most common antitrust indicator is whether a firm has a large share

of a relevant market. But in third-industrial-revolution industries, the incum-
bent typically has a large market share because competition is often a matter
of “winner-take-most.” A better test of market power is contestability. Imagine
what Intel’s market share would be two years from now if it left the innova-
tion to AMD, IBM, Compaq, or any of a dozen other firms with the technical
capacity to create faster, more flexible microprocessors.

Price Versus Marginal Cost
Another common indicator of market power, which simply doesn’t work

in New Economy industries, is whether a firm is charging a price that exceeds
marginal cost. To highlight the problem, let me share one of my favorite lines
of testimony from the Microsoft case. One of the government’s economists,
Frederick Warren-Boulton, testified that the price of Windows was higher than
the competitive level. When asked on cross-examination what the competitive
price of Windows was, he replied that it was “significantly below whatever it
is.”5

Comparing price with the marginal cost of production doesn’t make sense
for companies that have very low marginal costs and very high fixed costs. No
firm would enter the competitive races that characterize third-revolution
industries if they had to charge marginal cost. All software companies charge
more than marginal cost, even though this industry is intensely competitive.
Most other third-industrial-revolution companies do the same.

Predatory Behavior

Another antitrust concept that doesn’t travel well from a world of static
competition to one of dynamic competition is predatory behavior. In the usual
story, the predator tries to eliminate its rivals from the market so that it can
raise prices above competitive levels. Now, the courts have taken a pretty jaun-
diced view of predation theories, even in cases regarding old economy indus-
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tries. That’s because, in practice, it’s hard to distinguish predation from com-
petition where the essence of competition is harming one’s rivals.

The Recoupment Test
As a result, the courts have developed stringent tests to distinguish preda-

tion from competition. Roughly speaking, the plaintiff must demonstrate that
the alleged predator incurred economic losses to drive its rivals out of business
and that it did so because it could plausibly expect to recoup those losses after
it vanquished them.

Even by this relatively stringent test, however, all successful firms subject
to dynamic competition are predators. Think about it for a moment. You and I
engage in competition for a market that is likely to end in a winner-take-all
result because of a combination of scale economies in production and network
effects in demand. We both invest a lot of money to come up with the next-
generation product. We’re losing money now, and the only way either of us
can earn our money back is by winning the innovation race. Yet under the
courts’ recoupment test, I’m the predator if I win and you’re the predator if
you win.

Evidence of Intent
The courts also look to intent to determine whether a firm is engaging in

predation. Whatever you think this kind of evidence is worth for cases involv-
ing older industries, it doesn’t help at all in companies involved in dynamic
competition. If I intend to survive a winner-take-all race, I must intend for you
to fail. And if you intend to survive, you must intend for me to fail. So if
antitrust authorities looked hard enough, one would expect them to find plen-
ty of evidence – e-mails, memos, and so forth – that each competitor wants to
bury the other.

WHERE'S THE CONSUMER HARM?

Not surprisingly, the Department of Justice and the Federal Trade Com-
mission have become quite interested in third-revolution industries. In a
January 1998 speech, Joel Klein, the head of the Justice Department’s antitrust
division, noted: “The economic qualities that tend to characterize market
behavior in high-tech industries are such that we will almost certainly see
companies come to enjoy very significant market power, which in turn is like-
ly to lead to antitrust scrutiny....”6
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A few months later Mr. Klein’s chief economist further explained that
“allegations of anticompetitive behavior need to be treated quickly and seri-
ously”7 in these industries. In the second term of the Clinton administration,
the Justice Department adopted the view that not only are New Economy in-
dustries different from old economy industries, but they are different in ways
that require even closer antitrust scrutiny than old economy industries.

This view reflects a fundamental misunderstanding of how competition
works in the New Economy. Mr. Klein takes a snapshot of these industries
through the lens of static competition and sees market failure. The fact that
successful firms have high market shares, charge prices that exceed marginal
cost, and earn enormous profits tells him something is wrong. But the dynam-
ic view of the same facts tells a different story – one that shows how fragile
this market power is and how hard successful firms must compete to stay on
top of the heap.

Recent high-profile antitrust cases have all used the static competitive
model as their foundation, in particular the Federal Trade Commission’s case
against Intel along with the Justice Department’s cases against Microsoft and
Visa–MasterCard. In each, the crack in the foundation appears when the en-
forcement agency gets to what’s supposed to be the bottom line in an antitrust
case, demonstrating how consumers have been harmed. In none of these cases
did the enforcement agencies offer direct evidence of consumer harm.

In the Intel case, the Federal Trade Commission settled after F.M.
Scherer, an economist at Harvard and the government’s expert witness,
acknowledged in pre-trial testimony that no tangible harm could be identified.8

In the Microsoft case, Frank Fisher, the government’s chief economic
witness, responded to a question of whether consumers had been harmed by
saying, “that’s hard to know… I would think the answer was no, up to this
point.”9

In the Visa–MasterCard case, Michael Katz, the government’s chief eco-
nomic witness, acknowledged that he had “not come up with specific numer-
ical or – numerical quantification of the harm to competition and consumers.”10

Lacking tangible evidence of damage to consumers in the form of higher
prices or lower quality, the government concluded each of these cases with the
claim that the defendants had harmed consumers indirectly by inhibiting inno-
vation. But that’s a very difficult claim to prove. After all, the essence of inno-
vation is that it is unpredictable, often coming from unanticipated sources at
unanticipated times. As Professor Paul Krugman of Princeton University put
it in a column in The New York Times expressing his skepticism about the
harsh remedies prescribed in the Microsoft case:
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My point is not that it is wrong to consider the impact of policy on inno-
vation; it is that because the determinants of innovation are not well under-
stood, clever advocates can invoke technological progress as an all-purpose
justification for whatever policy they favor…11

There are instances, of course, when it is possible to show cause and effect
in technological innovation – or lack thereof. But, in spite of the judge’s asser-
tions to the contrary, there is nothing in the Microsoft trial record showing that
innovation was suppressed. And in the other two major New Economy cases
discussed here, the government’s experts admitted as much in sworn testimony.

Question to F.M. Scherer regarding Intel:
“...Has it [Intel’s conduct] adversely affected research and development

expenditures by any microprocessor competitor?”
Answer:
“We’ve gone through this before, and I’ve not found evidence in effect.”12

Question to Michael Katz regarding Visa-Mastercard:
“Would it be correct to say that you don’t know whether and to what

extent any suppressed innovation, if it existed, harms consumers?”
Answer:

“...I have not attempted to come up with a quantitative estimate.”13

CONCLUSIONS

Despite obvious misgivings, I believe antitrust still has a place in promot-
ing competition. The basic principles of antitrust apply just as well to the New
Economy as to the old. Agreements to fix prices or to restrict output are sure-
ly as bad in the information age as they were when John D. Rockefeller was
making it almost impossible for rivals to move oil to market. Unless there are
the kinds of extenuating circumstances identified in BMI v. CBS, Inc. and State
Oil Co. v. Khan,14 such agreements probably harm consumers and should be
banned; the per se rule provides clear guidance for businesses. Most other
practices require the courts to take a closer look at the facts to figure out
whether they impose significant harm to competition and consumers. And so
the rule-of-reason inquiry remains the practical approach to antitrust.

There is certainly plenty of controversy over the application of the basic
principles. And there are still instances in which the courts condemn practices
that economists consider pro-competitive – price discrimination and tying
come to mind. Yet, all in all, these basic principles have served to maintain
competition without the sorts of government regulations that undermine inno-
vation and risk-taking.
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The real problem is how those principles are applied to specific industries
and specific sets of facts. So long as the courts keep two things in mind, there’s
no reason why the sound antitrust principles that have fostered competition in
the United States for the last century can’t do so for the next. The first is: “one
size does not fit all.” Antitrust analyses must be tailored to the realities of con-
temporary markets. In particular, the courts need to alter their benchmarks for
what constitutes healthy competition in light of the characteristics of New
Economy industries outlined above.

The second thing to keep in mind is that the true clients of antitrust are
consumers. Before determining that a practice is illegal, the courts should
always insist on sound evidence that, on balance, it harms consumers. What
they really need to resist is efforts by plaintiffs to sidestep the question of con-
sumer harm by claiming there is harm to rivals or harm to competition in the
abstract. Behavior widely perceived as anticompetitive in the context of the
old economy can be benign in the New, where corporate success often means
failure for rivals.

* David S. Evans is a senior vice-president of National Economic Research Associates and a
consultant to both Microsoft and Visa. This paper is adapted from a presentation to the
American Law Institute–American Bar Association, Sept. 14, 2000, in New York City.
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The Rise and Fall of Leaders in
Personal Computer Software

by David S. Evans, Albert L. Nichols, and Bernard Reddy*

For some years, economic policymakers have been struggling to formulate
strategies with respect to industries in which “network effects” have the
potential of trapping consumers into using technologies that ultimately prove
inferior to alternatives.

The classic example cited in the technical literature is the battle between
the early videocassette recording formats, Betamax and VHS. Betamax was
widely considered superior to VHS. But VHS was the first to introduce tech-
nology that made it possible to record an entire movie on a single cassette.
Video stores, loath to stock both versions, opted for VHS. And although
Betamax quickly caught up with a two-hour cassette, the damage was done.
With more rental movies easily available on VHS, consumers were inclined to
buy VHS players. And with more VHS players around, both film distributors
and video rental stores chose the VHS format.

There is, in fact, some doubt that the triumph of VHS actually generated
net losses in welfare for consumers. The technical superiority of the Betamax
format is not as certain as is generally represented. Even if it were, it is pos-
sible that the costs to consumers in waiting until Betamax caught up would
have outweighed the benefits of the earlier introduction of long-playing cas-
settes  in a different format. But the illustration is clear enough: One can imag-
ine circumstances in which network feedbacks create substantial barriers to
entry. And antitrust authorities already inclined toward interventionist poli-
cies therefore had a rationale for looking closely at barriers in software –
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products that often exhibit network effects.
But as Evans, Nichols, and Reddy (all economists at National Economic

Research Associates in Cambridge, Massachusetts) show here, what makes
sense in theory doesn’t have much relevance in fact. In major areas of soft-
ware development – including operating systems for personal computers –
leadership has been contested and has changed hands. More important, soft-
ware that is viewed by independent reviewers as better than the competition
has succeeded in toppling the incumbent.

This doesn’t prove – or even suggest – that antitrust enforcement is unnec-
essary in key industries like software where network effects are significant. But
it does imply that concerns to date about network effect–based barriers to
entry have been overwrought. — D.S.E.

This paper documents the sequence and timing of leadership by various
microcomputer software packages in different product categories. We review
when products were released, when they became leaders in their categories,
and when they lost their leadership positions. We examined the sequence of
leadership in the following microcomputer software categories: operating sys-
tems; word processors; spreadsheets; personal finance; databases; and presen-
tation graphics. These have been among the most widely used categories of
microcomputer software over the past 20 years.

DATA SOURCES

We relied primarily on market research reports from International Data
Corporation (IDC), a well-known market research firm in the microcomputer
industry. As a secondary source, we used market research reports from
Dataquest (part of the Gartner Group). Data from these two firms are widely
used in the industry. Of course, like all market research data, these are imper-
fect. For example, these firms sometimes change their reporting methods, so
data may not be perfectly comparable over time. Nonetheless, the data are
sufficiently accurate for our purposes in showing trends and changes in rela-
tive shares. We also considered articles from the trade press, including prod-
uct reviews, and journalistic accounts (including a variety of books) of the
microcomputer hardware and software industries.

We have observed two phenomena that are characteristic of the software
industry. First, products that become category leaders are usually considered
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by industry reviewers to be the best or among the best available. Second, prod-
ucts that become category leaders are usually displaced when a significantly
better one emerges. We have come to these conclusions in large part through
the examination of product reviews in popular trade magazines. These reviews
rate the quality of competing software applications. To document our findings
systematically, we gathered reviews from every issue of PC Magazine going
back through the early 1980s. PC Magazine is ranked first in paid circulation
and is one of few publications whose reviews consistently cover the last two
decades of software development. Although we have gathered and studied
reviews from various publications, limited resources have kept us from per-
forming an exhaustive search of more than one magazine. In four software cat-
egories (word processors, spreadsheets, databases, and personal finance soft-
ware), we have used direct quotes from PC Magazine to support our conclu-
sions.

RISE AND FALL OF CATEGORY LEADERS

The microcomputer industry and the microcomputer software industry
have grown together in fits and starts, feeding off each other in the process.
Advances in hardware have spurred the development of new software;
advances in software have spurred the adoption of new hardware. The micro-
computer hardware and software industries both began in the mid-1970s,
based on 8-bit microprocessors. Since then, three important developments
have affected both hardware and software:

1. The shift to 16-bit computing. Because the 16-bit microprocessors were
not fully backward compatible with the older microprocessors, new software
had to be developed for the new computers.

2. The shift to 32-bit computing, which finally made graphical user inter-
faces sufficiently fast that they were adopted widely.

3. Networks, including the Internet, which have shifted the focus of many
business and home users.

Operating systems and applications have had to adapt to each of these
changes, with major opportunities for new products arising with each.

Operating Systems

A general-purpose computer, such as a personal computer, typically runs
an operating system as well as applications software. From an economic and
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commercial perspective, the dividing line between the two types of software
is at best fuzzy; it may not even exist. In general, an application is a program
that a user runs to accomplish a task that is unrelated to the computer itself,
such as writing a letter. Sometimes a computer user wants to perform actions
that are related to the computer itself, such as locating and copying a file. An
operating system will frequently provide these capabilities to the user. But
also frequently, specialized applications programs (called “utilities”) can pro-
vide some of these capabilities. Here, we take the practical view that an oper-
ating system is software marketed as an operating system.

The first operating system for personal computers was arguably CP/M,
written by Gary Kildall around 1974 for use on computers running Intel’s
8080 microprocessor1. It began to be used widely in 1977 on machines from
several manufacturers. It was one of two early operating systems that were
available for a number of different computers, the other being the UCSD
p-System. Computers in the late 1970s that did not run CP/M, such as the
Apple II, typically ran a proprietary operating system. The most common
computers for business applications in the late 1970s were the Apple II (for
which VisiCalc was first written) and those running CP/M.

CP/M has frequently been described as an industry standard.2 CP/M was
an operating system standard in two senses: It ran on multiple brands of com-
puters; and computers running CP/M accounted for a large fraction (possibly
a majority, although that is not clear) of personal computers used by business.
Even the Apple II could run CP/M – when equipped with Microsoft’s Z-80
SoftCard, released in 1980 and bundled with CP/M.3

IBM’s Personal Computer (PC), announced in August 1981, was based on
a 16-bit cousin of Intel’s 8080 microprocessor, the 8088. Software that ran on
an 8080 computer could be converted to the 8088, but the new microproces-
sor was not backward compatible with the old. When IBM announced its new
PC, it offered four options for an operating system:4

“Cassette BASIC” for computers without a floppy disk drive. This ver-
sion of Microsoft BASIC loaded from ROM and could control an audiocas-
sette; it was not a “disk” operating system.

The IBM Disk Operating System, which eventually became known
widely as PC-DOS. Microsoft developed this product from an operating sys-
tem purchased from Seattle Computer Products.5 PC-DOS was a newly devel-
oped operating system that used syntax partially patterned after that of CP/M.

CP/M-86 from Digital Research, which was not available until April
1982.

The UCSD p-System from SofTech Microsystems.



EVANS, NICHOLS, REDDY 269

A buyer of a new IBM PC who wanted to use a floppy disk drive (hard
disks for the IBM PC were not yet available) therefore faced a choice: an
unknown operating system (PC-DOS) that was immediately available and
inexpensive ($40); a direct descendant (CP/M-86) of the industry standard
(CP/M) that was not immediately available and was expensive ($240); or the
UCSD p-System, a known product whose interpreted programs executed
slowly. The choice at the time between PC-DOS and CP/M-86 was not an
obvious one: “Analysts expected CP/M-86 to knock DOS off the moment it
became available – despite the fact that it would not ship for months.”6 Further,
“when MS-DOS was released, nine out of ten programs on the Info World best-
seller list for 1981 ran under CP/M-80, and CP/M-86, which became available
about six months later, was the operating system of choice to most writers and
reviewers in the trade press.”7 Even the choice between PC-DOS and the
p-System was not obvious: At least one major early integrated application
(Context MBA) was written for the p-System – and died in part due to its slow
execution speed.8

The period from the introduction of the IBM PC in 1981 through the end
of 1983 was one of transition. CP/M, the early industry standard, continued to
thrive with shipments exceeding those of the IBM PC. But by the end of 1983
the eventual success of 16-bit computers became clear. Computers based on
the Intel 8086/8088 chips were pulling ahead of those based on other 16-bit
chips, and the ever-changing near-twins, PC-DOS and MS-DOS, collectively
were winning out over CP/M-86 in the 8086/8088 world. With their continued
improvements in new versions, PC-DOS/MS-DOS were emerging as the new
standard. According to Microsoft, “by the end of 1983 the technical superior-
ity of MS-DOS (bolstered by the introduction of such products as Lotus 1-2-
3) carried the market.”9

MS-DOS/PC-DOS was not designed for running multiple programs si-
multaneously. And it had difficulties managing memory in the mid-1980s, due
to limitations in the Intel microprocessors of the day and the design of the
IBM PC. Several other software vendors attempted to “port” operating sys-
tems to the Intel-compatible platform, but none succeeded in making substan-
tial inroads. Microsoft and IBM cooperated in developing a would-be succes-
sor for DOS, OS/2. Designed to be more powerful and stable than MS-DOS,
OS/2 was initially released (without a graphical user interface) in December
1987, but met with little success. OS/2 1.1, the first version of OS/2 with a
graphical user interface (GUI), called Presentation Manager, shipped Octo-
ber 31, 1988. But it offered relatively poor support for DOS applications and
relatively few device drivers to support hardware other than IBM’s.
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Given poor backward compatibility, poor support for non-IBM hardware,
and the memory and other resources that it required, these early versions of
OS/2 attracted little interest from users or independent software vendors
(ISVs). One critic has noted that “not a single Presentation Manager applica-
tion was ready on the day of the PM announcement.”10 The first major appli-
cation available for Presentation Manager was actually Microsoft Excel,
released a year later – two years after Excel had first shipped for Windows and
four years after it had first shipped for the Macintosh.

The first version of OS/2 to win wide praise was the 32-bit version 2.0,
released in early 1992, about the same time as Windows 3.1. This version was
highly compatible with applications written for either MS-DOS or Win-
dows 3.0. Many analysts were unsure at the time whether it or Windows 3.1
would ultimately dominate. Later versions of OS/2 added compatibility with
Windows 3.1 applications.

On the DOS front, competition heated up in the late 1980s and early
1990s. IBM became more aggressive in marketing its version of DOS. Digital
Research released DR DOS, an operating system that attempted to be com-
patible with MS-DOS. Reviews of DR DOS generally praised its utilities
(such as the memory manager that it began to include with version 5), but
some questioned the compatibility of the product. DR DOS made little head-
way with original equipment manufacturers (OEMs). Other MS-DOS clones
were also developed and marketed in this period, but they met with little
commercial success.

Another limitation of early operating systems was ease of use. The Xerox
Star (1981), Apple Lisa (1983), and Apple Macintosh (1984) demonstrated
that a graphical user interface could be easier to use, although the Star and the
Lisa were prohibitively expensive for most users. Microsoft tried to develop a
companion operating system to work in conjunction with MS-DOS, announc-
ing Windows in late 1983 and shipping it in late 1985.

Windows did not become popular until after version 3.0 was released in
May 1990. But its popularity was sustained by the release of Windows 3.1 in
April 1992. By that time Windows applications, including Microsoft’s own
Word, Excel, and PowerPoint, were becoming available. Around the end of
1992, Windows passed DOS in popularity. A majority of new computers with
DOS installed also had Windows installed.

In 1995, Windows 95 began to replace both MS-DOS and earlier versions
of Windows. Within about one year of its release, it had surpassed
Windows 3.x in popularity on new computers. Windows 95 was seen as a great
improvement over its predecessors. Nonetheless, versions of DOS and
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Windows for Workgroups were still available in 1999.11

In mid-1993, Microsoft released Windows NT, its first fully 32-bit oper-
ating system. It had the same graphical user interface as Windows, but like
OS/2, it was less prone to failure than DOS.

In summary, CP/M was the popular “standard” operating system on 8-bit
computers. MS-DOS/PC-DOS replaced it on 16-bit computers. CP/M-86 was
late and expensive, and neither software developers nor users waited until it
became available before purchasing the IBM PC with PC-DOS. Shortcomings
in PC-DOS/MS-DOS were evident in the 1980s. Microsoft and IBM released
OS/2 with the intent of solving those problems, but the shortcomings of OS/2
(e.g., poor backward compatibility) meant it gained little support from soft-
ware developers or users.

Microsoft Windows, a companion to MS-DOS that provided a GUI and
multitasking, also gained little support in the five years after the release of its
first version in 1985. The 3.0 and 3.1 releases in 1990 and 1992, however,
were more popular. In part, advances in hardware (such as computers based on
Intel’s 486 microprocessor) gave the product enough speed to be useful.
Around the end of 1992, new computer shipments with Windows installed
finally outnumbered computers with DOS but without Windows. Advanced
features of Windows 95 (and later Windows 98) led to its rapid replacement of
Windows 3.x.

Word Processors

Released in June 1979, MicroPro’s WordStar was not the first word-
processing program for microcomputers; products including Electric Pencil
on CP/M computers and Easy Writer on the Apple II preceded it. But WordStar
soon became the standard on computers running the CP/M operating system,
which was used by most business-oriented non-Apple microcomputers. It also
ran on Apple II computers that were equipped with the Microsoft SoftCard.

When the IBM PC first began shipping in 1981, Easy Writer was available
for PCs running PC-DOS as the operating system. Other companies came out
with word-processing software for the PC, but none was overwhelmingly pop-
ular until MicroPro released WordStar 3.3 for PC-DOS. In its first year for the
PC, WordStar sold roughly three times as many copies as its nearest competi-
tor, MultiMate (originally underwritten by an insurance company looking for
software that would minimize retraining costs for typists switching from ded-
icated Wang word processors to PCs). Within a short period, many other firms
began marketing word-processing software; a 1984 article in PC Magazine
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noted that “the number of word processing packages on the market today is
staggering” and went on to review the 19 most popular.12 WordStar 3.3’s fea-
tures and speed quickly won over corporate users and ushered in the era of
word processing on the PC. The trade press spoke highly of MicroPro’s prod-
uct. In 1984, for example, PC Magazine noted that “WordStar has given its
users enormous capabilities right from the beginning, and few word process-
ing programs have carried the art further.”13

In late 1984, MicroPro came out with its intended replacement for Word-
Star, WordStar 2000. Although it offered many new features, this product was
slow and replaced the familiar WordStar interface with an entirely different
one. PC Magazine described the program as “slower than WordStar, clumsier
to use, and more limited in some ways.”14 The result pleased neither reviewers
nor existing users, opening the door for competitors.15

WordPerfect was originally released in 1980 for Data General minicom-
puters and was ported to PC-DOS for the IBM PC in 1983, after WordStar’s
release. Fueled in part by good reviews of later versions,16 sales of Word-
Perfect passed WordStar around 1987, a year after PC Magazine declared the
product an Editor’s Choice. The magazine recognized WordPerfect as a
“finely engineered piece of software that not only does what’s intended but
goes much further.” They went on to note, “It’s hard to imagine a better and
more powerful word processor than this one....”17 Later versions continued to
earn good reviews, and WordPerfect comfortably maintained its lead through
about 1990.

With the release of Windows 3.0 in 1990, public attention began to turn to
Windows. WordPerfect Corporation did not have a Windows version under
development at the time; its first Windows version was not released until
November 1991. Moreover, the user interface of WordPerfect 5.2 for Windows
was an uneasy compromise between that of WordPerfect for DOS and the
standard Windows interface. Versions 6.0 and 6.1 (released in October 1993
and November 1994, respectively) were received more favorably, but general-
ly were seen as inferior to Microsoft Word.

Word was first released in a DOS version in late 1983, about a year after
WordPerfect’s DOS release. A version for the Macintosh followed in 1985 and
for Windows in early 1990. Word was not the first word processor available
for Windows; Samna’s Ami was released in late 1988.l8 At about the same
time WordPerfect shipped its first Windows-based word processor, Microsoft
shipped its second major release. Reviews of Word for Windows generally
deemed it the best of the Windows word processors. A year after it became the
category leader, Microsoft Word 6.0 for Windows won distinction for its tech-
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nical excellence. PC Magazine named the product “an example of the best
trends in current software...[that] raises the word processing species to a new
plateau.”19

Around 1993, shipments of Word exceeded shipments of WordPerfect for
DOS and Windows combined. Word’s popularity rose further with the emer-
gence of office “suites,” in which a word processor, a spreadsheet, and other ap-
plications were sold in a bundle at a substantial discount from the stand-alone
prices. Microsoft had strong applications in each of the categories included in
its suite, Microsoft Office, while other would-be suite vendors did not.

In summary, WordStar was a big hit on 8-bit computers and the early years
of 16-bit computers, but its publisher failed to come out with a successor prod-
uct that could maintain its leadership. WordPerfect was very successful in the
late 1980s, but failed to manage the transition to the graphical user interfaces
that 32-bit computing made possible. Word took 10 years from its initial
release to become a category leader and remains the leader today. Based on
our analysis, each of the category leaders received strong reviews for the years
in which they led their category. Although there have been many products in
the word-processing category that have received strong reviews at different
times, the three applications that have led the category seem to have received
the consistently highest reviews for their category during the reign of their
lead.

Spreadsheets

The spreadsheet category came into existence in late 1979 with the release
of VisiCalc for the Apple II. Clones quickly followed, but VisiCalc remained
the preeminent spreadsheet for microcomputers for several years.20 When IBM
announced its PC in August 1981, it also confirmed that VisiCalc would be
available for it. Several other companies that already marketed spreadsheets
also ported them to the IBM PC, including Sorcim’s (later Computer Asso-
ciates’) SuperCalc (a popular spreadsheet in the CP/M world) and Microsoft’s
Multiplan. In 1982 – the first year in which we were able to obtain PC Maga-
zine reviews for spreadsheets – the magazine noted that VisiCalc “has set the
standard against which other worksheet programs are measured.” Neverthe-
less, SuperCalc by this time was also highly regarded, and PC Magazine
awarded both applications “A Split Decision.”21

Despite this formidable competition from “established” companies and
the fact that it had “high” memory requirements (256 kilobytes [KB] of mem-
ory22 at a time when many machines had only 64 KB), Lotus Corporation’s 1-
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2-3 program was an almost immediate hit when it was introduced in early
1983. Lotus 1-2-3 went beyond its competitors in both performance and fea-
tures. In addition to spreadsheet functions, it included charting, simple data-
base operations, various disk utilities, keyboard macros to automate tasks, and
primitive word-processing abilities. It passed VisiCalc in sales in 1984 to
become the category leader. In that year PC Magazine noted, “For power and
ease of use, 1-2-3 spreadsheet is hard to beat. Other programs do some things
that 1-2-3 can’t, but none seems to have been designed with comparable atten-
tion to detail and care for the user.”23

Lotus faced competition from several directions in the 1980s, including
other full-featured spreadsheets (primarily SuperCalc), low-priced clones like
VP-Planner, Twin, and Farsight, and spreadsheet alternatives like Javelin.
Borland’s Quattro, introduced in 1987 (later called QuattroPro), posed a more
serious challenge, offering excellent compatibility and some extra features at
less than half the price. Quattro continued to be Lotus’s low-priced competi-
tor for several years. Later purchased by Novell and then Corel for bundling
into a suite with WordPerfect, Windows-based versions of Quattro were still
on sale in 1999.

The year 1987 also marked the introduction on the IBM PC of Lotus 1-2-
3’s ultimate successor as category leader, Microsoft Excel.24 Excel was de-
signed to use Microsoft Windows’ graphical interface, although it could be run
without installing Windows. A reviewer in PC Magazine hailed it as making
“1-2-3 look like a rough draft.”25 Compared to Lotus 1-2-3, the PC version of
Excel offered greater ease of use, better graphing capabilities, and more built-
in functions. It also included file translation from 1-2-3, as well as special help
for 1-2-3 users making the switch. After 1987, either Excel or Quattro gener-
ally bested 1-2-3 in reviews. Release 3 of 1-2-3 (in 1989), however, did offer
one extremely useful feature that was not available until much later in the
other products: three-dimensional spreadsheets.

After the release of Windows 3.0 in 1990, Excel began to gain rapidly on
1-2-3, pulling ahead in 1993. Lotus did not release a Windows version of 1-2-3
until late 1991, by which time Excel was already in its second major release
for Windows. Moreover, the first Windows version of 1-2-3 suffered from a
variety of problems.26 As a result, Lotus almost immediately released 1 .0a for
Windows with numerous bug fixes and came out with Version 1.1 in April
1992.27 Although 1.1 was a considerable improvement, in the meantime
Microsoft had released Excel 4.0 (its third release for Windows), which
received rave reviews. And although the latest products offered by Lotus and
Borland were highly regarded, PC Magazine noted in 1992 that “Excel still
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has plenty of qualities that are unmatched by another spreadsheet in any oper-
ating environment.”28

Personal Finance

Personal financial software comes in many guises; here, we refer to soft-
ware that at minimum includes the ability to track a checkbook but not to soft-
ware that is intended to be used for full-blown accounting systems. Some pro-
grams (either as stand-alone products or packaged with checkbook tracking)
have provided for tracking of investment portfolios, paying bills online, down-
loading credit card statements, and financial planning. At heart, a personal
finance program consists of a specialized database that must be easy to use in
order to appeal to its intended audience, home users. It must compete with
alternative means of accomplishing financial management tasks – such as
electronic spreadsheets or (perhaps most commonly) paper, pencil, and calcu-
lator for balancing checkbooks.

In contrast to word-processing documents or spreadsheets, people seldom
want to exchange personal financial information with others. As a result, direct
network externalities seem to be absent. Complementary products like train-
ing courses and books seem less important as well.

Home computers had been used to track personal finances since the early
days of computers. But the first “modern” personal finance packages began to
arrive around 1983 and 1984, when early versions of Managing Your Money,
Dollars and Sense, and Quicken29 began to ship. Early versions of personal
finance software were often considered unacceptable.30 By 1986, Managing
Your Money and Dollars and Sense were each accounting for about 40 percent
of retail sales of personal finance software.31 These programs seem to have
earned their popularity: A 1986 reviewer chose Dollars and Sense (the Mac-
intosh version) as his favorite, despite the fact that it was not quite as power-
ful as Managing Your Money;32 the headline for a 1987 review described
Managing Your Money as “still the best personal financial tool.”33

Although Quicken had not won overwhelming praise in the 1986 review
referred to above, by 1987 and 1988 newer versions of it began to be consid-
ered as the best of the low-end financial packages (in contrast with Managing
Your Money, which was still considered the best or among the best of the
high-end programs). By 1989, Quicken was accounting for 70 percent of unit
sales of personal finance software and was still receiving excellent reviews for
both its DOS and its Macintosh versions; a 1988 review of the Macintosh ver-
sion described it as “the industry standard.”34



276 MICROSOFT, ANTITRUST, AND THE NEW ECONOMY

In 1991, Microsoft released its first version of Microsoft Money, a Win-
dows-based personal finance program. At about the same time, Intuit released
its first Windows version of Quicken. Over the next several years, Quicken
generally won comparison reviews over Money, although Money sometimes
was viewed as on par with or slightly better than Quicken. Intuit itself claims
that Quicken currently has 75 percent of sales of personal finance software.35

While both Money and Quicken garnered strong reviews from PC Magazine
over the years, a “First Looks” by PC Magazine noted in 1992, for example,
that “Quicken 5.0 was the best personal finance package around, and Version
6.0 is a noticeable, evolutionary improvement.”36 Quicken Basic 98 and
Quicken Basic 99 offered far more than did the first releases of Quicken that
gained positive reviews. New features included online bill payment, home
banking, downloading of credit card statements, and extensive tracking of
loans and investments. Quicken Deluxe added even more features.

The personal finance software category has an unusual history of leaders
for a software category in which network effects should be minimal: In the
early years, two high-end products became widely used within a year or two
after their release, accounting for a large majority of product sales. Quicken,
which was released at about the same time as the original leaders but was ini-
tially considered a low-end product, surpassed the early leaders after approx-
imately two more years and accounted for a large majority of product sales.
And with continual improvements, including migrating from the DOS and
Macintosh platforms to Windows, it has maintained (and possibly extended)
that lead for 14 years.

Databases

The first serious database product for personal computers, dBASE II from
the Ashton–Tate Corporation, was released in 1981 for CP/M computers. It
was an instant success. Ported to MS-DOS, its file formats became an indus-
try standard.37 dBASE II was considered a high-end database with a program-
ming language that could be used to write accounting systems and the like.
Simpler databases were also popular in the early 1980s, and some people
relied on the modest database capabilities of products like 1-2-3. This section
concentrates on the high-end databases.

The programming language for dBASE may have created noticeable net-
work effects. Companies that wanted to use dBASE needed programmers;
programmers needed training in dBASE. So training courses and books pro-
liferated,38 and computer consulting firms provided custom dBASE program-
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ming. Articles in the trade press pointed out that the size of the dBASE
installed base gave developers incentives to write applications that worked
with dBASE.39

dBASE II and its successors (including dBASE III, dBASE III Plus, and
dBASE IV) were the leading high-end database products for personal com-
puters for over a decade until about 1992, although their share of shipments
fell over much of that period. They sometimes received high marks in product
reviews, but so did some competitors. As noted by PC Magazine in 1983,
“Since its inception, dBase II has been regarded as a high-quality product...
there are very few things that dBASE II cannot do.”40 Competitors in the same
niche included clones as well as products (like R:BASE and Paradox) that
were substantially different.

In the fall of 1988, the release of dBASE IV turned into a disaster; a 1989
article described dBASE IV as “floundering in a sea of bad publicity wrought
by delivery delays and performance problems.”41 Although much more pow-
erful and easier to use than its predecessors, the product was riddled with bugs
that were not fixed for two years. Even the 1990 bug fixes in dBASE IV 1.1
did not stem the decline. Nevertheless, dBASE held onto its lead for several
years after the release of version 1.1. Although competition was growing
strongly in its wake, dBASE IV was a solid and well-regarded product. PC
Magazine noted in 1991 that “While dBASE IV, Version 1.1, doesn’t leave
FoxPro or Paradox in the dust, Ashton-Tate’s long nightmare is over. It has
reestablished its prominent role in the PC database market, and its staff seems
committed to gaining back the place that dBASE once held.”42

Microsoft released its new Windows database, called Access,43 in late
1992 with a very low initial price ($99, at a time when comparable databases
cost $400 or more). Its ease of use and praise from reviewers quickly made it
popular. Two other Windows databases, Paradox (descended from an older
DOS product) and Approach, a less powerful but easier-to-use database, also
won praise. Paradox briefly pulled ahead of both dBASE and Access in sales,
but calling it a “category leader” seems questionable. By 1994, however,
Access had emerged as the leader and remains the leader today. Early in its
development, PC Magazine stated, “The product’s polished technology and
user-friendly Wizardry are a major step ahead of currently shipping competi-
tors…”44 Reviews in the late 1990s generally called it the best all-around end-
user database, but Approach also received excellent reviews.

To some extent, however, the apparent replacement of dBASE by Access
as a category leader may be illusory. It is true that dBASE has collapsed while
Access has grown, but the two events may not be closely related. The low-end
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database packages that were so popular in the past (like Q&A or PFS:File)
seem almost to have disappeared. Some databases that in the past would have
used these low-end products are now probably being implemented in Access;
others are probably being handled in spreadsheets, such as Excel;45 and sim-
ple phone lists have to some extent migrated to products like Outlook. As a
result, part of the success of Access has been in replacing these low-end prod-
ucts, not dBASE. At the high end, some database applications that in the past
might have been written in dBASE are now probably being written in one of
the very high end databases, such as those from Oracle and Informix. Access
has no doubt gained some popularity from the decline of dBASE, but dBASE
has no doubt lost some popularity to more powerful products.

Presentation Graphics

Graphics programs of one kind or another date back to the early days of
microcomputers: The Apple II offered color graphics capabilities. Modern
presentation graphics programs date back to about 1986, when Software Pub-
lishing Corp. released the first version of Harvard Graphics (then known as
Harvard Presentation Graphics), which “the firm billed as the first presentation
graphics program to include text, graphs and charts in one program.”46 The
predecessor to Lotus’s Freelance product was released at about the same time.
PowerPoint, a similar program for the Macintosh, was released in 1987 and
acquired by Microsoft in the same year.

Many similar products were released over the next few years. All of these
programs attempted to make it easy for people to put together presentations
with text slides, charts based on numeric data, and graphics drawn with vari-
ous tools. In the early years of these applications, the results were typically
sent to a slide printer or a color plotter to use in making transparencies. Over
time, capabilities were added to present slide shows from the program itself.

The first versions of Harvard Graphics and Freelance were DOS-based
applications. In their early years, Harvard Graphics and Freelance generally
took turns getting top honors in reviews of presentation graphics programs for
Intel-compatible computers. No product, however, was a category leader –
none ever had a category share that reached 25 percent in the 1987-1994 peri-
od for which we have consistent data.

Around 1991, Harvard Graphics and Freelance were ported to Windows;47

PowerPoint had arrived a year earlier. Reviews of all three products were gen-
erally positive, with PowerPoint being considered the easiest to use and
Harvard Graphics often being considered the most powerful. Reviews in the
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last few years have tended to favor PowerPoint, but Freelance has also been
highly regarded.

Presentation graphics are a category in which network effects are likely to
have been minimal for many years. In contrast with word processors and
spreadsheets, users were not likely to share files.

Summary of Case Studies

Some of our results are summarized in Table 1. For each category (except
presentation graphics), this table lists each product that ever led its category.
For this purpose, we have defined a product as a “category leader” if it had the
highest share of shipments and its share was at least 25 percent. The table also
shows the introduction date for each product, the date at which it became a
leader, how many years it took to become a leader, and how many years it
spent as a leader. The table also shows (except for operating systems) the
median share of each product when it was a category leader, as well as the
shares of the second- and third-place products over that time period.

Products such as CP/M, dBASE, and VisiCalc essentially defined their
categories – they became leaders immediately. Other products took varying
time to become leaders, ranging from one year for 1-2-3 and WordStar to 10
years for Microsoft Word. Omitting the instant leaders, the median time need-
ed to become a leader was about three years.

The number of years spent as a leader also varies widely. Managing Your
Money and Dollars and Sense were co-leaders only briefly (firm data are not
available) before being displaced by Quicken; Paradox was a leader for only
a single year, if it can be considered a true leader. As discussed above, the
presentation graphics category had no leader over the 1987-1994 period for
which we had consistent data. Both Quicken and dBASE were leaders for
more than a decade, with Quicken still leading today. The median number of
years spent as a leader has been about five (with some products extending their
leadership).

The table does not show how many revisions the products went through
over time. For example, MS-DOS was in its second major version when it
passed CP/M to become a leader. By the time it, in turn, was passed by
Windows 3.1 at the end of 1992, it had gone through version 3 (of which there
were several releases), version 4, and version 5, with version 6 still to come
Windows was in its third major release before it became a leader. Initially
released for the Macintosh, Excel went through three major releases fo
Windows before becoming a category leader in 1993; it has gone through fou
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more since then. Although it was not always true, Quicken is now updated on
an annual basis. No product has remained a leader while staying unchanged.

CONCLUSIONS

Economists interested in network industries have sometimes asserted that
“tipping can occur very rapidly”48 to an outcome that may or may not be
socially desirable. Our six case studies provide no evidence that “tipping can
occur very rapidly” in these software categories, except in the case of products
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that essentially defined their categories (CP/M, dBASE, VisiCalc). It seems
highly unlikely that social welfare would have been improved if would-be
users of these products had been asked to wait for a competing product to
come along to see which was better. The shifts from existing products to
WordStar and 1-2-3 were fairly rapid, but these products were widely consid-
ered superior to their predecessors.

Economists interested in network industries have sometimes asserted that
consumers can get “locked in” to a product, and that network effects can make
it difficult for consumers to switch when a better product comes along. Our six
case studies provide no evidence that such lock-in has occurred. The products
with the greatest longevity are dBASE and Quicken, which would appear to
be at the top and the bottom of the range of network effects. Although dBASE
was a leader for about 12 years, no single version of dBASE lasted more than
a few years as a leader. Major releases included dBASE II, dBASE III,
dBASE III Plus, and dBASE IV. Users were not locked in – they kept switch-
ing from one version of dBASE to another (or to other products, as the com-
bined share of the dBASE products fell continually after 1983). But, as noted
above, changeover was never instantaneous. Excel was considered superior to
1-2-3 for several years before passing it.

There is no evidence that any product became a category leader without
providing substantial new benefits to users. That is obviously true for the
instant leaders in new categories (CP/M, VisiCalc, dBASE). In each of the
other cases, however, products that gained the lead did so because the public
(at least as represented by reviewers in the trade press) viewed them as supe-
rior. Besides instant leaders in new categories, no software application has
come to lead a category without being rated the best or among the best prod-
ucts available. Additionally, no category leader has been able to maintain its
lead for a significant time without remaining among the top picks of software
reviewers.

* We would like to thank Cary Elliott, Terrence Kontos, and Matthew Leder for research help
on this paper and Microsoft for financial support.
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Section 2: Antitrust Policy and the New Economy

Essay 9

The Failure of Structural Remedies in Sherman Act
Monopolization Cases

by Robert W. Crandall*

Antitrust problems, especially those created by the anticompetitive behavior of
big corporations, demand bold structural solutions. This, at least, is the con-
ventional wisdom within the interventionist school of antitrust policy – one
that helps to explain why the Justice Department and 19 state attorneys gen-
eral asked district court Judge Thomas Penfield Jackson to break Microsoft in
two, and why the judge readily agreed.

Later, the D.C. Circuit Court of Appeals effectively removed divestiture
from the roster of possible fixes. But the notion that major structural change
has been an effective pro-competitive remedy in the past lives on.

Robert Crandall, an economist specializing in regulatory issues at the
Brookings Institution, debunks this sturdy myth by analyzing the consequences
of structural remedies – notably in the cases of Standard Oil, American
Tobacco, Alcoa, Paramount, United Shoe Machinery, and AT&T, each of
which was found liable under Section 2 of the Sherman Act.

In the most celebrated of the cases, the 1911 dissolution of John D. Rock-
efeller’s Standard Oil trust into 38 separate companies, Crandall finds that
the remedy had little effect because the expansion of the oil patch beyond the
trust’s reach had already eroded its market power. More recently, the “volun-
tary” breakup of AT&T did come at the cusp of an era of increasing competi-
tion and collapsing prices in telecommunications. But Crandall argues that
the dissolution generated substantial inefficiencies – and that the benefits
could have been had by regulatory changes that opened AT&T’s markets
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without radical structural change. In three other cases he examined closely -
American Tobacco (1911), Alcoa (1945), and Paramount (1948)  – structural
changes did not pay off in the form of greater price competition. Indeed, in the
Paramount case, the evidence suggests that the changes led to higher prices.

“The important lesson,” Crandall writes, “is that the government often
lags the market in finding ways to increase competition, rendering antitrust
cases redundant. In other cases, the government failed to formulate relief that
resulted in any meaningful change in competition because it failed to grasp
the essentials of the market that led to concentration in the first place. ... Given
the rapid pace of technical progress that we are now encountering, there is lit-
tle prospect that Section 2 will be employed more productively in the future
than it has been in the past.”  — D.S.E.

INTRODUCTION

On June 7, 2000, Judge Thomas Penfield Jackson ordered that Microsoft
be broken into two separate companies as the remedy for its monopolization
of the market for PC operating system software.1 This ruling marked the first
major antitrust divestiture since the 1982 consent decree that broke AT&T into
seven operating companies and a long-distance/manufacturing company.2 It
was also one of only a handful of examples of the breakup of a firm whose
growth had not been the result of mergers. Given the size of Microsoft, its
position in the U.S. economy, and the drastic nature of the relief ordered by
the judge, this remedy could have had a major impact on American consumers
if an appeals court had not reversed the judge. Is there any evidence on the
likelihood that such relief can work? In this paper, I look at the historical
record for clues.

Among the best-known U.S. antitrust cases are those that have been
brought by the government under Section 2 of the Sherman Act, alleging that
a firm has “monopolized” an industry. Actions in which the government pre-
vailed include Standard Oil,3 American Tobacco,4 Alcoa,5 Paramount,6 United
Shoe Machinery,7 and AT&T.8 The prevailing conventional wisdom is that in
most of these cases the remedies were at least partially successful in restoring
competition. However, there is a surprising lack of evidence to support such a
view, in part because scholars have not attempted counterfactual analyses of
the relevant industries.

Given the passage of time and the dearth of data for cases litigated
decades ago, this review cannot always provide dispositive conclusions.
However, there is sufficient evidence to question whether the government’s
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victories and the structural relief it obtained had a beneficial effect on compe-
tition and economic welfare. Because the resources expended by the govern-
ment and defendants on lengthy litigation and the ensuing structural relief are
substantial, the long-run gains must also be substantial to justify restructuring.
But in most cases the evidence does not support the conclusion that the court-
imposed relief had its intended effect.

Identifying “Monopolization”

An essential part of any Section 2 Sherman Act case is identifying monop-
oly power and its sources. Under the case law, monopoly power is the power
to exclude competitors and to raise prices. Determining whether a firm has
such power requires inferences from data on market concentration, ease of
entry, price-cost margins, and rates of return on capital. Even if a firm appears
to possess monopoly power by any or all of these measures, however, it may
not be guilty of “monopolizing.” Monopoly power may have evolved naturally
through economies of scale or scope, or because of patents or other intellec-
tual capital. To prove monopolization, the government must demonstrate that
this power was obtained by decisions whose intent was to exclude competition.9

Anecdotal evidence on the causes of rivals’ failures will often suggest that
predation was involved, but such evidence rarely withstands scrutiny. The
defendant may have been innovative in developing products, distribution
channels, marketing strategies, or backward integration into the supply of req-
uisite inputs. If such strategies allowed it to price its products or services
below those of its rivals or to otherwise offer a more attractive package to its
customers, such a strategy could hardly be considered predatory. Nevertheless,
the government may argue and the court may accept the argument that the
practices are exclusionary. If so, the government may seek relief that limits the
“bundling” of attractive features or that requires vertical divestiture.10

Remedies in Antitrust Cases

If the government has advanced an incorrect theory of how the defendant
has achieved a monopoly position, its proposed remedies are likely to prove
ineffective. For instance, the dissolution of the Standard Oil trust in 1911 had
no discernible effects on output and prices in the petroleum industry after
1911 because Standard’s market power was already eroding because of the
success of entrants in the booming oil patches outside Standard’s strongholds
in Pennsylvania and Ohio. Establishing 38 independent companies by dis-
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solving the trust thus had little impact on industry expansion in Oklahoma,
Texas, or California. The alleged sins visited on Standard’s early competitors
in Pennsylvania or Ohio had nothing to do with the state of competition in
Missouri, Kansas, Oklahoma, Texas, or California a decade later.

An antitrust decree may even be counterproductive by establishing an in-
efficient market structure. For example, the decree ordering vertical dissolution
in the Paramount case broke the essential bonds between production, distri-
bution, and exhibition arguably required for efficient production and distribu-
tion of motion pictures.11 If this is true, the decree reduced consumer welfare
until vertical integration was reestablished by downstream integration into
cable television 30 years later or into Internet delivery more than 40 years
later. Whether it was counterproductive or not, I show that the decree had no
discernible effect on output and may have increased consumer prices.

A decree may also be ineffective because the government and the court
fail to anticipate changes in technology or customer demand. In 1969, the gov-
ernment charged IBM with monopolizing the computer industry.12 The case
was dropped in 1982 when the assistant attorney general for antitrust acknowl-
edged that the industry had changed drastically in the 1969-1982 period. Any
theory that purportedly explained IBM’s dominance of the market for 360 or
370 mainframe computers was not likely to provide a useful guide to estab-
lishing competition in an era in which IBM was struggling to compete with
Apple in personal computers.13 Surely, this should have been a warning to
those who advocated a structural decree in the Microsoft case.

These problems are particularly acute in markets that have been regulated
as monopolies for decades. For example, the Federal Communications Com-
mission began to admit entrants into interstate telecommunications in 1969.
By the mid-1970s, the FCC had lost control of this liberalization process and
actually attempted to block the entry of MCI into ordinary long-distance serv-
ices. When rebuffed by the courts, the FCC was forced to regulate inter-carri-
er connections to facilitate competition. Not surprisingly, it failed, and MCI
struggled to take market share from AT&T. MCI and others eventually per-
suaded the government to bring a Section 2 Sherman Act suit against AT&T,14

but a co-defendant in this suit should have been the FCC. As I demonstrate
below, the FCC could have achieved at least as good a result without the cost-
ly disruption associated with the dissolution of AT&T.

Structural Versus Behavioral Relief

Remedies in Section 2 cases generally take one or both of two forms:
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structural remedies and behavioral relief. With structural remedies, the court
orders some change in the firm’s or industry’s organization. These changes
may involve a horizontal divestiture through which two or more companies
are created from the assets of the defendant. The dissolution of the Standard
Oil trust created several quasi-independent refining companies simply by
requiring that the various companies in the trust be spun off to Standard’s
stockholders. Or the relief may require vertical divestiture, the creation of sep-
arate companies at different stages of production. The Paramount case led to
five decrees that divested the major film distributors’ theater chains from their
production–distribution operations.

Behavioral relief generally proscribes firm behavior that the government
identified as anticompetitive, such as tying arrangements, collusive agree-
ments to exclude competitors, and predatory pricing. Such prohibitions obvi-
ously require monitoring and are likely to result in numerous issues that have
to be resolved by the courts.

Finally, relief may involve the compulsory licensing of intellectual prop-
erty that is the source of the monopoly power. There have been a large num-
ber of such decrees, involving such diverse products as copying machines,
motion picture film, glass, and oil well equipment.15

The ongoing costs of enforcing antitrust decrees can be very large. If an
industry is changing rapidly, structural remedies may be difficult to enforce.
For instance, it may be difficult to determine the demarcation point between
stages of production. When television exhibition replaced theatrical exhibition
of feature films, for example, would the Paramount defendants be allowed to
own television stations, but not theaters? Could the divested Bell operating
companies provide Internet service through local Internet service providers if
the latter sent data packets across long-distance boundaries? What if the Bell-
owned ISP connected with another entity within its own region, which in turn
sent the data packets to the Internet backbone?

Most of the antitrust decrees analyzed here continued in effect for years,
even decades. In many cases, these decrees required continual supervision.
The AT&T decree, in particular, involved scores of hearings before the district
court and created a backlog of unresolved disputes that had become very large
when the decree was finally vacated by 1996 legislation. Approximately 35 to
40 waiver requests were filed per year in the first eight years of the decree, and
by 1993 the average age of pending waiver requests had grown to four years. 16

This caseload was due in no small part to the changing nature of the telecom-
munications industry.
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STRUCTURAL RELIEF IN MONOPOLIZATION CASES

I exhaustively reviewed antitrust remedies that were imposed as the result
of government victories or consent decrees in monopolization cases brought
by the government between 1890 and 1996. The goal was to determine the fre-
quency and types of cases in which structural remedies were imposed.

To construct the database, I assembled all the relevant cases from the CCH
Abstracts from 1890 to 1996. Of the more than 4,000 entries, I found 423
cases for which sufficient information was available and that met the initial
criterion – a finding against the defendants or a consent decree in a monopo-
lization case brought by the government.17

Of the 423 monopolization cases, 87 were criminal cases and 336 were
civil cases. All 87 criminal cases resulted in monetary fines. As shown in Table
1, of the remedies in the 336 civil cases, 172 were behavioral remedies (51
percent), 69 involved compulsory licensing (21 percent), and 95 were struc-
tural remedies (28 percent).
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Of the 95 cases in Table 1, 63 resulted in a divestiture or dissolution and
32 in restrictions on business activities. In the latter cases, a firm might be
barred from offering certain goods or services or be required to sell as well as
lease its products. I distinguish these prohibitions from outright divestiture or
dissolution, which requires the separation of a firm’s assets, the sale of certain
divisions, or the dissolution of an entire trade association. For example, the
line-of-business restrictions imposed on the Bell Operating Companies in the
1982 AT&T decree would be classified as a structural remedy, not as a behav-
ioral remedy. If these restrictions required the sale or spinoff of assets, as the
AT&T decree surely did, it would be defined as a “divestiture.”

For each of the cases in Table 1, I created three separate subcategories
reflecting the activities that led to the firm(s) being charged with monopoliza-
tion: (1) cases in which mergers and acquisitions were central to the govern-
ment’s case, (2) cases involving coordinated price behavior among defendants,
and (3) cases in which neither mergers and acquisitions nor coordinated price
behavior were central elements (single-firm cases). Note that a very large
share of the divestiture cases involved either price coordination (i.e., price-
fixing or market-sharing conspiracies) or mergers and acquisitions that led to
monopoly power.

Singling out the cases that resulted in structural relief is important because
the problems in effecting such relief are likely to be very different across the
three categories. First, divestiture in cases involving pricing coordination is
generally quite simple because dissolution of a trade association is straight-
forward and does not necessarily imperil the viability or efficiency of the inde-



296 MICROSOFT, ANTITRUST, AND THE NEW ECONOMY

pendent firms involved. Similarly, divestiture of recently merged entities is
much more easily accomplished than the breakup of a firm that is not a com-
bination of recently independent companies. However, divestiture of a single
organic firm can be much more problematic in terms of lost output or produc-
er efficiency. And courts are understandably reluctant to order relief that may
not be sustainable in the marketplace.

For example, Judge Wyzanski resisted divestiture in United Shoe Ma-
chinery because of the difficulty in dividing up a company with only one
plant.18 Similarly, the court left intact the Standard Oil companies that com-
prised the trust, fearing the effects of a more drastic divestiture.19

Of the 63 cases in which divestiture or dissolution was imposed, 17
involved mergers and acquisition(s), 43 resulted from coordinated price
behavior, and only three were single-firm divestitures in which neither con-
spiracy nor acquisitions were involved. Another three cases in the coordina-
tion category, the three network television cases brought in the 1970s, result-
ed in less drastic structural relief. Table 2 lists the cases that did not allege
coordinated price behavior or mergers and acquisitions, but resulted in divesti-
ture or dissolution.

To summarize, of the 95 monopolization cases that resulted in structural
relief, only three led to divestiture when a single firm was charged with mono-
polization without resort to mergers and acquisitions or coordinated pricing

behavior. In addition, I include United Shoe Machinery in this list in Table 2
because it was eventually required to spin off assets 15 years after the trial
judge refused to order such relief. In another of the “landmark” monopoliza-
tion cases, Alcoa (filed in 1937), a single-firm monopoly was not broken up
despite having been found in violation of Section 2 of the Sherman Act. The
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trial judge held that sale of government-owned assets would provide sufficient
structural “relief.”20

THE LEADING CASES

The essence of monopoly power is the ability to raise prices through the
control of output and entry. Therefore, for a Section 2 decree to have a
beneficial effect, it should lead to greater output and lower prices. In addition,
entry or the increased threat of entry should increase innovation. Where pos-
sible, I provide some evidence of changes in market shares, the profitability of
the defendant(s) before and after the decree, and the returns to stockholders.
These measures are used to develop tentative conclusions about the success of
the relief that was built into the decree.21

Standard Oil

John D. Rockefeller and associates formed the company in Ohio in 1870.22

In its early years, Standard Oil refined and marketed oil produced in
Pennsylvania, Ohio, and Indiana. Over time, however, it expanded to a large
number of surrounding states and developed transportation and production
facilities for processing crude oil from a number of states. From its beginning,
Standard Oil was controversial because of its aggressive conduct, particularly
in negotiating contracts for transporting its oil on eastern railroads and in its
alleged use of predatory pricing. It was the subject of numerous state and fed-
eral actions, culminating in a Sherman Act suit in 1906.23 The Trust was even-
tually broken up in 1911 after the government prevailed.

Oil Production
Crude oil was discovered in Pennsylvania in 1859. Production rose steadi-

ly in Pennsylvania and then on the Ohio–Indiana border in the 1870s. In 1899,
production in the Mid-Continent (Kansas–Oklahoma), Gulf (Texas–
Louisiana), and California fields accounted for just 7 percent of total U.S. out-
put.24 The oil boom in Texas, Kansas, California, and Oklahoma began in
earnest in 1901-02, and by 1909 these areas accounted for nearly two-thirds
of U.S. crude production.25 As Figure A-1 shows, crude oil production grew
slowly for 17 years after 1883, but began to accelerate in 1901-1910 because
of the exploitation of these western fields. Surprisingly, production growth
slowed somewhat from 1910 until 1919 despite growth in the economy stim-
ulated by World War I.26
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The rapid growth in oil output in the 1900-1910 period is clearly attribut-
able to a dramatic shift in supply, not simply to the introduction of the auto-
mobile. There were only 190,000 motor vehicles registered in the U.S. as late
as 1910, and gasoline production accounted for less than 25 percent of the
domestic shipments of refined petroleum products as late as 1914.27

Most refined oil was used as lubricant, as fuel to power industry and heat
commercial and residential buildings, or for illumination. The prices of these
latter refined products fell in the first decade of the 20th century, but the price
of gasoline did not because of technological constraints on gasoline production.

Industry Structure
In its formative years, Standard Oil purchased crude oil from Pennsylvania

and Indiana-Ohio producers and arranged for transportation to its refineries.
With time, an ever-larger share was transported through Standard’s own
pipelines, which it used to control output.28 When the Mid-Continent and Gulf
fields opened, however, Standard was unable to achieve a similar dominant
position through controlling pipelines. Gulf Oil, the Texas Company, Sun Oil,
and a host of independents prospered throughout the 1901-1910 period.29
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Refining evolved because of changing product demand and improvements
in technology. The share of gasoline in total output rose steadily in the early
20th century as the stock of motor vehicles increased. The development of
new technologies, such as cracking, was required to increase the yield of gaso-
line and other volatile compounds.

The Standard companies and their large competitors, Union Oil, the Texas
Company, Pure Oil, Cudahy, and Gulf Oil, built terminals for wholesale distri-
bution of fuel oil, kerosene, gasoline, and lubricating oils. But the shift away
from kerosene toward fuel oil and gasoline required major new investments in
distribution facilities that opened the door for Standard’s competitors in the 12
years leading up to the 1911 dissolution. In 1899, Standard’s competitors ac-
counted for only 15 percent of the domestic market for all refined products.
By 1911, they supplied nearly 70 percent of the country’s fuel oil, 34 percent
of the gasoline, and one-quarter of the kerosene.30 For the most part, these pro-
ducts were sold by the integrated (i.e., refiner-owned) and independent whole-
salers to an independent retail sector and directly to large industrial users.

Oil Prices
Crude oil prices fell sharply in real terms during the formative years of

Standard Oil and continued their decline until 1892.31 For the rest of the 1890s,
the real price of crude rose as production growth slowed. However, from 1900
until 1911 real prices fell once again in response to the sharp increase in pro-
duction from the newly developed Mid-Continent, Gulf, and California fields
(See Figure A-2). Standard Oil was scrambling to build new refineries to com-
pete with Sun Oil, Gulf Oil, and the Texas Company. As it expanded its
refinery output and distribution, it would reduce prices selectively to compete
with the non-Standard companies. In response, Standard’s competitors –
including the smaller local refineries – pressed a number of states to pass
“antidiscrimination” laws preventing any company from reducing its prices in
one part of the state without reducing them everywhere.

Perhaps as a result of these antidiscrimination laws, the price of refined
products did not decline with the sharp decline in crude-oil prices between
1900 and 1910 (See Figure A-2). The widening price gap between crude and
refined products was an issue in a series of legal actions against the Standard
Oil trust that were to culminate in the Sherman Act case in 1906. One of the
reasons for this gap, however, was the shift toward gasoline at a time when
refinery output of gasoline was constrained by technology.

The spread between gasoline and kerosene prices widened from 3.9 cents
in 1909 to a peak of 17 cents in 1917. During this period, the price of kerosene
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was relatively stable, declining from 9.5 cents per gallon to 6 cents per gallon
between 1909 and 1911, then returning to 9 cents per gallon for virtually all
of the 1913-17 period. By contrast, gasoline prices nearly doubled between
1909 and 1917, rising from 13.4 cents per gallon to 26 cents per gallon.32

The domestic demand for gasoline was increasing rapidly because of the
increase in the number of motor vehicles, but the demand for kerosene – used
largely for illumination – was rising more modestly. With constraints on the
proportion of refined output that could be produced as gasoline, this increase
in the demand for gasoline relative to the demand for other products placed
pressure on gasoline prices relative to the prices of other refined products. In
addition, the onset of World War I led to a sharp increase in gasoline exports
while kerosene exports declined. As a result, the spread between real gasoline
prices rose dramatically in the 1914-17 period (See Figure A-3).

The Antitrust Case and Its Antecedents
Complaints about Standard Oil’s business practices took a number of
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forms. First, it was alleged that Standard Oil used ruthless practices in negoti-
ating transportation contracts with railroads through its South Improvement
Company and later in denying independents access to its own pipelines.
Second, Standard Oil was alleged to have used selective price cuts to drive
rivals from the market.33 Third, the public feared that Standard Oil’s secretive
organization – the Standard Oil “trust” – gave it unspecified market power.
Finally, it was alleged that Standard Oil used its organization to create a price-
fixing conspiracy, complete with profit “pools.”34

The lower court ruled that Standard had violated Sections 1 and 2 of the
Sherman Act by engaging in a massive restraint of trade by monopolizing
interstate commerce in petroleum products.35 The lower court decision was
handed down in St. Louis on November 20, 1909 and was upheld by the
Supreme Court on May 15, 1911, with Justice White writing the opinion.36 At
the time of the trial, the Standard companies controlled 72 percent of
Appalachian crude oil supplies, 95 percent of the Ohio–Indiana supply, and
100 percent of the Illinois supply. However, they controlled only between 10
and 45 percent of the Mid-Continent, 10 percent of Gulf Coast, and 29 percent
of California supplies, which collectively accounted for two-thirds of U.S.
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supply by the time Chief Justice White penned his opinion. In the first 12 years
of the 20th century, Standard’s refinery capacity fell from 82 percent to 64 per-
cent of the U.S. total.37

Although substantial, Standard’s shares of the refined-products market
were also in decline before the antitrust case was finally decided. Its share of
the kerosene market had fallen from 85 percent to 75 percent from 1899 to
1906-1911. In the more rapidly growing fuel oil and gasoline markets,
Standard’s average shares were lower and also falling. By 1906-1911, its share
of fuel oil sales had declined to just 31 percent from 85 percent in 1899. In
gasoline, Standard accounted for 66 percent of sales in 1906-1911, down from
85 percent in 1899.38

The courts found that Standard’s aggressive behavior in transporting oil
and pricing refined products constituted sufficient evidence of a willful strat-
egy to monopolize the country’s petroleum industry. But they also found that
the manner in which Standard reconstituted its trust in New Jersey, after an
Ohio court had invalidated the earlier Ohio trust, to be particularly offensive.
Clearly, the federal circuit court and the Supreme Court saw the New Jersey
trust as a set of potentially competing companies that had been brought
together for the purpose of restraining trade.

The relief decree was rather simple in design. It required that the New
Jersey trust be dissolved and that the stock in each of the constituent compa-
nies be spun off to Standard’s stockholders. As a result, 38 separate companies
were established as independent entities, albeit with common ownership.
However, the Court was explicit that no single entity was to control these com-
panies henceforth. The company complained that the dissolution created a set
of uneconomic companies, many of which had insufficient upstream or down-
stream integration to compete successfully, and that the pipeline companies
would be deprived of the essential network economies for which they were
mutually designed. Its complaints were rejected by the Court.

The Effect of the Dissolution
The enormous discoveries of oil in Oklahoma, Texas, and California and

the rapid shift to gasoline from other refined products after 1910 would have
made it difficult for the Standard Oil trust to maintain its position even with-
out the dissolution mandated by the court. To estimate the effect of the disso-
lution on the output and price of crude oil, I estimated two reduced-form
regression equations in which the exogenous variables are real GNP, total U.S.
automobile registrations, total U.S. electricity production, two time trends for
the period prior to 1901 and the period thereafter, and a dummy variable equal
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to zero prior to 1912 and one thereafter to capture any effects of the decree.39

These variables capture the effects of aggregate demand and other influences
on the demand for petroleum as well as the supply shift that occurred just after
the turn of the century due to the opening up of the new western fields. The
period of estimation is 1889-1917, which includes the era before the antitrust
case and six years after the decree. The results are exhibited in Table A-l for
both the entire period and for 1900-1917, a shorter period for which data on
all variables are available.40

These results generally confirm the effect of new discoveries after 1900,
but do not suggest any influence of automobile registrations in the period
through 1917. The coefficients for the dummy variable for the period follow-
ing the dissolution of Standard Oil are not statistically significant. The oil pro-
duction estimates suggest a perverse effect of the decree – the coefficient for
the 1912+ dummy variable is marginally significant and negative in the total
production equation, suggesting that output fell after the dissolution.41 Thus,
the most conservative interpretation of these results is that the dissolution had,
at best, no effect.

Indeed, it appears that the stock market had discounted these possibilities
in advance. Despite the apparently drastic remedy, the price of the Standard
Oil of New Jersey stock and its successor companies rebounded in 1911 after
the Supreme Court decision and soared in 1912. Burns has found that this
rebound was greater than the decline in the value of Standard’s stock in 1906
when the government’s complaint was announced.42 He suggests that this was
the result of recognition by the market of the “benign” nature of the decree.43
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An alternative explanation is that the decree could not reduce Standard’s mar-
ket power in markets where it had none.

I have confirmed Burns’s basic results using monthly data on the returns
to holding Standard Oil (NJ) common stock and on the Dow Jones Average in
the standard Capital Asset Pricing Model.44 The announcement of the antitrust
suit initially depressed Standard’s equity price – i.e., created a negative excess
return – by 10.9 percent in the month it was announced, but the stock partial-
ly recovered. Five months after the announcement of the suit, the cumulative
negative excess return had been reduced to 5.8 percent (See Table A-2). In the
month that the trial court’s decision was announced, November 1909,
Standard shareholders once again suffered a negative excess return of 3.8 per-
cent, but this entire loss was recovered within the next five months. Finally,
the Supreme Court decision of May 1911 reduced shareholder excess returns
by about 4 percent through August 1911, the last month in which the old
Standard company remained intact. If one uses a six-month “window” after
the first two events to assess the stock market’s reaction to antitrust develop-
ments, the overall effect on shareholders is only an 8 percent negative excess
return. Over the entire period from November 1906 to the end of the old
Standard Oil in August 1911, however, the cumulative excess returns from the
capital asset pricing model are very large and positive. Overall, these results
confirm that investors did not expect the adverse antitrust ruling to have neg-
ative repercussions for Standard Oil shareholders.

The decree established 10 refining companies, but these companies were
separated by substantial distances and were unlikely to begin competing
against each other very soon after the decree. All were simply set free with
their assets. Some, such as Standard of California and Standard of New Jersey,
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had extensive pipeline and marketing facilities. Others, such as Standard of
Kansas, had none. Ohio Oil and Prairie Oil and Gas were crude oil producers
with pipelines, but South Penn Oil was left as a crude oil producer without
pipelines.45 In short, the post-dissolution structure of the industry was largely
an accident of Standard’s pre-1911 corporate organization.

The erstwhile Standard companies’ share of output of refined products
continued to fall after the decree, but the decline was simply an extension of
the 1899-1911 trend (See Table A-3).

Indeed, the rate of decline in the Standard companies’ share of refined out-
put, as measured by capacity of crude oil consumed, increased only from -2.0
percent per year to -2.7 percent per year after 1911.46 Of course, the Standard
companies were independent only in theory after the 1911 dissolution because
independence was constrained for a time by common stock ownership.

Since the Standard companies were the major purchasers of crude oil, if
their alleged monopoly – and monopsony – position had been damaged by the
dissolution, one might have expected crude oil prices to rise sharply after
1911. But as Figure A-2 shows, real crude oil prices rose only slightly between
1911 and 1913, and then fell for two years. Thereafter, spurred by strong
demand during World War I, they rose sharply and then receded to 1911 lev-
els by 1923. Moreover, oil production actually grew more rapidly in the
decade prior to the 1911 decree than in the decade that followed (Figure A-1).

It would be difficult to ascribe any of these price movements to the anti-
trust decree. Indeed, as we have seen, Standard companies controlled less than
one-third of the total output from the three new oil-producing regions when
the decree was entered, and their share of crude oil purchases in these regions
had been falling. The regions in which the Standard companies continued to
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be dominant accounted for just 12.7 percent of oil production by 1919. It is
difficult to see how separating the various Standard pipeline or refining-
pipeline companies from each other would have increased competition for
crude materially in the newer oil-producing regions if there was already
aggressive competition from large, well-capitalized independents such as Gulf
Oil, Union Oil, the Texas Company, Sun Oil, Phillips, and Cities Service.47

Nor is there evidence that the dissolution had any effect on refined prod-
uct prices. Figure A-3 shows that real kerosene prices rose slightly after the
decree – particularly during the first few years of World War I – but then reced-
ed to their 1911-12 levels. Gasoline prices, on the other hand, had been declin-
ing prior to 1911, but then soared with rising demand during World War I.
Technological change in refining processes eventually narrowed the gap
between kerosene and gasoline prices, but the gap remained above its 1911
level until the 1920s.

Concluding Assessment
There is simply no evidence that the Standard Oil decree, which created

38 quasi-independent companies by dissolving the Standard Oil trust – had
much effect on output or prices in the U.S. oil industry. Whatever the merits
of the government’s case for the pre-1900 industry, it appears that the case had
already been made moot by competitive developments in the early 1900s. The
decree might have worked to restore competition prior to 1900, but by 1911
the oil industry was very different and the decree was not needed.

American Tobacco

Like Standard Oil, the American Tobacco Company was organized as a
trust. It was first incorporated in 1890, and by 1909 the trust had grown to
include 86 companies in the United States, Cuba, and Puerto Rico and 33 oth-
ers in other parts of the world.48

Market Position
The company dominated production of all U.S. tobacco products other

than cigars, accounting for between 76 percent and 96 percent of the output of
such products as plug tobacco, smoking tobacco, snuff, and cigarettes in 1910
(See Table B-l).

This market position was obtained through acquisitions, including the
Union Tobacco Company and the Continental Tobacco Company, and
extremely aggressive pricing, allegedly including sales at prices below manu-
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facturing costs.49

Between 1890 and 1910, U.S. production of cigarettes increased fourfold,
from 2.5 billion to 10 billion cigarettes. Although it lost market share to new
“Turkish” brands of cigarettes in the early 1900s, the American Tobacco
trust’s share of domestic output recovered to approximately 85 percent by
1910. Throughout this period, its overall rate of return on tangible assets var-
ied substantially, declining from about 54 percent in 1890 to only 16 percent
in 1899, but rising thereafter to more than 35 percent in 1903.50

The Antitrust Suit
The American Tobacco trust was challenged in numerous state antitrust

actions in the 1890s, but the trust generally prevailed in these actions. The
1904 Northern Securities51 decision forced a reorganization of the Tobacco
trust, but it was not until 1908 that the government filed its major Sherman Act
case against the tobacco producers, seeking to dissolve the trust entirely. This
case was decided in favor of the government, and an injunction was entered
against American Tobacco that barred it from operating in interstate com-
merce until the conditions that existed prior to the formation of the trust were
restored.52 The Supreme Court found this remedy too drastic, ordering instead
that the lower court hold hearings to determine a “plan or method for dissolv-
ing the combination.”53

The lower court subsequently approved a dissolution that divided cigarette
production into three parts. American kept assets that accounted for approxi-
mately 37 percent of cigarette production, P. Lorillard had 15 percent, and a
new company, Liggett and Myers, received the assets to produce brands that
accounted for 28 percent of cigarette output.54 There were similar divisions of
assets for plug tobacco, smoking tobacco, and cigars. Restrictive covenants
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provided by firms and individuals that had sold out to the trust were declared
invalid.

Although individual stockholders’ control of the voting rights in the new
companies were somewhat reduced, the large stockholders continued to hold
important positions in all three major companies that emerged from the
decree. This ongoing control by the former owners of the trust was very con-
troversial at the time of dissolution, as was the three-firm oligopoly structure
established by the decree. The lower court rejected objections based on these
concerns, asserting that it was a court of law, not a commerce commission.55

The Effect of the Decree
The dissolution of the American Tobacco trust occurred very quickly. The

court’s decree was entered in November 1911, and the changes were effected
by February 1912. According to Tennant, the immediate practical effect was
to unleash a battle for market share, carried out largely through advertising.56

The three-firm oligopoly did not engage in vigorous price competition. With
the incredibly successful introduction of the Camel brand, Reynolds became
the industry’s price leader.

Cigarette prices were essentially stable in the 1909-1913 period (See
Table B-2). The average real price of the “domestic and blended brands” that
accounted for the overwhelming share of sales fell between 1909 and 1910,
but then rose after imposition of the decree.57 The real price of the “Turkish”
brands fell between 1909 and 1910 and continued to fall, albeit at a somewhat
reduced rate, after the decree. Thus, one can hardly conclude that the imme-
diate effects of divestiture were to reduce cigarette prices to consumers.
Thereafter, prices became somewhat more volatile as Reynolds introduced
and began promoting Camel (See Figure B-l). Wholesale prices rose much
more rapidly in the 1917-1920 period in response to increases in tobacco
excise taxes.58 Throughout this period, the industry avoided price competition
and the price wars that had accompanied the ascendancy of the trust.
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Had prices fallen after the decree, one would have expected the value of
the industry’s output to fall relative to GNP because cigarette demand is price-
inelastic. But the share of cigars, cigarettes, and tobacco fell only slightly –
from 1.29 percent of GNP in 1911 to 1.20 percent in 1912 – and then fluctu-
ated between 1.04 and 1.30 for the next eight years.59 The higher advertising
expenses eroded unit profits in the early post-decree period. However, the
return on assets remained high throughout the next 15 years. Indeed, Tennant
calculated that operating profits averaged 17.5 percent on tangible net worth
between 1912 and 1949 for the four major companies, about the same profit
rate as that earned by the trust in 1898-1908.60

There is also no evidence that the dissolution of American Tobacco affect-
ed the price of raw tobacco. It averaged 9.8 cents per pound in 1906-1910 and
10.3 cents in 1911-15.61 This increase of 5 percent was less than the rate of
inflation.62

Given these results, it is hardly surprising that the returns to stockholders
were largely unimpaired by the dissolution of the trust. The prices of
American Tobacco stocks and bonds recovered in late 1911 and 1912 from the
earlier declines that had resulted from the filing of the suit in 1907 and the
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Supreme Court’s June 1911 decision. Using the capital asset pricing model,
Burns finds that the excess returns generated by the announcement of the dis-
solution plan and the subsequent declaration of dividends and interest by the
successor companies essentially wiped out the negative excess returns caused
by the adverse news.63

Conclusion
The limited data available suggest that real cigarette prices were little

affected by the decree in the first two years. In fact, immediately after the 1911
decree, real prices actually rose. The principal effect of the decree appears to
have been the development of oligopolistic rivalry that diverted substantial
resources to advertising while having little effect on cigarette prices. Thus, it
is difficult to conclude that the decree improved consumer welfare. The sta-
bility of the industry’s profit rate and the absence of any decided break in
prices after 1911 inevitably leads to the conclusion that this major Section 2
case contributed very little to developing meaningful competition.

Alcoa

The manufacture of aluminum consists of four distinct phases: (1) mining
aluminum ore, usually bauxite, (2) refining the ore to extract alumina (alu-
minum oxide), (3) reducing the alumina into aluminum ingot, and (4) fabri-
cating the ingot into mill products like sheet, tube, and wire. Vertically inte-
grated producers of primary aluminum generally make their own alumina and
refine it into aluminum. The fabrication process, however, has always consist-
ed of a mix of independents and integrated producers.

Early History
The aluminum industry was born in the 1880s when America’s Charles M.

Hall and France’s Paul L.T. Héroult separately developed patents for a cheap
electrolytic process of reducing aluminum from alumina. Hall’s patent appli-
cation won over Héroult’s in the United States due to Héroult’s failure to file
a “Preliminary Statement” with the U.S. Patent Office.64 The Pittsburgh
Reduction Company (PRC) was formed in 1888 to apply Hall’s patent, and
soon faced legal challenges from Alfred and Eugene Cowles, who also used
Hall’s process to make pure aluminum. The Cowles brothers had secured
rights to a patent by Charles Bradley for internal heating of the electrolytic
bath, which the PRC used in its aluminum production process. The PRC and
the Cowles brothers sued and countersued for patent infringement, and sepa-
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rate decisions upheld the claims of both sides. With neither party able to pro-
duce aluminum without the patent of the other, the PRC and Cowles brothers
came to an agreement. PRC paid for a license to use the Bradley patent, and
the Cowleses agreed not to reenter the aluminum production business.

This allowed PRC to extend its exclusive rights to aluminum production
to 1909 (the Bradley patent had been granted three years after the Hall patent).
When the patent expired, the economy had entered a recession, and entry
into aluminum production proved difficult for would-be competitors. PRC
changed its name to Aluminum Company of America (“Alcoa”) in 1907, and
by 1909 it had already integrated backward into ore and electricity production
and had begun “to roll sheet and fabricate sundry articles.”65

The aluminum market was very small until World War II. Primary alu-
minum output in the United States peaked at 65,000 tons per year during
World War I and did not exceed 200,000 tons until 1940.66 By contrast, U.S.
steel production peaked at 50 million tons in World War I and was only mar-
ginally higher in 1940, rising to 67 million tons67 (See Figure C-l). The small
size of the aluminum market prior to World War II made entry very difficult
because of economies of scale in alumina production. Through the 1930s,
Alcoa produced its entire output of alumina from a single plant in East St.
Louis. Germany had but one alumina plant, the French had three or four, and
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the British one.68

In 1912, the Southern Aluminum Company was formed by French inter-
ests to construct a hydropower plant and a reduction plant in North Carolina,
but it could not complete the projects because of a lack of capital during World
War I. In 1915, the plants were sold to Alcoa. Other facilities were bought by
Alcoa in the 1920s, including a Dutch mining operation in South America and
the power facilities of the Quebec Aluminum Company founded by J.B. Duke.
Alcoa also built considerable reduction capacity in Canada to go along with
the Quebec Aluminum Company assets. Alcoa assigned these properties,
along with its holdings in Europe, to Aluminum Limited (“Limited”). Limited
was legally independent of Alcoa, but the same 11 stockholders who held half
of Alcoa also held half of Limited.

Much of the Justice Department’s early interest in aluminum centered on
Alcoa’s control of bauxite reserves and hydropower sites. But it seems unlike-
ly that entry would have occurred in a market this small. The failure of the
French attempt prior to World War I is often ascribed to poor timing, but it
might not have succeeded anyway given the economies of scale in alumina
production and the small size of the market. During the Great Depression, alu-
minum output fell to less than 40,000 tons per year. If the East St. Louis alu-
mina plant could supply Alcoa’s smelters when output was at 115,000 tons per
year, its excess capacity in the 1930s would loom menacingly over any
entrant’s nascent operation. Moreover, Alcoa’s return on invested capital
between World War I and 1935 hardly suggested that a bonanza awaited a suc-
cessful entrant. According to Wallace, Alcoa’s average return over this period
was just over 6 percent after taxes.69

By the late 1930s, Alcoa’s primary production and imports constituted 90
percent of the total American supply, with the rest imported by others. This did
not include “secondary” aluminum, which was processed by independent
smelters and competed with primary aluminum. The 90 percent share includ-
ed aluminum fabricated by Alcoa as well as ingot sold in the market.70

The Antitrust Cases
In 1912, the Department of Justice charged Alcoa with restraining trade

and monopolizing the aluminum industry.71 Alcoa signed a consent decree
through which it gave up its Canadian subsidiary, dropped a contract with two
chemical firms whose bauxite it had purchased, agreed not to enter any collusive
agreements or mergers, and agreed not to discriminate against any competing
fabricator in the sale of ingot. Neither of the two chemical firms subsequently
entered the business despite the advantages the consent decree gave them.
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The Federal Trade Commission subsequently brought two suits against
Alcoa. The Cleveland Products Company had built a small rolling mill in
1915, but found it difficult to make money because of the wartime price ceil-
ing for sheet. Alcoa agreed to invest in the plant in exchange for a controlling
stock interest. The commission challenged the stock purchase under Section 7
of the Clayton Act and was sustained by the Third Circuit Court of Appeals.72

Alcoa sold its interest to the other stockholder, but Cleveland Products
encountered severe financial difficulties. When Alcoa bought the property at a
sheriff’s sale, the commission again objected, but the circuit court overruled.73

In any case, the mill was soon closed because it had become obsolete.
In 1924, the Federal Trade Commission charged that Alcoa had violated

the 1912 consent decree.74 The Department of Justice cleared Alcoa in 1926.75

The commission also charged Alcoa with delaying shipments of materials to
competitors and with price discrimination, but dismissed the charges in 1930.76

In 1937, three years after beginning an investigation of Alcoa, the Depart-
ment of Justice filed a Sherman Act civil suit, charging Alcoa with monopo-
lizing the aluminum market and restraining trade. District Judge Francis Caffey
found no evidence of a current attempt to monopolize.77 He also rejected the
government’s argument that the power to fix prices and to exclude others from
the market was monopolization.78 The government appealed Judge Caffey’s
decision to the Supreme Court, but so many justices had to disqualify them-
selves because of their prior work in the Department of Justice against Alcoa
that a quorum of six could not be achieved. As a result, legislation was enact-
ed to allow the three senior judges of the Circuit Court of Appeals with terri-
torial jurisdiction to serve as the ultimate appellate court in such cases. Judge
Learned Hand issued the decision of the Second Circuit Court of Appeals in
Alcoa in March 1945. He sustained Judge Caffey’s decisions on almost all of
the charges, but ruled that the power to exclude and the power to fix prices
constituted monopolization in violation of Section 2 of the Sherman Act.79 Al-
coa was thus found guilty of monopolizing the market for primary aluminum.

The court’s ruling generated substantial controversy. Secondary alu-
minum, produced from aluminum scrap, was excluded from the relevant prod-
uct market because it could not be made without primary aluminum, whose
production was controlled by Alcoa. Even though secondary aluminum would
not enter the market for five to 25 years after its primary source was fabricat-
ed, Judge Hand concluded that a company would account for the effect of sec-
ondary products when pricing the primary product.80

Whereas Alcoa had argued that its profits on primary aluminum sales were
not extravagant, Judge Hand ruled that the level of profits was irrelevant to the
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determination of monopolization and price fixing. The court also found that
Alcoa had created a price squeeze on downstream customers from 1925 to
1932 by selling some aluminum sheet at prices that were too close to the price
of primary aluminum ingot to allow independent fabricators to achieve ade-
quate margins on their sales. Judge Hand did not rest his opinion on this vio-
lation, but prohibited this practice in the future. Neither Judge Caffey nor
Wallace could provide a motive for the price squeeze, but it was likely moti-
vated by a desire to engage in price discrimination without the fear of arbi-
trage.81

Postponement of Relief
Judge Hand postponed the implementation of major remedies until the

war ended because of changes in the industry’s structure created by the war
emergency. Because of the need for aluminum in the national defense effort,
the government had constructed plants for alumina reduction, aluminum
smelting, and fabrication.82 By 1944, the government plants accounted for
approximately 50 percent of the domestic aluminum reduction capacity. The
Defense Plant Corporation, a subsidiary of the Reconstruction Finance
Corporation (RFC), owned these plants. Alcoa, Reynolds Metals Company,
and Olin Corporation operated the government plants under management con-
tracts. The Surplus Property Act, passed a year before Judge Hand’s decision,
directed that these plants be sold in a manner consistent with the development
of competition. Therefore, although Alcoa had leases on several wartime
plants that were effective through 1947 and 1948, the RFC canceled them on
August 30, 1945.83

Since there were only two government alumina plants, there could be only
two new competitors to Alcoa in the primary aluminum market if the new
firms were to be vertically integrated. Given that Alcoa remained vertically
integrated, the Surplus Property Board (SPB) decided the new competitors
should also be vertically integrated. The board approached over 200 metals
companies as possible purchasers of the wartime plants, but only Reynolds
Metals and Kaiser (then Permanente Metals Corporation) were willing to make
the large financial outlays required to become vertically integrated producers.
With the exception of an extrusion plant and a smelter, which attracted no bid-
ders and were thus granted to Alcoa, all of the government’s wartime alumin-
um properties were assigned to Reynolds and Kaiser in 1946, 1947, and 1948.84

From these government-owned assets, Reynolds received one of the two
large alumina plants, two smelters, two sheet mills, two extrusion plants, and
one forge shop. Kaiser received one of the two large alumina plants, two smel-
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ters, and one sheet mill. The government also induced Alcoa to allow the new
competitors to use its alumina patents, free of royalties, conditional on a
“grant-back” to Alcoa of any improvement patents obtained by the competitors.

Had Judge Hand ordered the vertical dissolution of Alcoa in his ruling
rather than leaving the SPB to act without knowing the government’s final
decision, the SPB might have been able to sell its aluminum production facil-
ities to more than two companies. It cannot be known whether a vertically
fragmented industry structure would have improved market performance,
although some economists criticized the court for preventing such a result.85

The Final Decree
In 1947, Alcoa asked the court to rule that it no longer monopolized the

market for primary aluminum. After the government moved to dismiss the
petition, the district court was directed to find whether further remedies were
needed. Judge John Knox ruled against divestiture in 1950, but required that
the court retain jurisdiction over the case for five years in the event that the
new competitors were unable to provide sufficient competition. In addition,
the court ordered each of the 11 major Alcoa stockholders to sell their interest
in either Alcoa or Limited within 10 years. The grant-back provision of the
license agreements between Alcoa and the two new competitors was also
eliminated, but Judge Hand’s invocation against price squeezes remained.

In 1956, the Department of Justice argued that Reynolds and Kaiser had
not proven an ability to compete and thus petitioned for another five-year test.
District Judge Cashin dismissed the government’s petition.86

The Effects of the Decree
The disposition of the government’s aluminum properties created two

viable competitors in Reynolds and Kaiser. Three other companies entered the
primary aluminum market between 1950 and 1955, once again with govern-
ment assistance. In 1950, another government program was launched to ex-
pand aluminum capacity because of the onset of the Korean War. The govern-
ment issued each participating company an accelerated five-year amortization
certificate for 85 percent of the cost of the new production and provided for
government purchase at list prices of all the new plants’ output that the pro-
ducers could not sell commercially. The government also had the option to
buy any aluminum from the new facilities at the list price.87

Three new entrants into primary aluminum production were funded from
this Korean War program: Harvey Aluminum Company, Anaconda Aluminum
Company, and Ormet, a joint venture between Olin Mathieson and Revere
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Copper and Brass. In addition, the program funded capacity expansions by the
three existing producers, Alcoa, Kaiser, and Reynolds.

Olin had managed one of the government’s plants during World War II,
and Revere was an established aluminum fabricator. Both companies had ini-
tially planned to produce primary aluminum. However, Olin experienced
financing problems and Revere had been denied an accelerated amortization
certificate from the government to build its own reduction plant. Thus, Olin
and Revere formed Ormet, which constructed an aluminum reduction plant in
1958. Olin and Revere signed a 25-year agreement to purchase the ingot pro-
duced by Ormet at full manufacturing cost. Each would sell the output in
either ingot or fabricated form. Thus, the joint venture resulted in one addi-
tional primary aluminum producer, but two primary aluminum sellers.88

The Korean War drove aluminum production to more than 1.25 million
tons, or nearly nine times its level when the antitrust case was filed (See Figure
C-l). As a result, even though Alcoa’s share had fallen to 40 percent by 1955,
its output was more than four times its “monopoly” level in 1937.

The increase in the size of the market clearly facilitated entry, even with-
out two government programs to build new facilities. By 1958, even Ormet
had the capacity to produce the entire U.S. pre-World War II output (See Table
C-l). With demand fluctuating between 34,000 and 102,000 metric tons in the
1930s, entry had not been likely, with or without government assistance. Once
output rose to more than 900,000 tons, the environment was quite different.

The price of aluminum ingot had fallen steeply during the Depression, and
it continued to decline through World War II. After 1947, the price of primary
aluminum stabilized. It appears that the antitrust case and government-funded
entry did not lead to lower aluminum prices (See Figure C-2). A regression



CRANDALL 317

analysis of real aluminum prices over the period 1926-1950 confirms this con-
clusion. This analysis includes a time trend for technical change in aluminum
production, real GNP, the price of hot-rolled steel bars (a substitute), the real
price of electricity, the real price of imported bauxite, a dummy variable for
the World War II years (1942-45), and a dummy variable for the postwar years
to reflect the effect of the government’s structural “relief” – the increase in the
number of sellers of primary aluminum from one to three.89

The results are in Table C-2 for 1926-1950 and for an extended period,
1926-1965. In general, they show that the real price of aluminum is positive-
ly related to the cost of an important input, electricity, and to the price of a
substitute, steel. The trend rate of prices is negative in all four of the equations,
but the time trend and Real GNP are statistically significant only in the linear
equations. There is no discernible impact of World War II on the real price of
aluminum.

For our purposes, the important result is the absence of a shift in real alu-
minum prices after the imposition of the decree in 1945. The coefficient of the
post-1945 dummy variable is statistically insignificant in all equations.

Moreover, as Figure C-2 shows, the relationship between the wholesale
price of aluminum extrusions and the price of primary aluminum did not
change perceptibly between 1947 and 1960. (Earlier data on wholesale prices
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of aluminum products are unavailable.) Thus, it would appear there was no
change in the markup over primary aluminum and, therefore, no apparent
effect of the decree on price “squeezes.”

The stock market reacted harshly to many of the major events in the Alcoa
monopolization case. When the case was brought in 1937, shareholders suf-
fered a one-month excess loss of 11.5 percent – a loss that even grew over the
next five months to a cumulative 13.3 percent negative excess return (see
Table C-3). When the lower court issued its Findings of Fact and Conclusions
of Law in September–October 1941, stockholder excess returns were -1.2 per-
cent in September but rebounded to a cumulative + 4.6 percent at the end of
the fifth month thereafter. The lower court’s decision dismissing the complaint
in July 1942 was greeted by the stock market favorably at first, generating an
excess return of 7.8 percent in July but declining to a cumulative -8.0 percent
five months thereafter. Judge Hand’s appellate court opinion in March 1945,
reversing the lower court and finding that Alcoa had monopolized, generated
negative returns of -0.3 percent in the first month, growing to a cumulative
negative excess return of-3.4 percent five months later. Finally, Judge Knox’s
decision in June 1950 not to grant the government structural relief resulted in
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a positive excess return of 6.8 percent in the first month, increasing to a cumu-
lative 7.9 percent five months later. Overall, when we use a six-month window
to gauge the effect of these five decisions, Alcoa stockholders appear to have
lost about 12 percent relative to the overall market. However, when we use
only the contemporaneous month, the excess returns are slightly positive.

The last event shown in Table C-3, the final decision regarding Alcoa’s
forced disposition of its stock in Alcan, resulted in very large negative returns
for stockholders. This event, occurring at about the same time as the intro-
duction of the government’s Korean War subsidy program that led to the entry
of Anaconda, Harvey, and Ormet, appears to have had a substantial effect on
Alcoa shareholders. But it is difficult to attribute this effect to any belief that
competition might break out along the Canadian border.

Conclusion
With hindsight, it appears that the failure of the 1912 decree to erode

Alcoa’s monopoly derived from the small and even declining market for alu-
minum in the early and mid-1930s. When demand grew in the 1940s and
1950s, entry would probably have occurred without government assistance.
The government’s decision to bring a Section 2 case in the middle of the
Depression when demand would not have supported more than one supplier
must surely be questioned. Demand soared as the case was being litigated, and
the federal government funded an expansion of capacity for the war effort. As
in Standard Oil, changes in the market rendered the monopolization case irrel-
evant. In the end, the antitrust suit served little purpose other than to ignite
controversy over the proper method for defining the relevant market and for
determining the market-share threshold for establishing monopoly power.
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Paramount

The motion picture industry’s origins derive from a series of patents
obtained by Thomas Edison and others in the late 19th century.90 One compa-
ny controlled a large share of production and distribution of feature films
through its ownership of patents until 1912-18 when it lost a series of antitrust
cases and a major case involving a key patent. New entry soon followed with
the antecedents of many of today’s major film distributors – Universal, Fox,
and Paramount – emerging as major producer–distributors.

The exhibition of feature films was consolidated into a number of “cir-
cuits,” many of which formed First National Exhibitors’ Circuit. First National
soon began to finance and distribute the films exhibited in its theaters. After
World War I, theater owners integrated into distribution to avoid the market
power of distributors, and distributors countered by entering the exhibition
business. By 1931, six of the firms that would subsequently be defendants in
the Paramount case controlled nearly 2,500 theaters across the country. By this
time, many of the distributor practices that allegedly constituted violations of
the Sherman Act – such as block booking – emerged. As a result, the distrib-
utors were repeatedly involved in antitrust suits long before the Paramount lit-
igation.

Industry Structure
The Paramount case was brought in 1938, and the complaint was amended

in 1940. The defendants were the five “major” distributors – the ones owning
theater chains – and three “minor” distributors. These eight firms apparently
controlled 95 percent of total film rentals in the early 1940s and accounted for
roughly two-thirds of all feature film releases.91 National distribution of fea-
ture films was managed through a large number of “exchanges” in urban cen-
ters that monitored and enforced rental agreements with theaters. No major
distributor was so integrated into distribution as to be able to exhibit its films
solely in its own theaters. As a result, each major realized substantial rentals
from the theaters of its four integrated rivals.

A large number of independent theaters also exhibited the films distrib-
uted by the eight Paramount defendants. Indeed, these independent theaters
and theater circuits accounted for about half of all theatrical rentals in the early
1940s. While several major distributors often owned theaters in the same
town, these holdings were often operated jointly as a “pool,” and these pool-
ing arrangements extended to independent theaters as well.

At the time the Paramount case was brought, seven of the distributor
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defendants owned production facilities and had extensive long-term agree-
ments with talent – actors, directors, etc. By the time that the trial had begun,
however, the “studio” system of long-term, exclusive contracts was in decline.
Independent producers existed, but these producers were forced to distribute
their films through one of the 11 national distributors. Because production was
fragmented, the government was unable to argue successfully that the defen-
dants had monopolized this stage of production.

Antitrust
Antitrust actions against distributors and theater chains were common

before World War II. Many of these cases involved allegations of conspiracies
to fix theatrical admission prices or rental terms or to restrict output to com-
peting theaters.92 However, the complaint in the Paramount case, as amended
in November 1940, went much further. The eight defendants were charged
with fixing license terms for feature films, excluding independently produced
films, controlling first runs of films in their own theaters, and even pooling
profits in territories where two or more of the five majors operated theaters.

These charges were quickly followed by a consent decree that limited the
defendants’ ability to engage in various tying or “block booking” practices and
provided for arbitration of disputes with unaffiliated theater owners who felt
they had been unfairly denied access to the defendants’ films. Most of these
disputes involved clearances – the timing of licensing films to different the-
aters in the distribution chain. These clearances were employed to enforce a
system of price discrimination.

In 1944, the government moved to modify the 1940 decree, arguing that
this decree had not eliminated the anticompetitive abuses. A full-blown trial
ensued in 1945-46, resulting in a government victory in the district court in
December 1946.93 The court found that a large number of practices violated
Sections 1 and 2 of the Sherman Act, including:

The fixing of uniform admission prices – both among the defendants and
between the distributors and their theater licensees;

The system of uniform length or runs and clearances among theaters;
“Formula deals” between distributors and entire theater chains or cir-

cuits;
Block booking – that is, tying arrangements;
Pooling agreements.

The district court refused to order divestiture of theaters, but prohibited a
large number of the offenses alleged to be anticompetitive by the government.
Agreements to maintain uniform admission prices and clearances among the-
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aters were banned. Clearances had to be reasonable and could not be granted
against theaters not in substantial competition with each other. The court
required that competitive bidding among theaters for each run of a feature film
replace these collusive practices. Various restrictions on block booking and
circuit-wide formula deals were also decreed.

In 1948, the Supreme Court upheld the lower court in most respects, but
it found the system of competitive bidding unworkable.94 Instead, it ordered
the lower court to reconsider divestiture. Interestingly, the Court’s reversal of
the competitive bidding relief was based on its fear that such a mechanism
would require the federal courts to be involved in the day-to-day operations of
the industry. As it developed, however, the structural remedy itself required
substantial ongoing enforcement as distributors devised new approaches to
exhibiting their films.

As a result of the Supreme Court decision, two of the major distributors
entered into consent agreements divorcing their theaters and even divesting
some of their theaters before the divorcement. The other three majors were
ordered to divest their theater chains by the lower court in 1950-52.95 Stock
ownership of the divorced theater circuits and the major distributors were to
be kept totally separate. All eight defendants were still subject to the injunctive
relief in the original decree except for the competitive bidding requirement.

The Effect of the Decrees
The primary objective of the Paramount decrees was to prevent collusive,

joint-profit-maximizing activities among the eight defendants. Absent collu-
sion in the licensing of films to one another’s theater circuits and in licensing
and exhibiting films, distributors would have to compete for theater space by
offering attractive rental terms. These terms, in turn, would be available to
large numbers of theater owners who would decide which films to bid for and
how long to run them. Independent distributors would have better access to
theaters, and the independents would be able to take market share away from
the eight defendants. Entry of new distributors might also occur, further reduc-
ing the defendants’ market shares.

If this scenario had played out, we might have expected the share of the-
atrical revenues obtained by the distributors to fall, admission prices to
decline, and the number of distributors and annual film releases to increase. In
fact, none of these events occurred.

A major complication in analyzing the motion-picture industry after the
Paramount decision was the sudden change in the entertainment habits of U.S.
households after 1948. The introduction of television as a mass medium led to
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a dramatic decline in theater admissions. Total theater admissions fell by more
than two-thirds between 1948 and 1958, and by another 50 percent between
1958 and 1967.96 As a result, large numbers of theaters closed, but substantial
excess theater capacity remained in 1967.97 As in Standard Oil and Alcoa,
unanticipated changes in market conditions had enormous impacts that the
designers of the decrees could not foresee.

Despite these negative trends, the average real price of a movie ticket actu-
ally rose over the two decades following Paramount. The Consumer Price
Index (CPI) for Indoor Theaters rose by 36.4 percent between 1948 and 1958,
a period in which the overall CPI rose just 20.1 percent. This trend continued
over the 1958-1967 period, with the CPI for indoor theaters rising by 68.9 per-
cent while the overall CPI rose by just 15.5 percent98 (See Figure D-1). In a
sharply contracting industry, one might have expected substantial downward
pressure on prices, particularly if the Justice Department had just succeeded
in breaking a cartel of distributor–exhibitors. Instead, real theatrical admission
prices rose substantially.99

The objectives of the Paramount decrees were broader than the elimina-
tion of price-fixing in admissions. Another goal was to open the theaters to
competing producer–distributors, thereby breaking the grip of the eight large
Hollywood distributors. However, there was little entry into distribution in the
years following the Paramount decision. RKO declined rapidly and exited the
industry in 1957 because of internal problems deriving from Howard
Hughes’s ownership of the company. The remaining seven defendants actual-
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ly experienced an increase in their collective share of motion-picture rentals
between 1948 and 1954. Thereafter, their share fell for a few years due to a
disastrous set of releases, but then rebounded by 1966-67 to between 70 and
72 percent of U.S. rental revenues – only slightly less than their 1948 share of
76 percent.100 During the 1948-1967 period, the major distributors steadily
reduced the number of feature film releases from 248 to about 150, and U.S.-
produced independents also contracted supply. Thus, the Paramount decrees
did not introduce new competition or new competitors in distribution. After 20
years, the seven survivors of the Paramount litigation continued to account for
nearly three-fourths of all U.S. theatrical rentals.101

Given the sharp decline in demand for theatrical admissions and the dis-
solution of the cartel, one might have expected Hollywood distributors to be
more aggressive in attempting to market their films to a declining number of
U.S. theaters. In fact, they reduced supply and held the line on prices through
the 1948-67 period. As real admission prices rose, the distributors were suc-
cessful in capturing most of the additional revenues for themselves. Their
share of theatrical admission receipts rose from 30.4 percent in 1948 to 45.8
percent in 1967. Thus, the distributors absorbed approximately two-thirds of
the real increase in theater ticket prices. Surely, this is not the result one would
have expected from an end to collusion.

Estimating the effect of the Paramount case on the defendant companies’
stockholders is complicated by the large number of court decisions and the
number of defendant companies. The announcement of the filing of the case
in July 1938 had a large negative impact on the common equities of the larg-
er, integrated defendants, but the opposite effect on the minor unintegrated
distributors, Universal and Columbia (See Table D-1). However, the amended
complaint and the subsequent consent decree in November 1940 were fol-
lowed by enormous positive excess returns for both the majors and the minor
distributors. When the government reopened the case in August 1944, the
stockholder excess returns were understandably negative for all but one of the
major distributors, but positive for one of the two minor distributors that had
no theaters to divest. Finally, the Supreme Court decision in 1948 generated
very large negative returns for the majors as well as both of the minor distrib-
utors. In short, the market does not appear to have foreseen the devastating
effect of television, reacting very badly to the forced divestiture of theaters!

What Went Wrong?
Why did the decrees not achieve their goal? There are at least two possi-

ble reasons.
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First, the government may have erred in charging the defendants with vio-
lating the Sherman Act. If the conduct of these companies was not collusive
prior to 1948, or if their actions did not result in a reduction of output or high-
er theater admission prices, the suit should never have been filed. DeVany and
Eckert argue that the practices assailed by the government – the agreement on
clearances and length of runs – were required to provide a stable environment
for the exploitation of feature films and to provide information on the demand
for each film.l02 Barring such practices or breaking the ownership ties between
distributors and theaters would thus reduce the efficiency of the distribution
system. The result was higher costs, higher rental rates, and fewer feature film
releases.

A second possibility is that the collusive arrangements among distributors
and exhibitors were successful in reducing output and raising prices, but that
the decrees were not successful in ending such collusion. After decades of
agreeing on clearances and lengths of runs, the seven remaining Paramount
defendants would still be able to collude tacitly by reporting their revenues
from each theater to the trade press, thereby allowing the detection of devia-
tions from the implicit cartel agreement. If a theater dropped a film earlier in
its run than expected, distributors would be able to infer that the distributor of
the film that replaced it had cut its rental rate to obtain the clearance.

It is even possible that elements of both theories are correct. The decrees
might have made it more expensive to distribute films without facilitating new
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entry and without stimulating enhanced competition. The result could have
been higher prices and lower output than would have existed without the
decrees. Whatever the explanation, it seems clear that the motion picture
industry did not become more competitive as a result of vertical divestiture of
theaters from distributors.

The Paramount case once again illustrates the difficulty in designing a
decree that is effective when market conditions are changing. Like American
Tobacco, it also demonstrates that structural relief may not create the condi-
tions for aggressive competition.

United Shoe Machinery

United Shoe Machinery Corp. (USM) began operations in 1899 with the
acquisition of five shoe machinery manufacturers.103 These acquisitions pro-
vided USM with a prominent position in the major segments of shoe machin-
ery manufacturing. The company grew rapidly thereafter, acquiring a number
of other companies, and it eventually centralized its manufacturing operations
in one plant in Massachusetts.104

As early as 1911, USM faced a civil suit charging it with combination in
restraint of trade and monopolizing in violations of Sections 1 and 2 of the
Sherman Act.105 USM won the suit, but was faced with another in 1915, charg-
ing that USM’s equipment leasing practices violated Section 3 of the Clayton
Act because of tying and exclusive-use provisions in its contracts.106 This suit
was won by the government, resulting in a court decree requiring USM to
modify the terms of its leases.107 The third major antitrust case against USM
was brought in 1947, charging USM with violations of Section 1 and Section
2 of the Sherman Act. The district court ruled against USM in 1953 and was
upheld by the Supreme Court in 1954.108 Although the 1953 decree did not
result in divestiture, a review of the case in 1964 led to a Supreme Court deci-
sion that instructed the lower court to consider divestiture. And in 1969, a sub-
stantial share of USM’s assets were divested.109 The company was purchased
by Emhart Industries five years later.

USM’s Products and Services
USM manufactured a full line of specialized machines to produce shoes.

By the 1940s, it offered more than 300 types of machines, of which a shoe
manufacturer might need as many as 100 to produce a shoe.110 These included
clicking machines, lasting machines, eyeleting machines, outsole stitching
machines, and heel-attaching machines, to name only a few.
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USM’s customer base consisted of shoemakers across the United States.
These were typically small enterprises (although several were very large, and
one or two were nearly the size of USM). In 1947, there were approximately
1,650 shoe factories in the United States operated by some 1,460 firms.111 The
number of factories and the volume of shoe production increased rapidly
between 1915 and 1947, but declined after 1958.112

USM offered its shoe machines through a combination of sale and lease
programs. Shoe machines were extremely complex and often experienced
technical problems. As a result, in addition to offering machines for sale or
lease, USM provided repair and advisory services for both its own machines
and others. Factories that were engaged in the manufacture of shoes often
needed advice on the selection and layout of machines and timely repair serv-
ices. As a result, USM employed forces of roadmen who could be dispatched
quickly to the shoe factories for such advice and repair services.113

Market Shares
USM had a very large share of the sale or lease of major shoe machines,

and a slightly smaller proportion of the market with respect to minor
machines. Table E-1 shows USM’s share of the outstanding major and minor
machines in shoe manufacturing plants in 1949 and the share of the market
held by its competitors.114

USM was dominant in large machines; its principal rivals competed by
offering a more limited line of machines. None of the rivals was a large man-
ufacturing enterprise. As a result, Kaysen concluded that: “[t]hey are essen-
tially shoe machinery or machinery-and-supplies businesses, and their small
scale in the machine field indicates their overall smallness and weakness rel-
ative to USM.”115
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The Government’s Case Against USM
The government claimed that USM had monopolized the shoe machinery

market through the use of leases that impeded the purchase or lease of com-
petitors’ machines. Specifically, the government charged that several provi-
sions of USM’s leases were exclusionary. Among the most important were: (a)
the 10-year terms of the leases; (b) the return charges or deferred payments
due upon early termination of a lease; (c) the minimum monthly usage charges
on machines subject to per-unit payments; and (d) the “full-capacity” clause
that required lessees to use the machine to the fullest extent possible in pro-
ducing all shoes for which the machine was capable of being used.116

USM would also waive the monthly rental and minimum-usage balances
due on unexpired leases when machinery returns were made for reasons other
than the substitution of a competitor’s machine. USM would charge the shoe
manufacturers with violating the full-capacity clause only in cases in which a
competitor’s machine was used. Penalties were waived when the full capacity
clause was not met as a result of changes in demand, conversion to manual
operations, or replacement with another United machine.117

USM’s market power was allegedly enhanced by a number of other fac-
tors. First, USM offered a full line of machinery, which gave it the ability to
use tying practices and to employ price discrimination against its rivals, charg-
ing low markups for machines that faced competition and high markups for
those without competition.118 Second, USM held a large number of patents,
which made it difficult for a potential rival to develop machines or techniques
that did not infringe on a USM patent.119 Kaysen conceded that he could not
fully dismiss the theory that USM was a natural monopoly because of the
small size of the shoe machinery market. However, his observations on the
small lot size for parts and machine manufacturing in USM’s Massachusetts
plant led him to conclude that USM was probably not a natural monopolist.120

The Government’s Victory and Proposed Relief
In February 1953, the district court found that USM had violated Section

2 of the Sherman Act by illegally monopolizing the shoe machinery market
and the market for some shoe machinery supplies.121 USM appealed the deci-
sion, but the Supreme Court upheld it.122 The government requested the divi-
sion of USM into three full-line manufacturers and the separation of all sup-
ply activities from the machinery business. The major obstacle was the fact
that USM produced its entire output in a single plant. In addition, the govern-
ment sought an end to USM’s reliance on leasing and the dissolution of
USM’s outstanding leases. This remedy, in conjunction with modifications in
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USM’s patent policies and a ban on expansion of USM through acquisitions,
was intended to reduce barriers to entry.123

The court declined to dissolve USM, but did take aim at USM’s leasing
policy. Under the decree, USM was forced to offer its machines for sale as
well as lease, but it could not structure the lease and sales terms in a fashion
that would make it more advantageous to lease. In addition, the duration of all
new leases had to be reduced to five years or less with an option to return
machines after one year. Return charges and deferred payments were banned.
USM was barred from acquiring any shoe machinery factory or shoe supply
business, or stock in such business, for more than $10,000. USM was also
severely restricted with respect to the acquisition of patents.124

The decree was intended to stimulate competition in at least three ways.
First, by stimulating the purchase of machines, the decree might create a
vibrant secondhand market. These secondhand machines would limit USM’s
market power in the sale or lease of new machines and provide potential
entrants with valuable information about USM’s technology. Second, by lim-
iting the term of the leases and limiting discriminatory termination fees, the
decree might induce shoe manufacturers to choose more competitors’ prod-
ucts. Third, by creating a secondhand market and stimulating incremental
sales of competitive machines through a relaxation of USM’s leasing terms,
the decree might stimulate the growth of an active independent repair sector,
freeing shoe manufacturers from reliance on USM’s technical staff.

The Effect of the Decree
After 10 years, the lower court held hearings on the effectiveness of the

decree and concluded that the decree was generally working as expected.
Specifically, Judge Wyzanski found that:125

USM’s market share of lease and sales revenue fell from 85 percent in
1953 to 62 percent in 1963.

USM’s lease and sales revenue fell from $32 million in 1953 to $24 mil-
lion in 1963.

The number of new entrants had increased, and machinery shipments of
USM’s principal competitors had increased substantially.

USM shipped only 51.7 percent of all shoe machines sold in 1963.
A secondhand market had been established.
Approximately 54 percent of machines in shoe factories in 1963 were

made by USM, but only 47 percent had been obtained from USM.
In 1963, only 17 percent of leased machines in shoe factories were

leased from USM.
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Between 1953 and 1963, shoe factories purchased approximately 53,000
previously leased machines from USM.

Table E-2 shows the decline in USM’s share of shoe machinery lease and
sales revenues between 1947, the year the case was brought, and 1963, the
year before the review of the decree in the district court.126 No single firm
attained a very large market share, but USM nevertheless lost about one-quar-
ter of its preexisting share because the rate of entry increased following the
decree. According to Waldman, “[i]n three-year segments of the period from
1955 to 1965, the number of entries into shoe machinery manufacture in-
creased, respectively, by 11, 19, and 26.”127 However, Waldman offers no evi-
dence that such entry was atypical of the pre-decree period, or that the entrants
provided much competition for USM. The “other” competitors’ share of
industry revenues, shown in Table E-2, rose by only 8.9 percentage points in
16 years.

Although there were substantial increases in the total revenue of USM’s
competitors in the nine years following the decree (See Table E-3),128 USM’s rev-
enue gains were about double the sum of the four major competitors combined.

The market for secondhand machinery also grew following the decree.
Used machinery dealers sold 35.2 percent of the shoe machines leased and
sold in 1963,129 and they offered machines in 108 of 177 separate operations
identified by a USM consultant.”130

In the two years after the decree, USM’s net income reached an all-time
high, apparently because of the sale of USM machines that had low book
value and because of an increase in lease prices.131 Waldman argues that the
high prices following the decree may have been a result of USM’s attempting
to placate the court, but such behavior is hardly consistent with Waldman’s
view that USM suffered a reduction in market power.132 Moreover, USM’s rate
of return on equity was little affected by the decree (See Figure E-l). In the
first two years, as explained above, USM’s return on equity rose, but thereafter
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it returned to the levels of 1945-1953.
Given the heterogeneity of shoe machinery, there is no index of shoe

machinery prices. Therefore, an indirect test of the effect of the decree on
prices is required. If the decree had succeeded in reducing machinery prices,
shoe manufacturers should have incurred lower machinery expense relative to
the value of shoes produced. In the short run, a lower price on shoe machines
probably would not result in much substitution of machines for labor. Yet, the
ratio of shoe machinery shipments to shoe shipments declined from 0.014 in
1947 to 0.012 in 1954, then remained constant at 0.012 in 1958, 1963, and
1967133 (See Figure E-2). In 1972, this ratio rose sharply – perhaps in response
to machine sales following the revision of the decree in 1968, but then
declined equally as sharply in 1977.134 The average ratio was 0.015 for the
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1972-77 years combined, or approximately its value in the year the case was
filed. That suggests the decree had little effect on shoe machinery prices.

The court’s decision also had several other less quantifiable effects on
USM and the shoe machinery industry in general. USM’s ability to combat
free riding was reduced, as was USM’s incentive to commit resources to new
technology. In addition, rentals increased. The share of imports rose, from a
very small fraction before 1950 to 25 percent by 1964, and continued to rise
thereafter.135 Finally, the U.S. shoe industry began to decline in the late 1950s
following the decree (which may or may not have been related to the decree).136

Stockholders anticipated the mild effect of the decrees on USM’s fortunes.
When the initial complaint was filed in 1947, the stock market reacted mod-
estly (See Table E-4). Even the adverse ruling by Judge Wyzanski in 1953 is
associated with only a -0.3 percent decline in the price of the stock in the same
month, and the excess returns were actually positive over the six-month win-
dow. In total, the complaint and the lower court decision are associated with
less than a 2 percent negative excess return to stockholders. However, when
the government lost its appeal on the lack of structural relief in the Supreme
Court in 1954, these negative excess returns were wiped out. Over the three
event windows, the excess returns to stockholders were positive.
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The 1964 Review of the Decree
After the 1964 review of the evidence, the lower court ruled that sufficient

competition had been introduced and that the decree should stand “unmo-
dified.”137 On review, however, the Supreme Court recommended that the
lower court consider “more definitive means” to achieve competition.138 As a
result, the company was forced to divest itself of approximately one-third of
its remaining shoe machinery manufacturing operations in 1969.139 Thus,
structural relief was finally obtained by the government 22 years after first
filing its case at a time when – much as in the case of Paramount – the U.S.
shoe industry began a steep decline.

Conclusion
There is at least a modicum of evidence that the antitrust action against

USM succeeded in creating a more competitive shoe machinery market after
1953. Entry occurred, USM lost market share, and the secondhand market
blossomed. On the other hand, there is no evidence that the prices of machines
fell or that innovation flourished.

The Television Network Cases

For several decades, the Federal Communications Commission’s spec-
trum allocation policy limited the number of television broadcast stations in
major metropolitan areas. As a result, there were only three commercial
broadcast networks in the United States because a fourth network could not
assemble a large enough roster of affiliates to compete.140 The inevitable result
of this market concentration was public concern over the networks’ power in
several arenas. In the 1960s, the FCC conducted an inquiry into network pro-
gram procurement practices that led to limits on network “ownership” of pro-
gramming, including participation in the marketing of reruns of their network
series, referred to as “syndication.”141 At about the same time, the Justice De-
partment launched an inquiry into network programming practices that would
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eventually result in antitrust cases filed in 1972 against each of the three net-
works142 and in three antitrust consent decrees.

Network Television
The commercial television networks developed as organizations to dis-

tribute mass entertainment programming across the country through hundreds
of independent and network-owned local broadcast stations. The exploitation
of mass entertainment programming requires national distribution. But
because the FCC limits the number of local stations that any single entity may
own, a national broadcasting company cannot reach its audience solely
through its own stations. It is forced to negotiate affiliation agreements with
broadcast stations throughout the country.

Network programming is produced by the networks themselves and by
hundreds of entities generally involved in the theatrical motion picture busi-
ness.143 Because programs are expensive to produce, few are developed with-
out a network contract. Networks often provide development funding for “pilot”
productions before committing to a year’s output of a series.

Popular network television series have value in foreign markets and in fur-
ther exhibition as “reruns” in domestic markets. As a result, the seller of a
series will not generally recover its full production costs from the network run
alone. The talent – the actors, producers, directors, etc. – are able to command
salaries that reflect the series’ market value in all of these markets. Thus, when
a network purchases a new network series, its payments for these programs
will not fully defray the supplier’s costs.

Early on, networks shared the risk in developing series with their program
suppliers by purchasing the rights to distribute the program as reruns in the
domestic market or to the foreign market or by sharing in the profitability of
such “syndication.” In the 1960s, the major program suppliers, principally the
large motion picture companies, argued that this network participation in
reruns was being demanded from them at non-compensatory prices and there-
fore should be forbidden by the FCC.144

The Antitrust Suits
When the networks entered the motion picture business in the late 1960s,

the Justice Department also began to investigate network program “owner-
ship” and the market power of the networks in programming. In 1970, the FCC
enacted its financial interest and syndication rules,145 and the Justice Depart-
ment’s inquiry languished. The FCC rules barred the networks from the syn-
dication market and forbade them to acquire interests in the financial returns
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in reruns. The rules did not, however, bar the networks from producing their
own programs or syndicating them in foreign markets.

The Justice Department inexplicably renewed its interest in network pro-
gramming in 1972 and brought suits charging each network with attempting
to monopolize the prime-time programming on its own network. These curi-
ous charges implied that each network’s prime-time programming was a sep-
arate antitrust market.

The case was never fully litigated, and therefore the absurdity of this the-
ory was never exposed to the adversary process. Instead, the networks each
negotiated consent decrees, which included the provisions of the FCC’s finan-
cial interest and syndication rules and further provisions to limit the amount
of programming that network could produce for itself.146 These decrees thus
drove a greater wedge between distribution and production, requiring the net-
work to purchase a minimum amount of programming from outside compa-
nies – mostly the motion picture companies. They also provided greater assur-
ance to the motion picture companies that the FCC could not, by itself, repeal
the rules that barred the networks from the syndication market and from the
purchase of financial interests in these programs.

The Decrees and Related FCC Regulations
From the outset, the case against network program “ownership” was one

of monopsony power.147 The networks allegedly used this power to depress the
total price of their programming – the price for the initial network run less the
expected returns from their right to syndicate it (if they obtained it) and any
interest they obtained in the profits from subsequent distribution of the pro-
gramming. The popular version of this theory, advanced by the movie studios,
was that the networks used their power to force their suppliers to accept non-
compensatory prices, but that is obviously incorrect. The networks could not
force the Hollywood studios to provide them programming at a loss. To the
extent that the monopsony theory had any merit, such power must have been
exercised through a reduction in the number of programs purchased each year.
If the networks had monopsony power – an unlikely possibility – it was be-
cause FCC spectrum-allocation policies limited the number of broadcast net-
works to three.

The irony of the network cases is that the originator of the theory of net-
work dominance over programming – the FCC – subsequently ruled that the
networks must reduce their prime-time programming by one half-hour per day
on weekdays. This “Prime Time Access Rule” was promulgated in 1972 to
introduce more distributors into national television by the same agency that
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had constrained the number of distributors through its limitation on the num-
ber of broadcast stations in each market.148 The FCC now asserted that it
wished to increase program diversity by simply changing the identity of the
three distributors for this one half-hour per day. Unfortunately, the Prime Time
Access Rule did not create new “networks,” but spawned a large number of
inexpensive game shows that typically carried more advertising minutes than
the network series they displaced.

Curiously, the three national television networks supported the Prime
Time Access Rule a few years after it was promulgated. They saw the rule as
beneficial as long as it reduced the supply of high-quality programming and
increased advertisers’ demand for commercials in their reduced output – par-
ticularly in periods of economic recession. Subsequently, the networks agreed
to limit their own program production in the antitrust consent decrees.149 They
were being forced to reduce programming hours anyway and did not view the
threat of self-supply as an important source of bargaining power in procuring
programs from the Hollywood studios.

The Result of the Decrees
The decrees and the FCC syndication rules could not have eliminated net-

work monopsony power, even if such power had existed. The number of buy-
ers of programming was unaffected by these interventions because they did
not increase the number of networks. The three networks had to continue to
bid for programming against motion picture producers, the live theater, and
other media that employed actors, directors, camera operators, film-tape edi-
tors, etc. However, the decrees and the FCC rules did reduce the number of
firms in the syndication market and the number of large companies that could
finance risky programming series by obtaining a share of their downstream
returns.

Prior to the FCC rules, each network had about 6 percent of national pro-
gram syndication revenues. In 1971, before the FCC rules began to have an
effect on syndication markets, the seven major motion picture studios’ domes-
tic syndication accounted for just 23 percent of the total viewer hours of
nationally syndicated programs. In 1981, the year after the consent decree was
negotiated, this share had risen to 37 percent. By 1989, the seven motion pic-
ture companies accounted for 41 percent of viewer hours from national syn-
dication and 59 percent of the viewer hours from syndicating network
reruns.150 This increase in concentration was the direct result of banning three
of their major competitors from the syndication market.

Equally important, the FCC rules (and the network decrees that incorpo-
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rated them) affected risk sharing in programming development. In the 1969-
1970 television season, the four largest suppliers of network programming
accounted for 34 percent of revenues from network program purchases. By
1988-89, this four-firm share had risen to 47 percent because the networks
could no longer share in the risk of programming by purchasing syndication
interests in these programs.151 Smaller producers were forced to seek other
sources of capital, and the large motion picture companies were the obvious
alternative.

Because the networks were uniquely positioned to bear program risk,
denying them the right to acquire financial interests in programming and lim-
iting their ability to produce their own programs changed the composition of
their new program series. The risk of innovative programming had to be borne
by others who were less well positioned to bear it. As a result, the variance in
network program ratings declined after 1972, reflecting a program acquisition
process that resulted in less daring new program series.152 Further evidence of
this decline in risk taking may be found in the variance in the average number
of years that prime-time network shows were kept on the air. Between 1963
and 1972, this variance in the length of run of new series increased. But after
1972 it decreased steadily, reflecting the fact that network programming was
less innovative and thus less subject to early cancellation after the antitrust
consent decrees were promulgated.153

The FCC rules would have had adverse effects on innovation in network
programming by themselves, but the consent decrees’ limitation on the net-
works’ ability to supply their own programs surely exacerbated this unfortu-
nate result. The networks could not underwrite the risks themselves through
self-supply, and were thus increasingly dependent on the Hollywood studios
for programming. The result was less innovative, risky programming.

A Concluding Assessment
The network antitrust cases, like the 1970 FCC Financial Interest and Syn-

dication Rules, were based on a faulty analysis of the program acquisition
process. The networks purchased programs from a large number of suppliers
and had to compete with other media to attract such programming and the tal-
ent required for its production. Barring the networks from owning rights or
profit shares in syndication and limiting their ability to supply their own pro-
gramming led to an increase in concentration in program supply. It also
reduced the efficiency of bearing the risk of innovative new programming. By
the time the FCC rules were repealed and the network antitrust decrees were
vacated, these results were widely acknowledged.154 Nevertheless, it was not
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until cable television had decimated the networks’ share of viewers that the
regulators and the Justice Department could agree to end these unfortunate
restrictions.

AT&T

The AT&T case is often cited as an overwhelming antitrust policy success
because long-distance competition grew substantially after the breakup of
AT&T in 1984. In fact, it was not the vertical divestiture in the decree but a
seemingly small change in one regulatory requirement that propelled compe-
tition. Federal regulators could have enacted this provision 10 years earlier
and avoided the breakup.

Origins of Telephony
The telephone industry in the United States has been tightly regulated for

much of the past century. Although it was often assumed to have many of the
characteristics of “natural monopoly,” the telephone industry did not evolve
naturally through market forces. Instead, its structure was heavily influenced
and even dictated by regulatory and antitrust authorities.

The telephone sector began to develop in the late 19th century as the result
of several patents, the most important of which were registered by Alexander
Graham Bell. Telephone exchanges were developed to route calls among these
patented devices. In the U.S., exchanges were developed by the Bell and relat-
ed companies almost exclusively until the expiration of the original patents in
1893. Thereafter, “independent” local telephone companies began to prolifer-
ate in major cities.155

At first, telephony was local. Later, the development of the vacuum tube
allowed calls to be transmitted over increasing distance. The Bell companies
– under the parentage of the American Telephone and Telegraph Company
(AT&T) – began to patent and deploy this technology, but they often refused
to allow the independent telephone companies to interconnect with their
“long-distance” service. As a result of this handicap and the intense price com-
petition with the Bell companies, many of the independents eventually chose
to sell their companies to AT&T. These practices (and others) placed AT&T in
the crosshairs of the antitrust authorities in the early part of the 20th century.
To avoid a suit, AT&T agreed to cease its acquisition of independent telephone
companies, to provide interconnection, to sell certain assets, and to submit to
federal regulation.
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Industry Structure Before 1974
After World War I, AT&T was permitted to resume its acquisition of inde-

pendent telephone companies.156 By the 1930s, it controlled approximately 80
percent of local exchange lines in the country. AT&T was also the country’s
only national long-distance company. It produced most of its own transmis-
sion, switching, and terminal equipment through its Western Electric sub-
sidiary, much of which was developed from ideas that originated in its Bell
Laboratories.

Throughout the interwar period, AT&T and the independent telephone
companies were regulated by state commissions and by federal authorities.
The 1934 Federal Communications Act established the FCC as the regulator
of interstate services, but it was not active in regulating telephony until after
World War II. During the interwar period, most of the regulatory and antitrust
concern about AT&T centered on its ownership of Western Electric and the
effect of such ownership on the prices charged to AT&T’s operating divisions.

After World War II, the states and the FCC responded to a court decision
that required the joint (non-traffic-sensitive) costs of local networks to be
recovered in part from interstate long-distance services. This ultimately led to
long-distance calls that were priced far above long-run incremental cost,
allowing the states to keep the price of residential connections low, particular-
ly in high-cost rural areas.157

In the 1960s, the FCC began to consider more liberal policies toward en-
try of competitors in interstate services. In 1969-1971, it opened dedicated
“private-line” business services to competition. But it did not extend competi-
tion to ordinary interstate long-distance services, whose rates were far above
long-run incremental cost. The new entrants into private-line services could
easily extend their operations into the interstate long-distance market if they
obtained the FCC’s permission to do so and could arrange for the local phone
companies to deliver their calls. Alternatively, they could do so surreptitious-
ly by leasing connections that would deliver such services while pretending to
offer only dedicated private-line service.

MCI availed itself of the latter opportunity in 1974, offering ordinary
switched long-distance service without FCC authority. The FCC responded by
attempting to bar MCI from this service, but it was rebuffed by the federal
courts.158 In this rather unusual manner, long-distance competition was born.

The FCC was altogether unprepared to deal with it. The entire long-dis-
tance network had evolved as a monopoly of AT&T, whose network was con-
nected to those of the monopoly local carriers, including AT&T’s own Bell
companies. MCI could not obtain equivalent connections because AT&T’s
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switches were not designed to offer equal access to competitive long-distance
carriers.

Telephone service was offered under state rules that did not allow cus-
tomers to connect their own equipment. A series of legal challenges to these
restrictive provisions of the tariffs narrowed the ability of the companies to
limit non-interfering customer attachments, but it was not until the mid-1970s
that the FCC tried to open all terminal equipment to competition. By 1976, the
courts had rebuffed state regulators’ challenges to the FCC’s terminal equip-
ment policy, allowing competitors to sell telephone handsets, answering
machines, and other devices as long as they posed no threat to the network.159

The 1974 Antitrust Case and the 1982 Decree
Antitrust investigations had dogged AT&T for much of its existence. In

1913, AT&T avoided antitrust prosecution through the Kingsbury Commit-
ment, in which AT&T agreed to dispose of certain assets, to cease its aggres-
sive acquisition policy, and to interconnect its long-distance network with
independent telephone companies. A 1938 FCC report that was never released
eventually led to a 1949 Sherman Act case whose objective was divestiture of
Western Electric. This case was settled in 1956 without divestiture, but with a
requirement that AT&T confine its activities to “common carrier communica-
tions services.”160

Two decades later, as the FCC moved slowly to open interstate services
and terminal equipment to competition, the incumbent carriers – particularly
AT&T and its Bell operating companies – were far from cooperative with the
new competitors. AT&T used every opportunity to argue in regulatory and leg-
islative proceedings against competition. At the same time, it often denied the
nascent competitors interconnection with its network facilities, or delayed
such interconnection through aggressive exploitation of the regulatory pro-
cesses. These actions invited private antitrust suits161 and renewed scrutiny
from the Department of Justice.

The private antitrust suits brought by AT&T’s new long-distance competi-
tors were winding their way through the federal courts when the government
filed a Section 2 Sherman Act suit against AT&T on November 20, 1974.162

The complaint alleged monopolization of long-distance services and telecom-
munications equipment by AT&T and its subsidiaries. The case languished for
four years until reassigned to Judge Harold H. Greene, who began to guide it
toward trial in 1981. After the government presented its case, Judge Greene
decisively rejected AT&T’s motion for summary judgment, and the parties
quickly moved to negotiate a settlement decree.163
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The government’s case relied heavily on the theory that AT&T’s owner-
ship of local operating companies had provided it with the incentive and the
ability to exclude competitors in long-distance services and telecommunica-
tions equipment manufacture by denying them interconnection with the local
Bell companies. As a result, the central provision of the decree was a total di-
vestiture of the local operating companies. This separation of local monopolies
– which were not likely to be threatened by competitive entry anytime soon –
from the rest of AT&T’s businesses would allow competitors to invade these
latter businesses and compete with AT&T on an even footing since the divest-
ed Bell companies would no longer have any incentive to exclude competitors.

Technically a “Modification of Final Judgment” (MFJ) from the 1949
antitrust case against AT&T, the 1982 decree barred the divested Bell compa-
nies from offering long-distance services outside “Local Access and Transport
Areas” (LATAs), which were drawn around each Bell company’s major serv-
ice areas. In some cases, the LATAs were only as large as a metropolitan area;
in less populous regions, one LATA might include a whole state, such as South
Dakota. In addition, the divested Bell companies were barred from manufac-
turing telecommunications equipment and from offering “information” serv-
ices without the prior approval of the court. The most important provision was
a requirement that the Bell companies modify their switching facilities to pro-
vide equal access to all long-distance competitors, a requirement the FCC sub-
sequently extended to the independent local companies.

Administering the Decree – Regulation from the Bench
The decree became a major enterprise for Judge Greene’s court and the

staff of the Antitrust Division of the Justice Department. Many initial deci-
sions had to be made over the design of the LATAs, the number of Regional
Bell Operating Companies (RBOCs) to be established, and the method of
separating AT&T’s local assets from other assets. Part of Bell Labs was spun
off as Bellcore, a research organization to be owned jointly by the divested
RBOCs. Disputes arose over who should own the inside wiring in a cus-
tomer’s premises, how the costs of conversion to equal access should be fund-
ed, and who should offer Yellow Pages directories.

In the 12 years in which the decree was in force, Judge Greene’s court was
essentially a third regulator of the telecommunications sector, along with the
state regulators and the FCC, and many of his decisions were appealed to the
federal appellate courts. Judge Greene was very reluctant to cede control over
RBOC entry into advanced information services, even though the antitrust suit
did not involve allegations of anticompetitive Bell practices in information



342 MICROSOFT, ANTITRUST, AND THE NEW ECONOMY

services. His rulings were eventually reversed by the court of appeals, which
ruled that the decree could not restrain RBOC information-services offer-
ings.164

Equally important, the trial court wrestled with the definition of “manu-
facturing.” At issue was whether basic research and engineering of new equip-
ment or software were to be included in the proscribed Bell activities. The
court eventually allowed the Bell companies to develop or modify software
that is integral to the operation of hardware designed to deliver local services.
But it was always difficult to delineate R&D in such a manner.165

Clearly, the most contentious issue in the 12 years after divestiture in-
volved the restriction on long-distance service. The divested Bell companies
could offer such services over their wireless networks, but not from their wired
networks. Many enhanced services might require the downloading of traffic
across LATA boundaries even though the service itself was local. As the
Internet developed, the distinctions between local, intra-LATA, and long dis-
tance became blurred. Was an Internet connection that communicated with a
server across the same city different from one that communicated with a serv-
er across the country? Could the Bell companies offer basic Internet service to
their customers, but not provide the “backbone” services that connected their
ISP to the Internet “cloud”?

The premise of the decree was that long-distance service and manufactur-
ing were to be separated from the delivery of local service as long as the lat-
ter remained a monopoly. But how much competition would be required to
permit the court to allow a Bell company entry into inter-LATA services?
Given the rapid growth of competition in central business districts from new
fiber-optic competitive access providers (CAPs), would the Bell companies be
permitted to offer long-distance service to large business customers? Would
wireless competition alleviate the local monopoly problem sufficiently to
assuage the fears of the court about the ability of the Bell companies to frus-
trate long-distance competition?

Many of the questions lingered before the court. Eventually, frustrated
Bell companies petitioned to vacate the entire line-of-business provisions of
the decree, a petition that was still pending when Congress interceded. It
passed the Telecommunications Act of 1996,166 which vacated the 1982 AT&T
decree and substituted rules that the Bell companies must satisfy on a state-
by-state basis in order to offer long-distance service. Nearly five years later,
only two companies – Verizon and SBC – have succeeded in satisfying regu-
lators that they have met these requirements, and then for only two states –
New York and Texas.
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Evaluating the Decree
It is now commonplace to conclude that the AT&T decree led to a sub-

stantial increase in competition in long-distance services. Customer-premises
equipment had become very competitive before 1984; hence, there is little
attempt to link increased competition in the manufacture of terminal equip-
ment to the decree. But was the decree responsible for increasing long-dis-
tance competition, and – more particularly – was vertical divestiture essential
to promote competition?

At the dawn of divestiture in 1984, AT&T had more than 90 percent of all
long-distance carrier revenues.167 Indeed, in the first year of divestiture, there
were only two national competitors for AT&T’s services: MCI and GTE-
Sprint (Table F-l). This was fully a decade after MCI began offering switched
interstate service and the FCC began wrestling with what to do about it. Over
the next five years, AT&T would lose another 22.6 percentage points of mar-
ket share to new rivals, including several new entrants, many of which would
eventually become part of Worldcom. Thus, the decree appears to have
worked much better than FCC regulation in promoting entry. But what
accounts for this acceleration?

It is possible that the vertical divestiture in the decree is, by itself, respon-
sible for the acceleration of long-distance competition. But if this is true, the
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U.S. should be enjoying the most rapid advance in long-distance competition
of any country in the world. No other country has chosen to divorce its long-
distance companies from their local operations. Canada, Australia, New
Zealand, and the EU countries have opened long-distance services to compe-
tition without requiring such divestiture. The EU required all countries to open
their markets on January 1, 1998, but the United Kingdom began much earli-
er – in 1985 – by allowing Mercury (Cable & Wireless) to enter the long-
distance market. Canada followed much later, opening long distance to com-
petition in 1992. Neither required vertical divestiture, but Canada mandated
equal access for all carriers, whereas the United Kingdom did not. The differ-
ences in the rate of growth of entrants in Canada, the United Kingdom, and
the U.S. are quite remarkable.

The United Kingdom privatized British Telecom (BT) in 1984 and opened
the long-distance market to competition shortly thereafter. It subsequently
licensed cable television companies to offer telephone service, both local and
long distance. However, the UK has never required British Telecom to modi-
fy its switches to offer equal access to its rivals in long distance. As a result,
competition in long distance has increased steadily but not dramatically.
Fourteen years after Mercury’s entry, BT still had about 73 percent of the
long-distance market.168

By contrast, Canada did not allow entry into switched long-distance serv-
ices until late 1992. Though not requiring the incumbent long-distance carri-
er, Bell Canada, to divest its local operations in the most populous two provin-
ces, Ontario and Quebec, the Canadian Radio–Television and Telecommuni-
cations Commission (CRTC) did require all local companies to convert their
switches to equal access. The result has been quite striking (see Table F-2). In
less than seven years, entrants have amassed a larger share of the long-distance
market than new entrants have obtained in the UK in twice the time. Indeed,
Canadian entrants have the same market share as entrants had in the U.S. in
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1990, fully 16 years after MCI’s entry into switched long distance.
The European Union liberalization regime has much more extensive inter-

connection requirements than the provision of equal access. Entrants are able
to lease network elements from the incumbent carriers and to obtain intercon-
nection in a variety of ways, much as in the post-1996 U.S. environment. As
a result, entry into long-distance services has led to a substantial erosion of the
incumbent national company’s long-distance market shares in some countries
in just one year, even though the incumbents have not been required to divest
any operations. In Germany and Sweden, for example, the incumbents lost 15
to 20 percent of their long-distance market in just one year.169

These data suggest that the vertical divestiture provisions in the AT&T
decree were necessary to reduce concentration in the long-distance market.
Indeed, barring the divested Bell companies from inter-LATA services proba-
bly increased market concentration. All that is required to develop a more
competitive long-distance market is the guarantee of interconnection with
local carriers on an equal basis. A vertically integrated local carrier apparent-
ly cannot engage in any “subtle” discrimination that really impedes long-dis-
tance competition as long as its switches originate and terminate its rivals’
calls in the same fashion.170

Data on average transaction prices in the long-distance market are difficult
to obtain for liberalized national markets. Comparisons of undiscounted post-
ed peak or off-peak prices can be misleading when numerous discount plans
are offered. To demonstrate this, I reproduce in Figure F-1 two examples of
tariffed rates offered by AT&T and Sprint: a daytime rate for AT&T and a
lower, off-peak rate for Sprint. Note how these declined from the early 1980s
to 1990-91, but stabilized thereafter.171 However, the average interstate long-
distance revenues per minute as estimated by the FCC continued to decline
slowly after 1990.

Note that rates in both the United States and Canada have fallen since
1992 when Canada initially liberalized, but that Canadian rates have fallen
much more rapidly. Indeed, by 1998 Canadian carriers realized less per min-
ute than their counterparts in the United States. A likely reason for the lower
Canadian rates is that local carriers are not quarantined as in the United States,
but are free to compete with the new long-distance carriers, AT&T and Sprint
Canada. These local carriers have every incentive to expand output as long as
their marginal returns are above incremental cost, and the incremental cost of
long-distance service plus local connections is very low even relative to 1998
rates. Therefore, we should expect Canadian rates to fall even farther in the
post-1998 period.



346 MICROSOFT, ANTITRUST, AND THE NEW ECONOMY

Lessons for the Future
Vertical divestiture was not required in order to unleash competition. The

imposition of equal-access arrangements – and deregulation of prices – was
all that was necessary. Nor was vertical divestiture needed to stimulate pro-
ductivity growth. Competition for AT&T from MCI, Sprint, Qwest, World-
com, and numerous others would surely have sufficed. AT&T subsequently
realized that vertical integration between local and long-distance operations is
necessary in the modern telecommunications era. As a result, it has spent $110
billion to acquire two of the country’s largest cable-television companies.

Just as revealing is the voluntary divestiture of manufacturing from AT&T’s
operations. In 1998, AT&T spun off Lucent’s manufacturing division because
it felt that Lucent would be more valuable if freed from AT&T’s patronage.
The antitrust authorities had left manufacturing with AT&T, but divested it of
its local operating companies. The market is now reversing those decisions in
a much more competitive era. Similarly, in Canada, Bell Canada is keeping its
operating companies but voluntarily divesting itself of Nortel, its manufactur-
ing company. Competition in manufacturing and long distance is thriving on
both sides of the border, even if the U.S. now appears to be lagging in the
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growth of competition in long distance. Had antitrust authorities focused their
attention on the actions of state or provincial authorities years ago, competi-
tion in local services might also be a reality today.

Two Other Single-Firm Cases

Of 423 Section 2 cases in which the government imposed a consent decree
or a court found against the defendants, only three or four involved single-firm
monopolization not achieved through mergers. Of these, I have extensively
reviewed only United Shoe Machinery and AT&T, leaving IBM (1952) and
Kansas City Star (1953). Neither of these cases would qualify for “landmark”
status, and there is very little in the economics literature about them.

IBM
The 1952 Section 2 case against IBM has many similarities to the United

Shoe Machinery case. IBM dominated the “tabulating machine” business and
the related business of tabulating cards, or “punch cards,” long before the com-
mercial development of the computer. The Justice Department filed the suit
against IBM in 1952, alleging that it had achieved monopoly power in tabu-
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lating machines through its lease-only policy and a restrictive patent policy. In
addition, IBM allegedly enjoyed monopoly power in tabulating cards, which
it maintained in part through discriminatory pricing.

IBM settled the case in 1956, agreeing to sell some rotary presses and to
end its discriminatory pricing. It was also required to divest some of its card
manufacturing capacity in order to reduce its market share to 50 percent by
1962. In addition, IBM was required by the decree to set up a separate “serv-
ice bureau” through which it offered service to customers who did not lease or
own tabulating machines. This service bureau was subsequently sold to Con-
trol Data Corporation to settle a private suit.

Although the decree led to greater competition in tabulating cards, at least
one student of the decree claims that it was a failure because the new firms did
not make sustainable profits.172 In any case, there is little evidence that this
antitrust action had any favorable effects on competition in the computer
industry, which was already beginning to replace tabulating machines when
the decree was signed.173 Indeed, IBM quickly vaulted to a dominant position
in mainframe computers during this period, leading the Justice Department to
file another Section 2 case against it in 1969. This latter case was eventually
dropped in 1982, in no small part because the market had changed once
again.174

If there is a lesson in these IBM cases, it is that federal antitrust actions
were far behind market developments. The replacement of tabulating ma-
chines by computers was under way when IBM settled the first case, and IBM
was losing its market power to upstart firms offering minicomputers and per-
sonal computers in the 1969-1982 period. Competitive forces eroded IBM’s
position, leaving antitrust at the gate.

Kansas City Star
The Kansas City Star case involved both criminal and civil complaints

under the Sherman Act in 1953 alleging monopolization and attempts to
monopolize the news and advertising markets in Kansas City.175 Most of the
charges involved exclusive dealing, tying arrangements, and discriminatory
pricing across the Star’s newspapers in the 1930s. However, the government
also alleged tying arrangements between the Star’s newspapers and its local
broadcasting stations, WDAF and WDAF-TV. Cross-ownership of media has
been a major issue at the Federal Trade Commission for decades, but the Kan-
sas City Star case antedates even the Commission’s lengthy record on the issue.

The Kansas City Star newspapers obtained a dominant position in news
and advertising in the Kansas City area through a variety of pricing policies
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and acquisitions throughout the first half of the 20th century. By 1953, the
Star’s three newspapers – one daily morning edition, one daily evening edi-
tion, and a single Sunday newspaper – averaged about 360,000 in circulation.
The nearest competitor, across the river in Kansas, had less than 28,000 in
daily circulation. The lower court refused to admit evidence on the degree to
which national publications or newspapers in adjacent markets competed for
readership and advertising with the Star’s papers. Therefore, the data on
Kansas City dailies’ circulation provided un-rebutted evidence of the Star’s
market power.176

The government alleged that earlier competitors had been vanquished
through a variety of anticompetitive practices. In particular, advertisers were
required to purchase “combination” advertising in the Star’s morning and
evening papers. Television advertisers were required to advertise in the Star’s
newspapers to gain access to WDAF-TV. Predatory pricing – “depression dis-
counts” – drove the Star’s principal newspaper rival from the market. And
once this rival exited, prices were raised.

The case was developed and filed during the last days of the Truman
administration, but litigated during the Eisenhower administration. Allegations
of political influence surrounded the case, especially when the criminal charges
against the Star’s president were dropped on the eve of trial. The government
won the criminal case against the Star and one of its executives, but the judge
levied fines of only $7,500 against the two defendants.

The civil case was never litigated because the Star and the government
entered negotiations to settle the case shortly after the Star lost its appeals of
the criminal case.177 Five months later, a consent decree was entered that for-
bade discrimination in advertising, tying arrangements in advertising or sub-
scription sales, and discrimination in credit policies with advertisers. Although
the government had asked that the Star’s broadcast licenses be revoked, the
consent decree simply required the Star to sell them and transfer the licenses.
Thereafter, the Star was forbidden to acquire any other newspaper or broad-
caster in the Kansas City area.

There is very little evidence available on the decree’s effect on the news-
paper business in Kansas City. The 1950s began a lengthy period of consoli-
dation of the newspaper industry throughout the country as consumers turned
increasingly to television for news. The consent decree had little apparent
effect on the concentration in local newspapers in Kansas City, but it is prob-
ably naive to have expected such an effect in this period of rapid growth of tel-
evision. Four years after the decree was entered, the three Star newspapers still
averaged about 348,000 in circulation, and the other dailies totaled just
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43,000. Between 1957 and 1961, the Star newspapers’ circulation declined
from 348,000 to 339,000, while their competitors’ had fallen from 47,000 to
43,000.178

The price of a subscription to the Star papers remained constant in real
terms between 1953 and 1960, but increased thereafter. The Star’s combined
daily advertising rate rose by 52 percent and its Sunday rate rose by 54 per-
cent between 1953 and 1969, compared to a 37 percent increase in the con-
sumer price index.179 These increases do not constitute convincing evidence
that the Star’s market power was unaffected by the decree, given the likely
changes in costs and the availability of competitive media. However, the data
certainly do not suggest that the decree improved competition among news
and advertising media in Kansas City.

CONCLUSION

Beginning with Arnold Harberger’s seminal work,180 a number of empiri-
cal studies have suggested that the total cost of monopoly is very small.
Harberger found that the social cost of monopoly is only 0.1 percent of gross
national product. More recent studies place the loss between 0.02 percent and
13.1 percent, but the higher-end numbers include estimates of the costs of
advertising that allegedly result from monopoly power. Without including
advertising as a source of the loss of economic welfare due to monopoly, the
estimates of the social cost of monopoly are 4 percent of GDP or less.181

This review of the major Section 2 Sherman Act cases won by the gov-
ernment or ending in consent decrees provides remarkably little evidence that
these cases and the relief that emanated from them had a positive effect on
competition and consumer welfare. In some cases, such as Standard Oil (1911)
or IBM (1956), this was due to the fact that markets were changing rapidly,
thereby reducing the defendant firms’ market power anyway. In at least three
others, American Tobacco (1911), Alcoa (1945), and Paramount (1948), the
relief simply did not generate an increase in price competition. In American
Tobacco and Alcoa, the substitution of a three-firm oligopoly for a single firm
did not have a measurable effect on prices. In Paramount, prices actually rose
after the forced vertical divestitures, but this result is clouded by the enormous
changes wrought by the substitution of television for movie admissions that
occurred in the 1950s. Similarly, the relief obtained by the government in
United Shoe Machinery (1953) over more than 15 years was surely over-
whelmed by the development of foreign competition in shoe manufacturing,
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but there is no evidence that shoe machinery prices were reduced very much
by the first decree. Nor can one find evidence that the vertical divestiture in
Kansas City Star (1958) or the limitations on television network program
“ownership” and production in the 1980s had any beneficial effects on com-
petition. Indeed, the network decrees appear to have reduced competition by
eliminating three competitors from the syndication market.

The exception in this analysis is the AT&T (1982) decree that broke up
AT&T, a monopoly created by government regulation. However, the vertical
divestiture could have been avoided through a simple regulatory policy requir-
ing equal access to local networks. Therefore, this antitrust success in cor-
recting a market failure was, in reality, the correction of an earlier government
failure.

The important lesson from this review of Section 2 cases is that the gov-
ernment often lags the market in finding ways to increase competition, ren-
dering antitrust cases redundant. In other cases, the government failed to for-
mulate relief that resulted in any meaningful change in competition because it
failed to grasp the essentials of the market that led to concentration in the first
place. This is particularly true for markets driven by rapid technological
change, such as computers and the distribution of video programming. Given
the rapid pace of technical progress that we are now encountering, there is lit-
tle prospect that Section 2 will be employed more productively in the future
than it has been in the past.

* The author is indebted to Hal Singer, Bruce M. Owen, J. Gregory Sidak, and Clifford
Winston for comments and suggestions. Research assistance was provided by Jeffrey
West, Ana Kreacic, and Kristin Jaeger. The author has been a consultant to Microsoft in
its current Sherman Act litigation. This article originally appeared in the University of
Oregon Law Review. It is reprinted with permission.
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Section 2: Antitrust Policy and the New Economy

Essay 10

Economic Perspectives on Software Design:
PC Operating Systems and Platforms

by Steven J. Davis, Jack MacCrisken, and Kevin M. Murphy

The legality of Microsoft’s decision to integrate an Internet browser with its
Windows operating systems was, arguably, the key issue in the antitrust case.
The government charged that this integration amounted to “tying” – that is,
using its monopoly power in one product (Windows) to extend power to a sec-
ond product (Internet Explorer). Moreover, the government asserted that
Microsoft’s failure to charge more for Windows when Internet Explorer was
included in the package was “predatory,” with the alleged goal of driving
Netscape’s Navigator browser from the market.

Microsoft countered with a variety of legal and economic arguments,
which did not sway the trial court judge but did convince the D.C. appeals
court. Although the appeals court left open the door to a charge of tying, it set
tough standards for proving liability under a “rule of reason.” Implicitly
acknowledging the difficulty of meeting the appeals court’s test – that is,
showing that the harm of integration to consumers exceeded the benefits – the
Department of Justice dropped the charge.

In this paper, two economists from the University of Chicago Graduate
School of Business (Davis and Murphy) and a consulting software engineer
(MacCrisken) examine the economic incentives driving design decisions by
software companies – in particular, software that can serve as a platform for
other software. And although their analysis does not prove that Microsoft did
not integrate new features into Windows in order to create or defend market
power, it strongly buttresses the appeals court’s logic in applying a rule of rea-
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son. The three researchers demonstrate that there are clearly strong pro-com-
petitive reasons that vendors are inclined to add ever-more functions to oper-
ating systems.

The need to keep pace with technological change in hardware, the need to
simplify the use of computers, and the desire to stimulate the production of
complementary software all play a role. So, too, do demand-side considera-
tions: The economics of bundling functions are especially compelling with
software, where the marginal cost of manufacturing another unit of the prod-
uct is close to zero. — D.S.E.

INTRODUCTION

This paper considers a multitude of economic forces that shape the design
of commercial software products. We focus on “operating systems” that pro-
vide basic management functions for computer hardware as well as platforms
for running software applications and interfaces for computer users. Promi-
nent examples include the Apple Mac OS, IBM OS/2, and Microsoft Windows.
But much of our analysis also applies to the design of applications and other
software that coordinates many interacting components of a larger system.

One reason to study the economic forces that shape the design and evolu-
tion of operating systems is to better understand the spectacular growth and
productivity performance of the personal computer industry. Over the last two
decades, the PC has evolved from a costly, clunky device with a narrow range
of applications into an inexpensive technological marvel used by hundreds of
millions of people. The PC has become ubiquitous in data storage, informa-
tion processing, communication, and entertainment activities at the workplace
and in the home. It is now a major business and consumer product and a key
complement to many types of creative activity. Improvements in operating
system software, broadly defined, have played a major role in this transfor-
mation.

A second reason is to build a sounder analytic basis for the treatment of
product design issues under antitrust law. The design of Microsoft Windows
was a key issue in U.S. v. Microsoft Corporation, the most prominent antitrust
case in a generation.1 According to the government, Microsoft engaged in var-
ious anticompetitive actions, including the illegal “tying” of its Web browser
to Windows. The presiding trial judge concurred, ordering that Microsoft be
split in two and placing tight restrictions on the design of the companies’
respective software products.2 We do not explicitly assess legal tying doctrine,
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but our analysis suggests that product integration and bundling are often high-
ly beneficial for consumers.3

Third, software is inherently malleable in ways that bring product design
issues to the fore. Software code can be expanded, modified, and combined to
add functions, bundle features, and redraw the boundaries between product
categories. Moreover, design changes in software often have minimal impact
on marginal costs. Extra features do not alter the (extremely low) cost of
stamping a CD-ROM that contains the code for a software product. By the
same token, consumers can often dispose of unwanted features in software:
The relevant code can reside unused on a computer disk indefinitely without
significant cost. All told, these characteristics lead to an extraordinary degree
of design flexibility.

Fourth, and not coincidentally, competition in many software products is
mainly exhibited through innovation rather than price.4 Thus the consumer
benefits from competition largely take the form of product improvements, new
product introductions, and, occasionally, the creation of whole new product
categories rather than price changes.

Finally, the PC operating system is the prime example of a product that
derives most of its value from its capacity to function as a platform for other
products. And because it is a platform, the demand for PC operating systems
is influenced by what economists call “network effects.” Easy file sharing,
widespread familiarity with the user interface, and the compatibility of soft-
ware applications across computers and computer users are examples of direct
network benefits from the use of a common software platform. Network
efforts work from the supply side, too: The greater the number of users of a
platform, the greater the incentive for software developers to invest in new
applications. Thus design characteristics – in particular, the ability to create a
common standard and to elicit the development of complementary applica-
tions – are critical determinants of market outcomes for platform products.

The second section of the paper highlights the declining cost and growing
power of personal computing. The third section identifies three basic forces
that propel the evolution of commercial operating system products: the need
to keep pace with advances in computer-related technology, the need to sim-
plify computer use, and the desire to stimulate new applications for the oper-
ating system-as-platform. The fourth section elaborates on design flexibility in
software and discusses alternative concepts of software integration. The fifth
section describes “componentized” design architectures for complex software
products, analyzes the costs and benefits of componentization, and explains its
role in managing the evolution of a software platform. The sixth section
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explains how the need to manage the interacting components of a PC system
drives the ongoing integration of new features into operating systems. This
section also sketches a theory of how and when operating systems evolve in
order to simplify end-user experience with the computer system, facilitate
applications development, and reduce customer support costs for software
vendors. The seventh section discusses demand-based motives for the bund-
ling of software applications and utilities with operating system products, and
the implications of bundling for economic efficiency and consumer welfare.

Our study draws on a variety of sources for factual background and analy-
sis. The discovery and trial record in U.S. v. Microsoft Corp. brought forth a
wealth of testimony related to the economic and technological forces that
shape the design of operating systems and other software. Several senior
executives and software developers at Microsoft answered our questions about
software design issues and the evolution of the PC operating system.5 We also
draw on previous research in economics and related fields, especially in our
analysis of demand-based motives for software bundling.

FACTUAL BACKGROUND

Operating Systems and Platforms

Every computer requires a central processing unit (CPU) and an operating
system (OS). The CPU is hardware, typically one or more microprocessors,
that performs basic operations. The OS is software that manages the CPU and
other hardware such as the keyboard, monitor, storage media, and communi-
cation devices. Hardware management functions are often combined with an
interface between the user and the computer. The interface allows the user to
access and manipulate files, run programs, and operate the hardware, either
directly or through instructions generated by applications software. In turn,
the hardware management and user interface functions are often combined
with a software platform into a single “operating system” product.

A software platform contains application programming interfaces (APIs)
that specify how a software developer can access useful modules of code built
into the platform. The APIs, and the underlying code modules, enable a soft-
ware developer to economize on writing new code for applications software.
Essentially, the applications software calls on the processing functions built
into the platform, reducing the need for applications developers to write code
that performs routine functions. Microsoft Windows, for example, contains lit-
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erally thousands of APIs that can be accessed by software applications and
that are relied upon by developers to simplify the creation of everything from
word processors to spreadsheets to games.6

Expanding Functionality of OS Products

A striking aspect of the evolution in commercial OS products is the con-
tinual integration of new features, many of which began as stand-alone appli-
cations. Examples include graphical user interfaces, disk management and
data compression utilities, memory management utilities, fax and e-mail util-
ities, support for local area networks, integrated multimedia support, and Web-
browsing functions. Software that cost thousands of dollars in the early 1990s
is now routinely included with operating system products, and at a small frac-
tion of the original cost.

Why this process has been so relentless – and what it means for competi-
tion – is controversial and important. Indeed, the questions received a great
deal of attention in U.S. v. Microsoft Corp.7 Undeniably, though, the continu-
al integration of new features into OS products predates the coming of age of
Microsoft Windows, circa 1992. All commercially successful OS products
aimed at the general computer user in recent decades have expanded func-
tionality over time. This suggests that the impulse to include ever more func-
tions reflects fundamental economic and technological forces.

We identify and discuss three such forces in the next section. To set the
stage, we first review the breathtaking pace of technological advance and cost
reduction during the PC era.

The Growing Power and Declining Cost
of Personal Computing

It is hard to exaggerate the pace of technological change – and the result-
ing collapse in the cost of computing power – that have transformed the struc-
ture of the computer industry several times in two decades.

Start with microprocessors. When IBM introduced the first PC in 1981, its
Intel processor contained 29,000 transistors; Pentium III processors, now stan-
dard on low-end PCs, contain 9.5 million transistors. Processing power rose
commensurately: The Intel Pentium II 450 MHz chip (released in late 1998)
performs roughly 4,000 times as many instructions per second as the Intel
8086-5 chip that did the number-crunching for the IBM PC-XT, a popular PC
in the mid-1980s. The price for mid-range Intel processors fell from $12.12
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per MIPS (millions of instructions per second) in 1993 to $0.09 per MIPS in
2001 (Figure 1).8

Or consider random access memory (RAM), the memory on a chip that
can be accessed in billionths of a second. PCs using DOS, the leading OS until
the early 1990s, could not utilize more than 640,000 bytes of memory at a
time. Today, 64 million bytes of RAM is viewed as a bare minimum in a desk-
top PC. The price per megabyte of RAM fell from $880 in January 1984 to
just 38 cents in June 2001 – an average rate of decline of 44 percent annually
(Figure 2).

Much the same has happened with “hard drive” storage. In the late 1980s,
20-megabyte drives were widely viewed as adequate for the typical home or
office desktop. By mid-1999, even cheap PCs came with drives that held at
least 4,300 megabytes and that offered much faster data access than a decade
earlier. The price per megabyte of storage fell from $199 in January 1983 to a
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mere half-penny in June 2001 – an average annual rate of decline of 57 per-
cent (Figure 3).

Alternative forms of storage have proliferated, even as prices plummeted
(Figure 4). “Floppy” disk drives, once the only form of storage for PCs, used
5¼-inch disks that held a mere 160 kilobytes in 1981.9 By 1983, floppy capac-
ity had increased to 360 kilobytes at a cost of $708 per megabyte for the drive
unit. The next big advance in secondary storage was a 1.2-megabyte disk at a
cost of $145 per megabyte for the drive unit. CD-ROM drives, introduced in
1990, hold over 600 megabytes, and the “read only” storage capacity costs a
mere 76 cents per megabyte. Storage capacity for DVD-ROM devices, intro-
duced on PCs in 1998, cost less than a penny per megabyte. Over the 1983-
1999 period, the price per megabyte in secondary storage devices fell at an
average rate of 62 percent annually.

The ongoing revolution in printer technology has been equally dramatic,
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if harder to quantify. In 1984 a slow, noisy, low-resolution “dot-matrix” print-
er cost about $600 and, as a practical matter, printed only text. The black-and-
white laser printers of the early 1990s were much sharper and printed graph-
ics – but were far more expensive. But in recent years color printers using
“inkjet” technology have overwhelmed other technologies in low-end printers.
They produce fine color at high resolution – and slower models now cost less
than $100. (Table 1.)

Modems, too, have come of age. In the early 1980s, the typical home or
office modem could transfer data at 300 bps (bits per second) and was effec-
tively limited to transmitting text. Today, the standard modem on PCs is capa-
ble of 57,600 bps. Cable modems and DSL service can transfer data at sever-
al million bps. Prices, and this is no surprise, have fallen sharply. In 1985 the
price for a modem device amounted to roughly 27 cents per bps transfer rate,
more than 1,000 times the corresponding price for cable modem and DSL
devices 15 years later (Figure 5).

All told, this onslaught of technology has put incredible power in the
hands of anyone with a thousand dollars to spend.10 In early 1986, a “high-
end” PC with a 286 processor running at 8 megahertz (MHz), half a megabyte
of RAM, and 20 megabytes of hard drive storage cost about $2,800. As of
September 2001, $708 bought a Gateway V667C PC system with a 667 MHz
processor, 64 megabytes of RAM, and 10,000 megabytes of disk storage, a 15-
inch high-resolution color monitor, a 56K modem, a 48x CD-ROM, Microsoft
Windows ME and a color ink-jet printer with a resolution of 1200 x 1200 dpi.11

The incredible pace of technological change and cost reduction on the
hardware side of PC systems has driven many of the developments on the soft-
ware side. Market leadership in commercial OS and other software categories
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has undergone several shifts in recent decades, even though the Microsoft
Windows family of operating systems has held the leading position since
1993. As emphasized by Evans, Nichols, and Reddy (1999), major shifts in the
leadership of software categories have often been closely linked to technolog-
ical developments in hardware. This fact has not been lost on suppliers of OS
software, and largely explains why they have integrated new features that keep
OS products abreast of technological developments in hardware.

THREE KEY FORCES THAT PROPEL THE EVOLUTION
OF OS PRODUCTS

Keeping Pace with Technological Advances

Rapid innovation in computers is plainly one of the great technological
wonders of our age. And the resulting changes in what users expect from com-
puters compel frequent upgrades in complementary products – especially ones
as central to computer performance as operating systems.

By the early 1990s, exponential advances in speed and functionality had
made PCs a staple on virtually every desk in the corporate enterprise, while
advances in the efficiency and miniaturization of chips, batteries, hard drives,
and other components made computers easily portable. New innovations in
data sharing and interconnectivity, led by Novell and 3Com, gave rise to an
entire new industry in PC networks and servers.

In the mid-1990s the face of computing was again changed by technolo-
gy – this time by the Internet. The Internet powered a surge in the demand for
both PCs and network server computers and created an entirely new comput-
ing environment in the form of the Web browser. Even more recently, hand-
held computing devices such as the Palm Pilot have come of age, providing
still another hardware platform for data manipulation and communication.

This explosive growth in memory, processing muscle, and versatility has
created powerful incentives to add capabilities and features to OS products.
For example, Microsoft made PC-DOS 1.0 to specifications set for the original
IBM PC in 1981. When IBM added a hard drive to the PC a year later, version
2.0 was enhanced to support the additional storage medium. DOS 3.1 adapted
the PC for use on local area networks. DOS 3.2 and DOS 3.3 supported the
new 3½-inch, 720-kilobyte and 1.44-megabyte floppy disks, respectively. And
when the 386 microprocessor arrived, DOS version 3.3 supported it.12

By no coincidence, leadership in the market for OS products has often
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been up for grabs since the mainframe era of the 1960s. Microsoft emerged as
the preeminent producer of PC operating system products in the early 1990s.
As late as 1992, though, some knowledgeable observers touted IBM’s OS/2 as
likely to become the dominant general-purpose OS for PCs.13

Consider the ongoing impact of printer technology on operating systems.
In the mid-1980s the only high-quality printers for home and office use were
very expensive black-and-white laser printers. But color ink-jet printers, intro-
duced in 1991, are now nearly as ubiquitous as microwave ovens. They have
opened desktop printing of cards, brochures, and the like to a mass market.
And, in tandem with the advent of low-cost digital still cameras, they are mak-
ing the PC an integral part of photography. To accommodate the plethora of
sophisticated new printers from a half-dozen major manufacturers, operating
systems have incorporated ever-larger numbers of ever-more-complex printer
“drivers.” Windows XP, the newest version of Windows, incorporates basic
software for manipulating and printing photo images.

More generally, so long as the cost of processing power, random access
memory, and data storage fall at 40 to 60 percent a year, the practical uses of
personal computers will continue to expand rapidly. The ability to manage
huge amounts of data and display complex graphics has decentralized pub-
lishing from the factory to the desktop. Rapid number crunching and super-
cheap memory have transformed the spreadsheet into an all-purpose tool for
business, finance, and science. The Internet gives PCs access to avalanches of
data. And with the expansion of functionality, of course, come new demands
on operating systems to manage more hardware and more software with more
sophisticated user interfaces.

Simplifying Computer Use

A second key force behind OS integration is the need to make computers
easier to use. Just as standard features on the automobile evolved from bare
necessities to include gas gauges, heaters, defrosters, and other “extras,” com-
puter operating systems have evolved to accommodate consumer tastes and to
facilitate computer use. For example, the Unix operating system, used on a
substantial share of engineering and scientific workstations, gradually added a
full-screen editor, virtual memory, terminal independence, job control capa-
bility, and a networking API called “sockets.”14

And because of the tremendous popularity of Internet applications among
today’s computer users,15 Web browsers are now routinely integrated into (or
bundled with) OS products. Internet Explorer, the Web-browsing technology
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developed by Microsoft, is integrated into Windows 98 and later versions of
Windows. But Microsoft is hardly alone in packaging a browser with an OS.
IBM led this trend, developing its own browser for OS/2. Sun Microsystems’
Solaris and Java OS, SCO’s UnixWare and Open Server all provide browsing
by bundling Netscape Navigator with the OS. In addition to bundling its OS
products with Netscape Navigator, Sun also supplies the HotJava Web browser.

PCs of the past were notoriously frustrating to end users. Walter
Mossberg’s Wall Street Journal column on personal technology debuted in
1991 “with the contention that personal computers are too hard to use, and that
the blame lies not with the people trying to use them but with the supposed
geniuses who design the machines and the software that runs on them.”
Mossberg later lamented, “even rocket scientists are baffled by personal com-
puters. I once got e-mail from a scientist at NASA who works on giant super-
computers all day with aplomb but goes home at night and finds to his great
frustration that he can’t get the family IBM-compatible PC to run multimedia
software correctly.”16

As the market for PCs has widened, the market pressure to make them
easier to use has intensified. Weekend tinkerers may revel in the intricate
workings of the PC. For their part, science labs, graduate schools, and busi-
nesses with sophisticated information management departments may tolerate
– even take pride in their ability to control – the PC’s eccentricities. But those
early markets for computers were long ago saturated. Much of the growth in
demand now comes from untutored users – small businesses and households
– who expect to plug and play (or work).

One much-welcomed response to this changing market reality has been
the expansion of the PC operating system to include elements that previously
stood alone, such as software “drivers” to run peripherals ranging from scan-
ners to DVD players. Likewise, the addition of TCP/IP communications soft-
ware has simplified the once absurdly complicated task of linking computers
to network servers, effectively opening the Internet to the untutored.17

Attracting Software Developers

A third key force behind integration is the desire to encourage software
developers to create new applications for the operating system-as-platform,
thereby enhancing the operating system’s value to consumers and giving it a
leg up in the market. Platform vendors compete by making it cheap and easy
for independent software vendors to develop applications. They accomplish
this goal in part by providing software building blocks (APIs) that lower the
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cost of developing complementary software applications.18,19 These building
blocks include support for sound cards, integrated audio, extended memory,
object linking and embedding, scalable fonts, and the like.

The desire to support software developers also explains why commercial
OS products incorporate Web-browsing support and other Internet functional-
ity.20 The integration of IE into Windows ensures software developers that a
browser with known functionality and specifications is available with
Windows. And this, in turn, facilitates the development of simpler, yet more
powerful, software applications.

Microsoft’s own word processor, Word 97 (and later versions), uses
Internet Explorer (or another default browser) to automatically convert any
typed-in Web address (URL) into a live link. Clicking on the address brings
up the Web page in the browser if the user is connected to the Internet. A
stand-alone browser can be used to achieve comparable functionality – indeed,
many operating system products work this way. But integration ensures the
availability of specific browser services for any software application running
on the OS. And this, in turn, encourages the development of applications that
rely on browser functionality. The designers of Quicken financial-planning
software, for example, can be confident that every PC user who runs Windows
98 (or later versions) has access to built-in code that enables rapid, automatic
information retrieval from the Web.

SOFTWARE DESIGN FLEXIBILITY AND
INTEGRATION CONCEPTS

The Inherent Flexibility of Software Design

Several witnesses in U.S. v. Microsoft Corp. emphasized the remarkable
flexibility of software. Professor David Farber neatly describes this flexibility
in his written direct testimony:

[S]oftware modules are then “knitted together” into unified programs.
That is, each software product is built up from simple low-level routines that
are then called by routines at a higher level of composition. Routines at each
level are called by yet higher level routines until the desired functionality of
the end product is achieved. In this manner, all software is built up layer by
layer through the use of often-large numbers of routines, but each with lim-
ited complexity. As a result of this layering, software has an inherently mal-
leable and modular structure that gives software developers broad freedom in
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combining (i.e., bundling) different functions into software products. This
malleability also gives a software developer two related types of design free-
dom: (1) to integrate two separate CD-ROM’s because the functions on one
particular CD-ROM can be integrated by an OEM or retail end user with
functions on another CD-ROM and (2) to determine which functions to
include within software sold as one product and which to separate and sell as
a different product, whether produced by the same or different software
developer, for installation and use together by the retail end user. (p. 7)

In short, the same functionality can be achieved in many ways – and, in
particular, with more or less tightly integrated code.21

Flexibility and choice in software design work against efforts to define the
boundary between OS and applications software, or between the operating sys-
tem, narrowly conceived, and the broader notion of an operating environment.
Indeed, the inherent flexibility of software design underscores the arbitrary
nature of definitions of what is part of the operating system and what isn’t.22

Several other factors confound attempts to fix these boundaries.23 First,
there is no consensus as to which functions belong within the domain of the
operating system.24 Second, most knowledgeable observers agree that the
functions of the PC operating system, however narrowly defined, have grown
and will continue to grow. Third, while experts have proposed a variety of tests
for whether a particular set of files is actually integrated into the OS, these
tests are ambiguous, inconsistent – and often in conflict with common-sense
views about the functional boundaries of the operating system.25

The flexibility of software design matters to our analysis for two reasons.
First, we devote only modest attention to the “engineering” aspects of OS de-
sign that often loom large in textbook discussions of computer programming
techniques.26 Principles matter in software development, as does the issue of
meeting design objectives at reasonable cost. But the inherent flexibility of
software code, coupled with the very large size of the market for OS products,
implies that the engineering costs of software programming are unlikely to
outweigh strong commercial incentives for achieving a particular design
objective.

Second, design flexibility implies that the boundary between OS and
applications software is fuzzy and mutable – and will in all likelihood remain
so. Hence, we think that efforts to draw a bright line between operating sys-
tems and applications software on the basis of technical design criteria are
misguided. We view OS software as a commercial product, not simply a tech-
nological object, and we recognize that the functionality of commercial OS
products must evolve in response to technological and market forces.
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Functional and Whole-Cloth Integration of New Features

To most PC users, “integration” means that the software features and
hardware components work together smoothly and with modest effort.
Computer buyers value the perception and experience of integrated perform-
ance – whether or not there is integration in a technical sense.27 Hence, in mar-
keting their software, firms refer to integration in the casual sense of integrat-
ed look and function, rather than in terms of internal design architecture.28 PC
users also value integration in the sense of easy, automated installation of dis-
tinct software products, even when the products are simply bundled together
on the same CD-ROM.29 In a parallel manner, much of our analysis flows from
a functionality-based perspective on integration and product design. From this
perspective, it is the result that matters, not the means to that end.

Nonetheless, the technical distinction between integration and bundling
does bear on an economic analysis of OS design. Whole-cloth or “tight” inte-
gration, in the sense of multiple cross-dependencies among major components
of the OS, involves costs and benefits. On the cost side, whole-cloth integra-
tion makes it harder for a PC user to economize on disk usage by deleting (or
never installing) unneeded files or fragments of code. OS design can also
affect memory usage on the PC, because an entire file must be loaded into
memory even if only a portion of the code in the file is required for the exe-
cution of a particular task.30 The bottom line: OS integration (in the sense of
cross-dependencies) can place greater demands on the storage and memory
resources needed to operate a PC. Hence, the huge size of a modem integrat-
ed operating system like Windows 98 or the MacOS imposes a cost – literal
and figurative – on system resources.

But this cost is modest and falling rapidly. By 1999, disk storage costs per
megabyte were less than one-half of 1 percent of 1990 levels.31 And the capac-
ity of the hard drive on a typical new PC system was 9,100 megabytes – up
from 65 megabytes in 1990.32 Thus, as of May 1999, even a 50 percent reduc-
tion in the size of Windows 98 would free only 1.2 percent of the disk space
on a typical new PC system at an implied savings in hardware cost of just
$2.25.33

As we noted earlier, random access memory installed on new computers
has also increased dramatically in recent years, and the cost of RAM has
declined more than proportionately. Over the course of the 1990s, the memo-
ry capacity of the typical new PC system rose from 2 megabytes to 64
megabytes, while the buyer’s outlay per megabyte fell to less than 2 percent
of 1990 levels.34 What’s more, effective memory usage is no longer severely
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constrained by the technical parameters of PC operating systems, as it was
with PC-DOS.

In analyzing the efficiency of software integration, it’s also worth noting
that, although “small” files dedicated to narrowly defined tasks may econo-
mize on memory requirements, the organization of the OS into fewer, larger
files also has technical advantages.35 First, it takes longer to load many small
files into random access memory than to load one large file composed of the
same code. Second, the “calling file,” which also resides in memory, must con-
tain more code to load many small files than to load one large file. Third,
breaking software programs into small files increases disk storage require-
ments, because each file, no matter how small, uses a minimum amount of
disk space.36

That said, there is little doubt that, on balance, whole-cloth OS design
increases the demands on disk storage and, in some circumstances, on the
memory resources required to operate a PC. However, these resource demands
are a minor factor in light of the development of larger, cheaper storage disks
and memory chips. Thus our economic analysis of OS design places little
weight on considerations related to storage and memory requirements, even
though they loom large in some technically oriented discussions of OS
design.37

More important, whole-cloth integration can serve both end users and
applications developers by promulgating a common standard provided by an
OS product. The shared files and other cross-dependencies make it less attrac-
tive to tinker with the OS, because such tinkering is likely to degrade overall
performance. And by preserving a standardized environment, a highly inte-
grated OS like Windows 98 assures hardware and software vendors that the
full set of capabilities and APIs is available in every installation of the prod-
uct. By reducing the number of configuration possibilities for the code mod-
ules, a standardized environment also lowers the cost and difficulty of testing
OS performance and its interaction with complementary software and hard-
ware products.

Thus whole-cloth integration protects a platform vendor and other soft-
ware and hardware firms from poor performance caused by unpredictable dif-
ferences across installations of the platform. The bottom line is lower testing
and customer-support costs for the platform vendor, lower development and
customer-support costs for the suppliers of complementary products - and
greater customer satisfaction.38
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COMPONENTIZED DESIGN ARCHITECTURES

Computer users value software for performance, ease of use, and compat-
ibility with other elements of a computer system. The internal design of soft-
ware – how it accomplishes tasks or achieves ease of use and compatibility -
is typically of little intrinsic interest to them. If two software products offer
comparable capability, ease of use, and compatibility, end users value them
equally, even if they rely on radically different internal designs.

Nevertheless, internal design can greatly influence the market response to
software products and their capacity to evolve successfully. Software plat-
forms require useful applications programming interfaces (APIs) to encourage
the development of complementary applications. Better APIs lead to more and
better software applications, which benefit consumers, the platform vendor,
and independent software developers. Indeed, good APIs are essential for the
success of a software platform, even though few users of, say, Windows or the
Mac OS could identify specific APIs or explain how they smooth the way for
applications software.

Turn now to another aspect of internal software design, often referred to
as “componentization.” Like APIs, a componentized design provides indirect
benefits that are not readily apparent to end users. Componentization can facil-
itate product development, design, and testing, and thereby reduce the cost of
supplying software. It can also facilitate continual improvements in a large,
complex system like one made up of a software platform and thousands of
complementary applications. But there’s a downside, too: Componentization
can dimmish performance or add to product development costs.39

What Is Componentization?

Componentization refers to a modular design architecture that structures
and constrains the interactions among elements of a software system. This
design architecture prescribes the pathways along which components commu-
nicate, and the precise manner in which one component “requests” informa-
tion or processing services from another.

A few analogies can make this abstract concept more tangible and clarify
some of the tradeoffs involved in a componentized design.

Consider two alternative “design architectures” for an integrated TV-
VCR system. One is a closed system housed in a one-piece construction. This
architecture makes the machine compact, easy to use, and cheaper to manu-
facture. A second is a modular construction with separate units for the TV and
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the VCR. The units are only “integrated” in the sense that they easily connect
and work together. This design makes it easy to upgrade individual pieces of
the system. If the modular system is “open,” it can also accommodate new
components, like a DVD player, later on. Thus the modular design makes for
a more flexible system, even though it may be less efficient or more costly in
the short run.

Consider the distinction between open-stack and closed-stack policies
for book retrieval in a library. An open-stack policy permits patrons to take
books directly from the stacks, and by whatever route seems desirable or con-
venient. In computer parlance, the user can “make calls” on the library serv-
ices in an unconstrained manner. In contrast, a closed-stack policy processes
all requests for book retrieval through a designated checkpoint. Here, there is
a single pathway (or a limited number) by which users “make calls” upon
library services. Like a closed-stack library, componentized software pre-
scribes and limits the pathways by which a user (or other software) can call
upon the processing services produced inside the component.

Consider the provision of french fries as a metaphor for the provision of
computing resources or processing services. Because patrons have different
appetites, one size portion does not fit all, and a dispensary might be designed
to distribute one fry at a time in order to meet every customer’s wishes on the
button. However, because most customers want many fries, this design solu-
tion involves a very large number of individual “calls” on the kitchen, slowing
deliveries and reducing the dispensary’s total capacity to deliver the goods. A
more efficient design would dispense many fries at a time – but not too many,
because a lot would be wasted if they came in orders of 500 when the typical
customer wanted just 100. Thus, designing an efficient dispensary requires
forethought about the optimal batch size.

Consider the development of a new fighter jet that incorporates several
distinct, but interacting, technological advances. A fighter is a complicated
technological “system” with many subsystems and interacting components.
Each must properly work and interact in order for the overall system to per-
form at maximum capacity. An intelligent design architecture will make it
possible to organize development and testing around many small teams, each
of which focuses on a subsystem or component. This approach allows devel-
opment to proceed along many fronts, tackling many relatively small prob-
lems simultaneously. Of course, it is essential that the components work
together when reassembled into an overall system. This reassembly may take
place many times in the course of developing, testing, and refining a new
fighter jet or other system product. So, clearly, the “componentization” of the
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fighter jet system cannot be carried out in a haphazard way. It requires fore-
thought about how the components will interact once put back together.

Each of these analogies captures an important aspect of software compo-
nentization. The TV-VCR combination highlights the concept of modularity,
which often involves a tradeoff between long-run “dynamic” benefits and
short-run “static” costs. The library example illuminates the constraints on the
pathways by which users retrieve information or make calls on system servic-
es. As explained below, this type of constraint also involves a tradeoff between
dynamic benefits and static costs. The french-fry example, although contrived,
shows the importance of forethought about the manner in which components
are linked and the nature of requests for processing services. The fighter-jet
example highlights the virtues of a componentized approach to the develop-
ment and testing of a new system-like product.

The Costs and Benefits of Componentization

Designing intelligently componentized software is difficult and time con-
suming – and thus expensive. According to Microsoft’s Paul Maritz, compo-
nentized design “requires a great deal of abstract thinking of a sort that human
beings aren’t naturally good at.”40 It is especially difficult to componentize an
existing large-scale software product that was not originally designed that way.

An ill-conceived decomposition can generate tremendous demands on the
microprocessor by increasing the number of calls between interfacing compo-
nents. Even with the powerful processing capability of today’s computers, it
is very easy to slow execution dramatically. Thus it is not enough that software
components work together; they must do so in a way that avoids excessive
demands on the overall system.

Even a well-designed decomposition can degrade performance. Paul
Maritz offers an example involving the HTML “renderer,” which is essential
technology for Web browsing.41 The HTML renderer functions as a distinct
component within Microsoft’s Internet Explorer, but in Netscape Navigator
the renderer is closely mingled with other functionality and code. This min-
gling of the HTML renderer with other functionality in Navigator allows for
faster processing than a componentized design would. As a consequence,
Microsoft had to put more effort into streamlining operations within the com-
ponents of Internet Explorer in order to achieve processing speeds in Web-
browsing activities comparable to Navigator’s.

On the other side of the ledger, a componentized design delivers many
benefits. Some of these are obvious; others are subtle.
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First, componentization facilitates code sharing across same-generation
programs and code reuse in new products. Code sharing has several benefits:

It reduces the need to reinvent the same wheel for each program, there-
by economizing on development costs.

Since the code has a longer useful life, developers have greater incen-
tives to invest in optimizing a component’s technical performance.

By simplifying the interactions among blocks of software code, compo-
nentization reduces product testing and debugging costs. This benefit comes
in addition to cost savings afforded by the reuse of code that is already tested
and debugged.

Code sharing across products (e.g., Microsoft’s Word, Excel, and
PowerPoint) helps to harmonize the user interface and other aspects of the
user experience.42

Second, componentization makes it easier to integrate new functionality
into existing software by restricting and simplifying interactions within the
program.43 And when the introduction of new functionality does cause prob-
lems, a componentized design makes it easier to identify the source and to fix
it. This advantage becomes more important as software products and systems
become larger, because more complicated systems increase the potential for
unforeseen interactions that create bugs. Hence, by simplifying and compart-
mentalizing design, componentization makes it easier to handle modern sys-
tems with hundreds of thousands or even millions of lines of code.

Third, componentization makes it easier to maintain the “backward com-
patibility” of platforms as they evolve.44 Recall the closed-stack versus open-
stack book retrieval analogy. The rearrangement of book stacks disrupts the
pathways by which library users retrieve books under an open-stack policy.
Hence, users must “reprogram” their “calls” on library services when the
stacks are rearranged. Under a closed-stack policy, however, library patrons
continue to present book-retrieval requests in the same manner as before.
Likewise, computer users (or other software components) can continue to
present their requests to a redesigned software component, so long as the com-
ponent’s interface remains unchanged.

This advantage is especially valuable in a product like Windows that
serves as a platform for thousands of software applications. To attract users,
after all, a new Windows release must continue to serve as a platform for the
existing stock of Windows applications.45 Componentization makes it easier to
sustain the legacy even as the system expands its functionality.

Fourth, componentization facilitates a small-teams approach to software
development by making it easier to break a project into discrete tasks. This
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benefit is obviously more valuable in the development of large-scale products
like software platforms or integrated collections of software applications like
the Microsoft Office Suite. In fact, Microsoft places great emphasis on a
small-teams approach to the development of even the largest, most complicat-
ed software.46

The preceding discussion identifies some interesting tradeoffs in software
design related to componentization. First, there is a tradeoff between static
efficiency and dynamic efficiency – between short-run and long-run advan-
tages.47 Intelligently componentized software is more flexible in that it eases
the integration of new functionality into an evolving software system.
However, a one-piece design may be less costly to achieve and deliver faster
processing.

Second, there is a tradeoff between scope and specialization. When the
same basic functionality is used in many related (but not identical) products
and circumstances, there is a greater payoff to the careful design of a single
component that delivers the functionality widely. Alternatively, when the func-
tionality is required in essentially the same product and circumstances repeat-
edly, it becomes more attractive to embed it within software dedicated to a
narrower range of activities.

An Example

Consider the different internal designs of Microsoft’s Internet Explorer
and Netscape’s Navigator and Communicator software. Early on, Microsoft
decided to pursue a highly componentized design strategy for its Web-brows-
ing technologies.48 Netscape’s browser software lacked the same degree of
design modularity.49

As explained by the CEO of Intuit, the maker of Quicken financial soft-
ware, a componentized browser provides the ability to show “an HTML frame
within the context of the user interface of our products,”50 permitting a seam-
less experience for the users of Quicken products.51 Basically, the user remains
within the Quicken environment, even when calling upon browser technology
to retrieve information from the Web. Early browsing software did not have
this capability.

Intuit faced this issue squarely in 1996 and early 1997.52 Netscape
Navigator was not componentized as of early 1997, which led to discussions
between Intuit and Netscape about the development of a componentized ver-
sion of the then-leading browser. The componentized nature of Microsoft’s
Internet Explorer technologies in Windows 95 became an important factor in
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Intuit’s decision to switch from Navigator to IE as its primary browser for
Quicken products.53 Intuit subsequently distributed some 5 million copies of
IE with 1997 versions of Quicken, Turbotax, and Quickbooks.54

Also in this period, America Online (AOL) sought to provide a “seamless
consumer interaction … when [going] from one environment to another,” such
as from AOL’s proprietary network to the Web.55 Netscape’s browser technol-
ogy required a visible leap from one environment to another, whereas the
componentized nature of IE (which AOL adopted) allowed for a seamless
experience.56

It’s clear, then, that the componentized design of IE made it more attrac-
tive to some providers of complementary software applications and Internet
services – and, in the process, enhanced the value of Windows as a software
platform. The examples also illustrate how design flexibility allowed for the
same basic functionality – browsing technology – to be implemented in dif-
ferent ways that, in turn, had an important influence on market outcomes.

Componentized Software: Why, Especially, at Microsoft?

Microsoft platform products like Windows XP and business applications
like the Office Suite are among the largest software systems offered by any
mass-market software vendor. Because a componentized design architecture
facilitates a small-team approach, it is especially valuable in the development
and improvement of these large software systems. Componentization also
helps maintain backward compatibility in the evolution of platform products.57

Microsoft owns the most successful commercial software platforms. It also
has a larger, more diverse set of independent software vendors writing to its
platform than does any other software firm.

In addition, Microsoft has the broadest line of software and the largest
revenues from software of any firm in the world. The company spends more
on software development than does any other firm. Hence, it has the most to
gain from code reuse, from optimizing the inner workings of a software com-
ponent, and from harmonizing features and performance across software prod-
ucts. The emphasis on componentization at Microsoft has intensified over the
past decade in line with the increase in its software development efforts, the
expanding breadth of its software product line, and the increasing scale and
complexity of products like Windows and Office.58

This interpretation of Microsoft’s approach to software development and
design also fits with the observation that Microsoft has become a leading
developer of object-oriented software design tools. These tools facilitate the
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use of a componentized design strategy.
By the early 1990s, and perhaps earlier, Microsoft’s approach to software

development emphasized several of the virtues associated with componen-
tized design architecture. In an August 1993 interview, Microsoft CEO Bill
Gates stated that two key principles for managing software development are
“a development process that allows large teams to work like small teams” and
“product architectures that reduce interdependencies among teams.”59

Since the late 1980s, Microsoft has made a conscious effort to harmonize
user interfaces, feature sets, and performance characteristics across its major
software products. Initially, this effort focused on external user-oriented
aspects of software such as the user interface and the content of pull-down
menus. With time, though, code sharing and functional integration received
greater emphasis. This process is especially evident in the MS Office Suite.
Originally, Word, Excel, and PowerPoint were independent products with lit-
tle or no shared code and limited integration. As discussed at length in
Cusumano and Selby (1995), much changed by the mid-1990s. The Office
products are now closely integrated and share much of their code. What’s
more, their ongoing development is now closely coordinated. Seen in this
light, the move toward componentized design at Microsoft is one step in a
long-term effort toward greater harmonization of features and greater func-
tional integration across software.

EFFICIENT MANAGEMENT OF INTERACTING
FEATURES AND COMPONENTS

Simplifying the End-User Experience

To perform properly, technologically advanced products often require
complex coordination of many interacting components. Achieving the neces-
sary degree of coordination presents challenges in design, installation, and
operation. Most consumers, however, place a high premium on ease of use,
even for products that depend on arcane technology. They want no-fuss instal-
lation, push-button performance, and automated management of interacting
components. When problems arise, they expect quick solutions.

It should be no surprise, then, that many product improvements are re-
sponses to customer demand for ease of use. Examples include cable-ready
televisions, integrated home stereo systems, factory-installed automobile air
conditioners, fax-copier machines, internal PC modems, and PC distributors
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who preinstall the OS and other software. As these examples suggest, greater
ease of use often involves the integration of distinct components that could be
sold separately.

Consider the example of automobile air conditioners. When they first
became available, air conditioners were installed by the auto dealer or by a
specialized firm hired by the dealer. Problems were common and often
involved the interaction between the air conditioner and components of the
automobile engine. For example, cooling systems designed for cars without
air conditioning often boiled over when subjected to the added demands of an
air conditioner.

Other potential interaction problems were more subtle or specific to cer-
tain engine designs. A/C compressors have very high peak power require-
ments, which can stall the engine. A slippable connection between the engine
and the A/C compressor, such as a belt drive, can solve the problem. But with
a rigid coupling – such as a gear system – serious problems arise if the A/C
compressor clicks on when the engine is already under high load. By the same
token, diesel engines have a different power curve from gasoline engines and
different acceleration characteristics. So it may be necessary to shut the A/C
compressor off in diesel-powered vehicles during warm-up and acceleration.
Gasoline engines, by contrast, rarely require this type of regulation of the air
conditioning system.

Because of such complications, the availability of “factory air” became a
big selling point for automobile manufacturers. Although “factory air” was
often still installed by the dealer, the system was designed to the automaker’s
specifications and carried the automaker’s warranty. Automobile cooling sys-
tems were beefed up to account for the added load, and boil-over problems –
common in the 1960s – became a thing of the past. Today, car buyers take all
this for granted. They buy a car, push the “A/C ON” button, and it works.

The preceding remarks can be distilled into three assumptions that inform
a theory of product integration:

(a) Customers and dealers have a limited capacity or desire to manage the
complexities generated by interacting components.

(b) Greater ease of operating the product often involves the integration of
distinct components that can be sold separately.

(c) Integration requires up-front design costs beyond initial product devel-
opment costs.

Two other factors influence the timing of integration:
(d) When a new product or feature is introduced, performance, cost, and

demand are initially uncertain. The uncertainty may involve the ultimate level
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of consumer acceptance, which version of the product will ultimately achieve
the greatest commercial success and technological performance, and the size
of up-front design costs required for seamless integration.

(e) The demand for a successful new product grows over time as infor-
mation about its availability, characteristics, and performance diffuses among
the base of potential users.

Assumption (a) implies a latent demand for integration, but not every new
feature or product will eventually be integrated into a larger system. Other
things being equal, integration is more attractive to the manufacturer of the
system product – and likely to generate greater social gains – when more buy-
ers use the stand-alone feature or product,60 when the design and production
costs of integration are lower, and when the stand-alone feature interacts with
other features of the system in a complicated way.

Uncertainty about the technical performance of a new product and its
interaction with system components creates an incentive to delay integration.
As technical problems are identified and resolved, this concern diminishes, so
that integration becomes more attractive. From the perspective of both eco-
nomic efficiency and the system manufacturer’s profitability, technological
uncertainty adds value to the option of waiting to integrate. This “option
value” arises because a manufacturer incurs irreversible costs when it commits
to one approach to design and integration. The costs may involve direct expen-
ditures, or they may take the form of harm to the system manufacturer’s rep-
utation for quality and reliability if the newly integrated feature performs
poorly or interferes with other system components. By retaining the option to
select its approach to integration, the manufacturer leaves room to act on
information not yet available.

In short, the option value of waiting induced by technological uncertainty
reflects two issues: whether integration involves acceptable performance gains
relative to the cost of achieving integration, and, when more than one techni-
cal option is available, how best to integrate the new product. Of course, this
option value is not the only consideration that governs the timing of integra-
tion. If the benefits of integration are large or the up-front costs of integration
are small, early integration becomes more attractive.

Uncertainty about demand for the new product also induces an option
value of waiting to integrate. This option value of waiting reflects two issues:
whether demand is sufficiently high to justify the fixed integration costs, and
which version of the new product or feature to integrate. As demand-side
sources of uncertainty diminish, integration becomes more attractive.

Delay may be rational, even when eventual integration is assured. Both
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technical uncertainty about how to integrate and demand uncertainty about
which version to integrate encourage delay. Even when there is no technical
or demand uncertainty, a pure “discounting” effect – the time-value of money
invested – encourages delay if the up-front costs are high relative to the initial
rewards from integration.

Hence, there are strong economic incentives to postpone integration until
kinks and performance problems in the new product are identified and re-
solved, and demand for the new product is revealed to be sufficiently high to
justify the costs. Large benefits and small sunk costs encourage earlier inte-
gration.

This type of theory delivers the following stylized introduction-innovation
path for new products:

The theory also points to a potentially important complementarity
between the integration of existing features and products into a system and the
development of new stand-alone products that interact with the system. The
integration of existing products into a computer OS, for example, economizes
on the limited capacity of users and dealers to manage interacting compo-
nents. Integration thereby opens the door to the development and introduction
of additional non-integrated products. For example, the integration of better
support for video display hardware and software into the OS simplifies the use
of video-intensive applications and encourages the customer to make greater
use of non-integrated products like scanners and digital cameras.61

In the extreme scenario in which customers and dealers have a fixed tol-
erance for managing interacting components, halting integration eventually
stifles the development and introduction of new products. In this regard, it is
striking that despite the automation of everything from the clutch to the choke
to radio tuning, the modern automobile has about as many user-operated con-
trols as the earliest autos. Drivers, it seems, will put up with just so much dis-
traction when they are in motion. Moreover, even if there is no absolute upper
bound on the capacity of consumers and dealers to manage interacting com-
ponents, assumption (a) implies that integration of existing products into a
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system increases the demand for new non-integrated products that make use
of the system.

Facilitating Applications Development

We can summarize the foregoing theory: Product integration simplifies
end-user experience by helping to manage the interacting components in a
system product. We now sketch a parallel and complementary theory that
focuses on how integration facilitates the development of new applications for
the system product. In the case of computers, the integration of software build-
ing blocks (APIs) into the PC operating system promotes innovation and prod-
uct variety by reducing the cost of innovation.62

The key assumption in this theory of how OS integration facilitates appli-
cations development is analogous to assumption (a) above: Software applica-
tions developers have a limited capacity or desire to manage the complexities
generated by interacting software and hardware components. Other assump-
tions in this theory parallel assumptions (b)-(e) above.

Most developers of software applications focus on “high-level” design
and functionality while leaving critical but routine tasks such as file manage-
ment, memory management, graphical displays, and video and audio man-
agement to the operating system. This division of labor relieves developers of
the need to reinvent the wheel in each application and allows them to focus on
their areas of expertise and commercial interest.

Specialization at this broad level is reflected in the often-drawn distinction
between “systems programmers” and “applications programmers.” The dis-
tinction is usefully applied to firms as well as individuals. Norton, for exam-
ple, is a successful, well-respected software firm that mostly employs system
programmers and specializes in operating system functions. Adobe, another
respected software firm, mostly employs applications programmers and focus-
es almost entirely on applications-oriented software.

Many software developers are highly specialized in a particular applica-
tion – e.g., financial analysis, architecture, electric power distribution, or lab-
oratory automation – and they focus on specialized aspects of their field. Their
knowledge, when embodied in software applications, is often the main source
of added value and commercial viability for their products. For example, the
local power company buys a computer-aided design package from AutoDesk
primarily because of the expert knowledge embodied in the software, not
because the CAD package offers better standard features (e.g., toolbars) than
other software products.
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Likewise, the incorporation of TCP/IP and other popular networking pro-
tocols into Windows provides independent software vendors a larger standard
set of system services to leverage into specialized applications. Because the
Hypertext Markup Language (HTML) has become a standard for Web appli-
cations, its use by the Windows Help facility in place of a proprietary language
makes it easy for developers to code sound and video into Help files and to
provide Help links to the developer’s Web site.

This efficient division of labor among software developers implies that the
integration of richer support tools into the OS leads to better, less costly soft-
ware applications. Software developers know they can design applications
with Internet Explorer functionality in mind because the IE technologies are
integrated into the Windows OS. In addition, as explained in the previous sec-
tion, the “componentized” nature of IE technologies affords greater flexibility
in program design.

Thus, an applications program can call on the HTML display facility of
the browser interface – one component of the IE technologies – whether or not
the computer user is on the Internet. Alternatively, by calling on other compo-
nents of the IE technologies, an applications program can execute Internet
transactions without displaying Web pages or making any activity visible to
the user. Intuit’s Quicken is now designed so that a Windows user can access
the latest interest rates and stock prices from the Web without leaving the
Quicken application. This unobtrusive use of components of the IE technolo-
gies is more convenient than the need to retrieve the same information by ini-
tiating a browser shell program with a separate user interface.

For another indication of how the integration of software into the PC oper-
ating system facilitates specialization and product variety, consider some
responses by software developers to improvements in IE technology that were
integrated into Windows 98. According to Business Week, “at least four new
browsers” that ride on top of IE were introduced shortly after the release of
Windows 98.63 Because Microsoft built the complex software into Windows
needed to run Java applets, display graphics, play audio and video, and per-
form other tasks expected of browsers, even the simplest browser designed
around IE technology can do these things.

In this way, OS integration gives product developers stronger incentives to
create specialized browsers. IBM’s Lotus Development, for example, has
developed a browser built on IE technology that “works well and has a dis-
tinctive Notes look.” Similarly, MediaLive has developed Surf Monkey, a
“kid-safe” browser that uses IE technology.64

Note, too, that the integration of software building blocks into the PC
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operating system makes online distribution of new software faster. Business
Week offers the example of the stand-alone Netscape Communications
Navigator browser, whose 8 MB of code take at least 45 minutes to download
on a 33.6 kilobit-per-second connection. By contrast, Bigfoot’s NeoPlanet
Browser, which makes use of IE components that are already part of Windows,
occupies just 791 KB and can be downloaded in five minutes. Consequently,
the wide dissemination of IE technology through OS integration increases
competition and innovation in browser shell programs.

Basically, OS integration reduces the cost of innovation in the applications
market. This positive effect on the supply side of innovation adds to the
demand-side effects discussed above, whereby OS integration opens the door
to new PC applications by simplifying the use of interacting components in a
computer system.

OS integration is also a useful way to standardize the computing and soft-
ware development environment. Furthermore, by facilitating online distribu-
tion, it reduces the cost of distributing applications products. Online distribu-
tion is especially important for specialized software products that are unlike-
ly to be carried by traditional retail outlets.

Regarding which software building blocks become integrated into the OS
and when, it should be clear that an analysis parallel to the one developed in
the preceding section applies here as well. For example, once a platform sup-
plier publishes a set of APIs that developers come to rely on, it becomes costly
to remove the APIs or to alter them in ways that damage backward compatibili-
ty. Hence, a platform vendor has strong incentives to postpone the introduction
of new APIs until the company is confident about both their usefulness and its
ability to offer continued support for the APIs as the platform evolves.

Reducing Customer Support Costs

Another motive for integrating stand-alone elements into the OS is the
desire to hold down customer support costs. For many software firms, cus-
tomer support is a major cost of business and, in a world of dirt-cheap CD-
ROMs, the main incremental cost of selling software.

This point comes through loud and clear in Microsoft’s experience with
customer support.65 In the early 1990s, Microsoft was fielding about 60,000
customer support inquiries per day, including 20,000 phone calls that had to
be handled by product support engineers. Microsoft personnel in the customer
support division actually outnumbered the firm’s software developers.66

Microsoft answered one customer support call for every three software
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units sold, at an average cost of $12 each. At that rate, just a few calls from a
customer can wipe out the profit from selling most software products, even
before factoring in development costs. As of 1993, in fact, customer support
costs equaled 20 percent of the gross revenues from Windows and 25 percent
from Windows NT. Most calls came from customers who had purchased the
software within the previous 90 days, and about half of these “relate to setting
up or installing the software…printing, usage of new or changed features, the
operating environment, and interoperability with other products.”67

This stark reality encouraged Microsoft to focus on design advances that
would reduce customer support calls and costs. These innovations drew heav-
ily on usability studies for new software products along with detailed statisti-
cal summaries of the problems that prompted support inquiries.68

The careful integration of software functionality into the OS can dramat-
ically reduce the costs of customer support. Consider, for example, what it
took for a PC user to get online in, say, 1993. The user had to acquire and
install an operating system, a modem, a browser or other Internet software, an
Internet provider, an Internet account, and a TCP/IP “stack.” He or she also
had to enter the appropriate parameters and data for each piece of software and
hardware. Getting online required that all the information be entered correct-
ly and that all the pieces worked together properly. As many who undertook
this task can ruefully recall, getting online also required innumerable calls to
customer support centers. By contrast, the integration of these elements into
modem operating systems like Windows and MacOS 9 allows today’s PC user
to stroke just a few keys to get online the first time. At Microsoft, and no doubt
other firms, this type of OS integration has dramatically reduced the resources
devoted to helping customers connect to the Web and other networks.69

The integration of the HTML-based Help system into Windows 98 was
also motivated, in part, by the desire to reduce customer support costs.
Frequent Web references point users to documents that provide background,
examples, technical information, and links to other Web-based information
sources. This system can be used at all levels of the software development
hierarchy – OS tools, applications, and company-based Intranet software.

Not all stand-alone elements will eventually be integrated into OS prod-
ucts. As discussed earlier in the chapter, integration becomes more attractive
as the use of the stand-alone element increases, when integration leads to
lower design and production costs, and when the stand-alone element interacts
with the other elements of the OS in a complicated way. This section simply
adds another potential benefit that must be weighed against the costs. In par-
allel with our earlier discussion, the timing of integration is influenced by
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uncertainty regarding the magnitude of customer support costs and how inte-
gration might most effectively reduce such costs.

The demand for OS integration can also arise from customer preferences
for dealing with a single vendor – especially in cases where there are many
interacting components in a complex system. Computer software systems can
be extremely complicated, sometimes involving several subsystems with a
million lines of code each.70 When problems arise, customers want to know
where to turn for solutions. And when a single seller supplies all the compo-
nents, the answer is clear.

Early users of microcomputers had to assemble the systems, piece by
piece. No one, except for an occasional “techie,” attempted the task without
assistance from customer support centers. If something went wrong with the
computer after assembly, the user had to determine which parts vendor to con-
tact for advice before the user could even hope to return the computer to work-
ing order. Altair was the first to build a microcomputer system that included a
power supply, motherboard, CPU, memory, I/O and OS (BASIC interpreter).
The present-day predominance of this form of integration suggests, among
other things, that customers highly value the opportunity to buy all the pieces
assembled and supported by a single vendor.

Or consider a more personal example. One of us (MacCrisken) worked as
the database administrator for Intel in the early 1980s. During that period,
Intel experienced a variety of network performance problems, which often
involved the interaction of the mainframe OS, the communications software,
and the network hardware. Fortunately for Intel, all of these products came
from IBM. So when problems arose, Intel called on IBM – and the buck
stopped there.

However, if a customer buys routers from Cisco, computers from Dell,
and modems from 3Com, and the components don’t interact properly, what
options are open? Too often the choice is between bouncing from finger-point-
ing vendor to finger-pointing vendor, or hiring a third-party troubleshooter to
solve the problem.71

Sometimes, the customer’s demand for a single vendor can be met by the
integration of additional features into a computer’s operating system. This per-
mits the seller to test the integration exhaustively before putting the compo-
nents on the market, and it assigns clear responsibility for the failure of inter-
acting components to work together. Less-informed and less-sophisticated
computer users are especially likely to value the acquisition of software prod-
ucts from a single firm with a well-established reputation for quality and cus-
tomer support.
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DEMAND-BASED MOTIVES FOR
SOFTWARE BUNDLING

Software is frequently bundled in the sense that multiple features or appli-
cations are packaged together or distributed jointly. Often, one or more items
in the bundle are (or were) previously sold as separate products.

A few examples highlight the ubiquity of software bundling. PCs often
come bundled with a large collection of software applications at no extra
charge. Adobe, Corel, Lotus, Microsoft, Norton, and other software firms
often bundle stand-alone applications in “suites” or multi-feature packages.
PCTools, for example, offered a large collection of distinct software features
on a single CD-ROM. And software vendors routinely bundle large collections
of utilities and features with OS and platform products. In 1993, for example,
Microsoft Windows for the first time included disk compression features sim-
ilar to Stac’s Stacker and fax functions similar to Delrina’s WinFax product
(Markoff, 1996).

As some of these examples suggest, the joint distribution of software fea-
tures and applications often takes place even when there are no technical
benefits or cost savings from code-level integration. In line with this observa-
tion, we show that demand-based effects alone can provide powerful motives
for software bundling. We also explain why software bundling motivated by
demand considerations leads to economic efficiency.

Before we develop the economic logic of bundling, some preliminary
remarks help place this section’s analysis in proper perspective.72 First,
demand-based motives for software bundling are distinct from, but fully con-
sistent with, the motivations for OS integration discussed in earlier sections.
Second, the benefits of bundling can be achieved by any method of joint dis-
tribution, including integration. As a practical matter, a mix of technological,
timesaving, and demand-based factors may motivate the integration of partic-
ular software functionality. But for analytic clarity, we emphasize purely
demand-based motives in this section. Third, demand considerations can lead
a profit-maximizing firm to offer certain software applications at a zero or
negative price. When this occurs, even a tiny technological benefit or cost sav-
ing makes integration the preferred strategy for achieving joint distribution.

Complementary Demand with the Operating System

The zero-price bundling and integration of certain software features with
Microsoft’s Windows OS has been criticized as predatory and anticompeti-
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tive.73 It is important to recognize, however, that the most basic theory of pric-
ing by a multi-product firm with downward sloping demand points to a very
different explanation for this behavior – an explanation implying that zero-
price bundling of software applications with OS products is a socially
beneficial form of competition.

Start with the standard theory of pricing for a firm that sells multiple prod-
ucts with complementary demands. Two products are said to be complements
when greater sales of one stimulate demand for the other. As an example
familiar to many parents, sales of Barbie dolls stimulate the demand for
Barbie clothes. After reviewing the pricing implications of complementary
demand, we apply the logic to the bundling of OS and applications software.
We then consider some implications of complementary demand for market
structure and consumer welfare.

Consider a multi-product firm with downward sloping demand for each
product. To focus on demand-based explanations for bundling, assume that
production costs are unrelated across products. Also, set aside the motivations
for product integration treated in earlier sections. To further simplify the expo-
sition, assume that all of the firm’s products are complements, so that greater
sales of any one product increase demand for the others.

Under these conditions, complementary demand encourages the multi-
product firm to set lower prices than would a collection of independent firms,
each selling a single product. The logic is straightforward: A lower price on
any one product generates additional sales of that product and all products
with complementary demands. A multi-product firm internalizes this demand
spillover onto the complementary products, whereas independent single-prod-
uct firms do not.74 In fact, complementary demand can lead the firm to price
some products below marginal cost.

This point can be demonstrated with a simple model. Assume that the firm
sells two complementary products with linear demand curves,

where q and p denote quantities and prices, and the a, b, and d parameters
describe demand. Positive values for a and b imply positive, downward-slop-
ing demand curves, and a positive value for d corresponds to the case of com-
plementary demands. Assume that d is less than and so that own-price
effects dominate. In addition, assume that the firm produces and sells each
product at constant marginal costs denoted by and

Consider a numerical example in which the first product has bigger
demand. The following parameter values fit this situation:
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and With these values, profit maximization

for each product, the profit-maximizing prices become and
Zero marginal costs are not necessary for a zero-price outcome, although

low marginal costs make such an outcome more likely. If we modify the
numerical example so that and retain the assumption that marginal cost
equals 10 for each good, the firm’s profit-maximizing prices become
and The relatively low demand for good 2, coupled with comple-
mentary demand and low (but positive) marginal costs, leads the firm to set the
price of good 2 below zero in order to stimulate sales of good 1.

In practice, a negative price may or may not exploit complementary
demand more effectively than a zero price. If a negative price can be condi-
tioned on actual use, then the firm can earn more profits in the preceding
example by paying others to use product 2. Alternatively, if paying someone
to take possession of a product provides no guarantee or incentive that he or
she will actually use it, there is no point in offering the product at a negative
price. Instead, by distributing the product at no charge, the firm maximizes
product usage (and any effects of complementary demand) without incurring
the additional expense of paying customers to take possession. Taking this
observation into account and setting in the example with leads
to a profit-maximizing price for the first good of

Adobe has pursued this pricing strategy for complementary software
products with great success. As Shapiro and Varian (1999, p. 254) observe,
Adobe allowed its portable document format (PDF) to “become an open stan-
dard but cleverly exploited the complementarities between creating and view-
ing a document. Adobe charged for the PDF creation software, while giving
away the viewing software.” Adobe successfully pursued a similar strategy
with its Postscript page-description language and related software products.

Although extremely simple, the examples capture three salient aspects of
the pricing and bundling of OS and applications software. First, OS and appli-

yields the prices, and 75 The firm prices good 2 below marginal
cost in order to generate more profits by stimulating additional sales of good 1.

Now apply this logic to Microsoft’s bundling of OS and applications soft-
ware. The complementarity requirement certainly holds in this case, because
Microsoft’s PC software applications typically run on computer platforms that
make use of its Windows OS products. So sales of PC applications software
stimulate demand for Windows, and vice versa. To understand why comple-
mentary demand easily leads to zero-price bundling of applications software,
it is important to recognize that the marginal cost of software sales may be
quite low.76 If we modify the previous example so that marginal cost is zero
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cations software are complementary in use. Second, marginal costs (of pro-
duction, distribution, and customer support) are quite low for many types of
software. Third, the demand for OS software is typically greater than the
demand for a particular applications product. The third point, in particular,
indicates that OS products play the role of good 1 in the numerical examples,
and applications play the role of good 2.

We have now developed a simple explanation for the zero-price bundling
of software features or applications with the OS that does not involve any
dynamic or strategic considerations. Nor does it involve any direct technolog-
ical or timesaving benefits of integration or reductions in customer support
costs of the sort highlighted in earlier sections. Instead, the key elements in
this explanation are low marginal costs for the bundled feature and comple-
mentary demand with the OS. Other things being equal, zero-price bundling
is more likely for complementary goods that have relatively low demand.77

Two additional cost factors reinforce this complementarity motive for
zero-cost bundling of software applications and features with the OS. First, this
method of bundling is more convenient for the consumer than any other distribu-
tion method because it eliminates the time and effort associated with acquir-
ing and installing the zero-price item.78 Second, this form of bundling is also
less costly for the software firm than other forms of distribution. There are no
separate distribution costs and no customer support costs related to installation.

Other aspects of Microsoft’s pricing behavior lend support to this interpre-
tation of zero-price bundling with the OS. In particular, Microsoft has been a
price-cutter in many software application categories such as CD encyclopedias,
Web browsers, personal financial planning, and core business applications.79

This behavior is a natural consequence of Microsoft’s broad software product
line, given that distinct categories of software applications are complements in
use and, especially, the strong complementarity between Microsoft’s OS prod-
ucts and its software applications that run on the OS. Complementary demand
across product lines gives Microsoft a stronger incentive than its competitors
have to set low prices, even when it has the same development and production
costs and the same degree of market power for particular software products.80

Implications for Market Structure and Consumer Welfare

Whether it involves zero-price bundling of features with the OS or lower
prices on stand-alone products, this type of behavior improves economic
efficiency and helps consumers. The incentive for a multi-product firm to set
lower prices in the face of complementary demand leads to higher output,
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more consumer benefits, and greater economic efficiency.81

Indeed, in the simple two-good model, consumers are unambiguously bet-
ter off when a single, integrated firm sells both products than when a different
firm sells each product. What’s more, total profits are higher with a single,
integrated firm. Since profits are higher and consumers are better off when a
single firm sells both goods, economic efficiency must also be greater.82

Complementary demand (d>0) is the critical assumption that underlies the
favorable effects of the single-firm market structure on consumer welfare and
economic efficiency. Although our mathematical model is highly stylized, the
economic logic of complementary demand is general, and the model carries
important implications for thinking about market structure, efficiency, and
consumer welfare in software markets.

To appreciate some of these implications, consider the evolution of the
software market during the 1990s. Many commentators remark with concern
– even alarm – that Microsoft became the leading vendor for many business
and consumer software products during the 1990s.83 One source of this con-
cern is a perception that Microsoft enjoys an unfair competitive advantage
over other software firms because of the tremendous success of the Windows
platform.

Without pretending to address this issue in full, we can garner some
important insights by applying our analysis to the question of market structure
and consumer welfare. Suppose that two complementary products – let us call
them OS and WB – have been developed by separate firms. The demand struc-
ture and marginal costs of production are the same as above. Initially, the two
firms independently price and sell their products. Recognizing that the action
of each affects the other, the two firms behave strategically in the manner of
Bertrand (prices as strategies) or Cournot (quantities as strategies).84

We have already established that total profits are higher when a single,
integrated firm sells both products. Hence, the two firms have a strong incen-
tive to merge. Under the assumptions set forth here, a merger would be
profitable for the firms and beneficial for consumers. Nonetheless, suppose
that the two firms do not merge, because other aspects of their businesses do
not mesh well, or perhaps because of opposition by the antitrust authorities.85

In the absence of a merger or acquisition, each firm might subsidize the
price charged by the other. In this manner, the two firms could try to internal-
ize the demand complementarity without actually merging. Firms sometimes
do enter into mutual promotion agreements that contain cross-subsidies of this
sort. Of course, if this option were a perfect substitute for merging, there
would be no incentive to merge. In practice, though, inter-firm subsidies often
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run into serious practical problems. If the OS firm subsidizes the sale of WB,
the WB firm may respond by expanding into market segments that are not
especially helpful to the OS firm. Practical problems with this type of subsidy
arrangement are apt to be especially severe when the net-of-subsidy price for
WB is zero or negative, as in some of our numerical examples. An even more
basic problem with the cross-subsidy solution is that it does not confer com-
mon ownership and control. The two firms may have imperfectly aligned
incentives over how to market or design their respective products. Thus, even
if a successful cross-subsidy arrangement is feasible, there will remain incen-
tives to bring the two complementary products under common ownership and
control.

This brings us squarely to the issue of market entry. We tailor our assump-
tions so that the analysis speaks to government claims in U.S. v. Microsoft
Corp. Rule out cross-firm subsidies, and consider four specific assumptions.
First, the two goods are initially owned and sold by separate firms. Second, it
is costly for the OS firm to develop its own version of WB but much more
costly for the WB firm to develop its own version of OS. Third, the demand
structure and marginal production costs are such that it is profit-maximizing
for an integrated firm to sell WB at a zero or negative price. Fourth, demand
is great enough so that entry into the WB market is profitable for the OS firm.
These four assumptions reflect key aspects of the market situation circa 1994
as it pertains to Microsoft and its Windows OS, on one hand, and Netscape
and its Navigator Web browser, on the other hand.

Given these assumptions, the OS firm finds it profitable to develop its own
version of WB, although the development costs are quite high. After incurring
these large development costs, it then proceeds to offer its version of WB at
no charge. It may even pay others to distribute WB or pay consumers to use
it. This course of action obviously harms the firm that originally developed the
WB product. Indeed, in our stylized model, the OS firm drives the original
WB firm out of the market.

On first encounter, the decision by the OS firm to spend large sums to
develop a “zero-revenue” product might appear anticompetitive or predatory.
The government has drawn just such inferences in U.S. v. Microsoft Corp.
from facts that parallel the assumptions in our stylized analysis. Indeed, the
government’s chief economic expert in the case draws the conclusion that
“Microsoft had monopoly power, and its bundling and related actions ‘made
no business sense’ save for the protection of that power.” (Fisher [2000], p. 183.)

But it is clear from our analysis that even the most basic two-good model
of complementary demand delivers a simple, pro-consumer interpretation of
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Microsoft’s behavior regarding the development and pricing of Internet
Explorer. There is nothing esoteric about this explanation – no strategic or
dynamic considerations are at play. Just basic economics.

If this complementary demand interpretation of Microsoft’s pricing behav-
ior is correct, Microsoft’s large and broad presence in software markets has
highly beneficial effects for consumers and overall economic efficiency. By the
same token, breaking Microsoft into an OS company and a separate software
applications company, as the trial judge ordered in U.S. v. Microsoft Corp.,
would lead to lower output and higher consumer prices in both market segments.

Complementarities with Other Sources of Profit

Another simple demand-based explanation for zero-price bundling
emphasizes complementarities with profit opportunities in other markets,
rather than complementarity in use with the OS. To borrow Klein’s (1999) ter-
minology, product A has “negative marginal costs” when its adoption and use
by customers generate additional profits for the firm in other markets, say B
and C, that exceed the marginal costs of producing, distributing, and support-
ing product A. In principle, this form of complementarity can arise even when
there is no direct complementarity in use between product A and products B
or C. In practice, “negative marginal costs” may reinforce the bundling motive
that stems from direct complementarity in use.

Web browsers like the IE browser shell and Netscape Navigator are exam-
ples of software with this potential. Greater use of Navigator, for instance,
increased traffic flow on Netscape’s Web site, which enabled Netscape to earn
more from Web advertisements and from commissions on Internet com-
merce.86 The commissions arise in connection with revenue-sharing agree-
ments that Netscape made with firms that sell products and services over the
Internet. Netscape earned a commission on the sales that resulted when
Navigator directed Web traffic to another firm’s Web site.

This type of revenue-sharing arrangement is an important aspect of
Internet commerce and is by no means limited to Web browsers. For example,
AOL and Yahoo generate revenue through such agreements. PC manufactur-
ers Compaq and Gateway have also taken steps to generate revenues from
Internet commerce in connection with their hardware sales. These PC makers
redesigned their keyboards to give prominent placement to the Web sites and
services of their online partners. When a customer uses a Compaq PC to
access AOL, for example, Compaq gets a share of the customer’s monthly
AOL fees (Ramstad, 1998).
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Klein (1999) stresses negative marginal costs of this sort in his explana-
tion for Microsoft’s vigorous efforts to distribute its browser software through
zero-price bundling and integration with its OS products.87 This negative mar-
ginal cost feature of browsers reinforces the complementarity motive for zero-
price bundling that we developed above. In other words, negative marginal
costs and complementarity in use with OS products are distinct forces that
favor zero-price bundling. Either force alone can lead to zero-price bundling.
When both forces are in play, the demand-based motive for zero-price
bundling or integration with the OS becomes stronger.

We think Klein overstates the role of “negative marginal costs” in
Microsoft’s decision to distribute Internet Explorer at no charge. Microsoft,
unlike Netscape, generated little revenue from advertisements and commis-
sions earned in connection with customer flow through its Web portal.
Furthermore, Microsoft’s decision to componentize the design of Internet
Explorer involved a sacrifice of potential portal-related revenues, because the
componentized design made it easier for other companies to use IE technolo-
gies to build their own browsers and thereby direct customers to non-
Microsoft Web portals.88

Nonetheless, we agree with Klein’s basic point that Web browsers are
highly complementary with other sources of profits. Prominent examples
include Netscape itself, AOL and other online service providers, Internet
aggregators like Yahoo, and Internet retailers like Amazon.com. For this rea-
son, it seems likely that the price of Web browsers would have gravitated
toward zero regardless of whether Microsoft had pursued a zero-price policy
for Internet Explorer. Microsoft’s actions simply accelerated the process.

Two additional points should help clarify the relationship between the
negative marginal cost and complementarity-in-use explanations for zero-
price bundling with OS products. First, browsers exhibit negative marginal
costs because they are complementary to other activities with profit-making
potential for the browser firm – namely, Internet sales and Web advertise-
ments. In this respect, negative marginal costs involve a complementarity, but
not a direct complementarity in use with the OS. Second, even the negative
marginal cost explanation for the zero-price bundling of browsers requires
some form of complementarity with the OS. Otherwise, the browser could just
as well be freely distributed on street corners rather than bundled with the OS.
In addition to the complementarity in use at the heart of our first demand-
based explanation for bundling, three complementarities in distribution play a
role in the zero-price bundling of browsers with the OS: (a) It is cheaper to
distribute browser and OS software together; (b) it is more convenient for cus-
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tomers to acquire them together; and (c) customers who place a high value on
the OS are more likely to also place a high value on a browser.

Reducing the Diversity of Buyer Valuations

A third demand-based explanation for product bundling begins with the
observation that buyer valuations of a bundle are often much less dispersed
than valuations of the individual items in the bundle. So, by combining many
items into a single package, the high and low valuations a customer attaches
to particular items tend to average out. Hence, a seller can more confidently
predict what customers will pay for the bundle than what they will pay for any
individual item in the bundle.

A newspaper is a good example of this type of bundled product. Customer
valuations of the entire newspaper are much less dispersed than their valua-
tions of individual sections devoted to sports, weather, international news, and
so on. The same idea applies to individual articles. Customer valuations of
particular articles about baseball’s home run leaders, the likelihood that
Michael Jordan will resume his NBA career, and predictions for the upcom-
ing football season are much more dispersed than the valuations attached to
the sports section as a whole.

Uncertainty regarding the value that consumers place on individual prod-
ucts undermines effective pricing from the firm’s standpoint. If individual val-
uations for a product are highly dispersed, the firm must choose between high-
er prices that exclude many consumers with low valuations and lower prices
that forgo substantial surplus to many consumers with high valuations. By
bundling items, the firm can reduce the diversity in customer valuations for the
bundled product relative to the individual items – or, at a minimum, reduce the
diversity in customer valuations as a percentage of bundle value as its size
grows.89 The firm may then be able to set a price for the bundle that generates
more revenue than it could obtain by separately pricing the individual items.
Hence, provided that the costs of including multiple goods are not high,
bundling can lead to higher profits.90

A simple numerical example shows how bundling can lead to higher
profits and greater economic efficiency by reducing the diversity of buyer val-
uations. Consider a firm that owns the rights to 100 “information goods” such
as software products. Assume the firm can replicate these items at zero cost.
The firm sells the items in a market with anonymous buyers who differ in the
value that they attach to individual items. In particular, suppose that there are
also 100 consumer types, indexed by i = 1, 2,... 100. The ith consumer places
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a value of 101 on the ith item and a value of 1 on the other 99 items.91 Consu-
mers purchase one or zero units of each item, and there are equal numbers of
each consumer type.

Table 2 displays the firm’s profit-maximizing outcomes for bundles of var-
ious sizes, given these assumptions. If the firm sells items individually, then it
faces the following demand curve for each item: At a price less than or equal
to 1, everyone buys; at a price greater than 1 but less than or equal to 101, only
the high-valuation type buys; and at a price greater than 101, no one buys.
Clearly, the firm will never find it advantageous to sell individual items for a
price less than 1 or between 1 and 101. If the firm prices individual items at 1,
it sells them to every type, and its profits on all items amount to 10,000 per
hundred consumers. If it prices individual items at 101, it sells only to high
types, and its profits amount to 10,100 per hundred consumers. So, given that
the firm sells items individually, the profit-maximizing price is 101 and the
total profit is 10,100 per hundred consumers. In this way, we determine the
profit-maximizing outcomes for the first row in the table. The other rows are
filled in using parallel logic.

As the table shows, the firm maximizes profits in this example by select-
ing the largest bundle. This result reflects the effect of bundling on the diver-
sity of buyer valuations for the bundled product relative to the individual items
in the bundle. Indeed, in this simple example, every consumer attaches a value
of exactly 200 to the bundle that contains all 100 items. More generally, col-
umn (6) shows that the diversity among potential customers in the valuations
attached to a bundle declines with bundle size. This diversity reduction aspect
or “predictive value” of bundling leads a profit-maximizing firm to choose a
lower price per item in a larger bundle. The firm more than makes up for the
lower price per item by selling the bundled items to a larger number of cus-
tomers. Total profits rise with bundle size, as indicated by column (5).92

The predictive value of bundling improves economic efficiency by pro-
moting the widespread distribution and use of the firm’s information goods. To
understand why widespread distribution is efficient, recall that the firm can
replicate its information goods at zero cost. Because replication is costless,
and because every consumer type places a positive value on each information
good in this example, economic efficiency calls for the widest possible distri-
bution. Bundling leads to wider distribution and use, as shown in column (7)
of the table. The largest bundle maximizes the distribution and use of the indi-
vidual information goods.

A major barrier to this type of bundling in many cases is the cost of
including additional items in the bundle. High marginal costs for individual
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items greatly reduce the attractiveness of bundling when customers place lit-
tle or no value on many individual items. Even modest marginal costs can
undermine bundling. If we modify the example in Table 2 so that the margin-
al cost of each item is 2 rather than 0, the profit-maximizing bundle size is one
item, instead of 100 items. For this reason, bundling to reduce buyer diversity
is much more attractive for information goods than for physical goods, which
typically involve non-negligible marginal costs. For information goods stored
in electronic form, the marginal costs of replication and transmission are near
zero.

These observations help explain important aspects of pricing behavior by
firms that sell digital products. For example, many Internet aggregators pro-
vide access to enormous information libraries and a wide range of services for
a single flat fee. For $23.95 a month (as of July 2001), AOL provides unlim-
ited access to a wide range of services including Internet access, stock quotes,
foreign exchange and commodity market information, e-mail, and instant
messaging to other online users. All of these services are accessible from local
phone numbers in most localities in the United States.

E-library (http://www.elibrary.com) is another example. Bakos and Bryn-
jolfsson (1999) write: “As of 1997 and 1998, E-library provides access to a
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bundle of 150 newspapers, 800 magazines, 2,000 works of literature, 18,000
photos, and thousands of additional information goods for a fixed price of
$59.95 per year for individual users.”

The same economic rationale that explains the bundling approach adopt-
ed by AOL, E-library, and many other Internet firms also helps explain bund-
ling by software firms. The key elements in this theory of software bundling
are low marginal costs and a desire to reduce the diversity of buyer valuations.
Hence, software features or applications that create large customer support
burdens are unlikely to be bundled if the only motive is a reduction in the
diversity of buyer valuations.

Unlike the complementarity-based explanation for bundling, the buyer
diversity explanation requires no particular relationship among the bundled
items. Thus, according to this theory, it is not surprising that a grab-bag col-
lection of software utilities and applications is often bundled with OS prod-
ucts. For example, an OS upgrade might contain some Internet utilities, Plug-
and-Play functions, Multimedia support, WebTV, and 1394/USB support.93

Product bundling motivated by a desire to reduce buyer diversity promotes
economic efficiency for much the same reason that it allows firms to increase
profits. The predictive value of bundling leads firms to price and market low-
marginal-cost goods in such a way that they become more widely distributed.
Consequently, consumers acquire and use many products that they would not
purchase separately in the absence of bundling. For goods with a zero mar-
ginal cost of replication and transmission, the widespread distribution and use
promoted by bundling is an efficiency-enhancing outcome.

The consumer welfare implications of bundling motivated by a desire to
reduce buyer diversity are less clear. Salinger (1995) considers a case where
bundling leads to higher consumer welfare. Bakos and Brynjolfsson (1999)
make clear that this result is not general. However, both analyses approach the
consumer welfare effects of bundling from a static perspective. In a dynamic
setting, the higher profits generated by bundling provide incentives to develop
the items or features in the bundle.94 This point is especially pertinent in the
context of software and other information goods, because their costs of devel-
opment are often high, even if their costs of replication are low.

CONCLUDING COMMENTS

Improvements in the software that provides hardware management, user
interface, and platform functions have played a central role in the growth and
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transformation of the personal computer (PC) industry. Several forces shape
the design of these operating system products and propel their evolution,
including:

The need to efficiently manage the interacting components of PC sys-
tems so as to keep pace with rapid advances in computer technologies, sim-
plify computer use and facilitate the development of applications software.

The need to maintain compatibility with existing applications while pre-
serving the flexibility to incorporate additional functions that support new
applications.

The desire to economize on customer support costs and assign clear re-
sponsibility for making the interacting components of the PC work together.

The desire to bundle multiple software features into a single package so
as to more effectively meet the demand for complementary applications or
reduce the diversity in product valuations among consumers.

The integration and bundling of new features and functions into operating
system products spurs growth in the PC industry and fosters innovation
through several channels. By making PC systems easier to set up and use, inte-
gration opens the door to new, non-integrated hardware and software products.
It also expands the number of PC users and the range of PC uses. In addition,
the integration of APIs (software building blocks) into operating system prod-
ucts enables applications developers to concentrate on their areas of expertise.
This specialization leads to an increase in the quality, number, and variety of
software applications. As a related point, the integration of widely used fea-
tures and software development tools into operating system products also pro-
motes a standard computing environment. As a separate point, demand-based
motives for bundling applications and utilities with operating system products
lead to wider and cheaper distribution of software among PC users. Bundling
also adds to consumer welfare by stimulating the development of software
applications that would otherwise be unprofitable.

These beneficial effects of operating system integration (and bundling)
enlarge the market for both software and hardware. Because scale economies
are important in the computer industry, the market-enlarging effects of inte-
gration mean greater enjoyment of network benefits (as PC usage grows) and
lower average costs (as up-front product development expenditures are spread
more widely). Hence, the full benefits derived from adding features and func-
tions to operating system products are greater, perhaps much greater, than the
immediate benefits. In short, our analysis indicates that the integration and
bundling of new features and functions into PC operating system products
have been both highly beneficial for consumers and a major stimulus to



DAVIS, MACCRISKEN, MURPHY 405

growth and innovation in the computer industry.
We thus conclude that judicial or regulatory restrictions on software

design would likely retard innovation in the computer industry and hurt con-
sumers. To be sure, there are circumstances under which it is feasible and pro-
fitable for a firm with market power to design products for anticompetitive
purposes, and to harm consumers in the process. Whinston (1990) shows that
product design can be used to exclude a rival from the market for a tied good
while raising the tying firm’s profit and harming consumers.95 Farrell and Katz
(2000) identify conditions under which product integration by the monopoly
supplier of one component in a system can reduce the incentives for innova-
tion by other firms. And a firm might intentionally design a platform product
to raise costs for rivals who compete in the sale of complementary applications.

A full assessment of the issues raised by anticompetitive product designs
is beyond the scope of this study. However, a few points should help to place
the matter in perspective.96 First, theoretical demonstrations of profitable, but
anticompetitive, product design are fragile in the sense that they do not sur-
vive natural modifications to the underlying assumptions. Second, the cir-
cumstances that lead to the possibility of anticompetitive product designs also
give rise to the possibility of other harmful anticompetitive strategies. Hence,
it is unclear whether product design restrictions can prevent or ameliorate anti-
competitive conduct. Third, as a practical matter, it can be extremely difficult
to distinguish anticompetitive product designs from pro-competitive designs,
or to determine whether the harm caused by an allegedly anticompetitive
design outweighs the beneficial effects.97 Fourth, even if it were possible to
discern, say, anticompetitive forms of integration and bundling and respond
with legal restrictions on design that address the underlying problem, there
would remain the danger that the design restrictions would impede beneficial
forms of integration and bundling. As this study shows, highly beneficial
forms of product integration and bundling are ubiquitous for software plat-
forms and software products generally.98 These points reinforce our view that
legal restrictions on the design of software products are likely to slow innova-
tion and harm consumers.

As we stressed at the outset, software is inherently malleable, and compe-
tition in many software product categories revolves around innovation. This
reality partly motivated our focus on design issues rather than the pricing of
software. Of course, pricing also matters because it directly affects consumer
welfare, profits, and the incentives to innovate. Pricing and design also inter-
act in many ways in addition to the connection between pricing and bundling
that we discussed – see Shapiro and Varian (1999).
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Davis, Murphy and Topel (2001) stress that product design changes can
either intensify or soften price competition. Rival firms with secure positions
in the same market have strong incentives to differentiate their products in
ways that relax price competition.99 To bring this about, a firm can focus on
design improvements that appeal more strongly to its existing customers than
to its rivals’ customers. In contrast, when a firm seeks to displace a rival, it
becomes attractive to intensify price competition by improving products in
ways that appeal strongly to the rival’s customers.

The durability of software raises dynamic pricing issues of the sort iden-
tified by Coase (1972). The seller of any durable product competes against its
own past and future sales, a fact that can strongly affect the profitability of
alternative design strategies. See the analyses by Fudenberg and Tirole (1998)
and Ellison and Fudenberg (2000) and our discussion in Davis, MacCrisken,
and Murphy (1999). Product design choices also play an important role in the
evolution of standards for system products and affect compatibility with prod-
ucts supplied by other firms. Besen and Farrell (1994), Katz and Shapiro
(1994), and Shapiro and Varian (1999) contain useful discussions on these top-
ics and references to related work.

1 Civil Action 98-1232 (D.D.C. 1998).
2 The district court’s Findings of Fact (11/5/1999), Conclusions of Law and Final Order

(4/13/2000), and Final Judgment (6/7/2000) in U.S. v. Microsoft are available at
http://www.usdoj.gov/atr/cases/ms_index.htm. The court of appeals opinion (6/28/2001)
in the matter is available at http://www.ll.georgetown.edu/Fed-Ct/cadc.htrnl. In the wake
of the appellate court opinion, the government abandoned divestiture as a remedy on
September 6, 2001. At this juncture (September 2001), there remains the possibility that
a future remedy will include restrictions on the design of Microsoft software. Economic
analyses of the case include Economides (2000), Evans, Nichols, and Schmalensee
(2001), Fisher and Rubinfeld (2000), Gilbert and Katz (2001), Klein (2001) and
Whinston(2001).

3 U.S. v. Microsoft Corp. involved allegations of an illegal tie of Microsoft’s Windows 9x soft-
ware, which provides hardware management functions, a user interface, and an applica-
tions platform, to its Internet Explorer Web-browsing software. Another recent antitrust
case, Caldera, Inc. v. Microsoft Corp. (72 F. Supp.2d 1295 [D. Utah 1999]) involves an
allegedly illegal tie of the MS-DOS operating system to Microsoft Windows 3.1, which
provides a user interface and applications platform. See Hylton and Salinger (2001) for a
detailed assessment of tying law and theory that analyzes these cases.

4 On dynamic competition in software markets, in particular, see Evans, Nichols, and Reddy
(1999), Evans and Schmalensee (2001), and Liebowitz and Margolis (1999). Other stud-
ies of dynamic competition include Gans, Hsu, and Stern (2000), Reinganum (1985),
and Vickers (1986).

5 We interviewed James Allchin, Hillel Cooperman, Paul Maritz, and Tod Nielsen at the
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Microsoft corporate campus in Redmond, Washington, on August 24, 1999. At the time
of our interviews, Allchin was senior vice president for personal and business systems,
Cooperman was a project manager for a version of Windows under development, Maritz
was group vice president for platforms and applications, and Nielsen was vice president,
developer marketing. Allchin and Maritz were also major witnesses in U.S. v. Microsoft
Corp.

6 An OS product can function as a software platform, but another platform can also be layered
on top of an OS. For example, Microsoft Windows 3.x consisted of a graphical user
interface and applications platform layered on top of the DOS operating system. Later,
this graphical user interface was integrated with other operating system functions to
become the Windows 9x and Windows NT line of products. A software application can
also serve as a platform for other add-on software products, and the hardware in a com-
puter system can be viewed as a platform for running software. See the second section in
Evans, Nichols, and Schmalensee (2001; this volume) for a more detailed discussion of
alternative types of software platforms.

7 David Farber, professor of telecommunication systems at the University of Pennsylvania’s
Moore School of Engineering, remarks in his October 5, 1998, deposition (p. 91) that
memory management systems were add-ons in early versions of DOS, but it became
efficient over time to “include them integrally” in the OS. John Soyring, director of net-
work computing software at IBM, discusses IBM’s development of Internet browsing
software and its inclusion in OS/2 on pages 35, 37, and 38 of his November 18, 1998,
a.m. live testimony. Avadis Tevanian, senior vice president of software engineering at
Apple Computer Corporation, discusses the integration or bundling of Internet function-
ality with the Mac OS on pages 37-38, 43, 47, and 65-66 of his November 5, 1998, p.m.
live testimony. James Gosling, vice president and Sun fellow at Sun Microsystems and
chief scientist of the Java Software Division, discusses “built-in Web support” for a Web-
enhanced version of the Solaris OS on pp. 34 and 36 of his December 9 1998, p.m. live
testimony. Steven McGeady, Intel vice president and participant in Intel’s early Internet
and Java development efforts, expresses the view in his October 8, 1998, deposition (pp.
59-61) that multimedia software should be built into standard PCs. Glenn Weadock,
president of Independent Software, Inc., states in his January 8, 1998, deposition (pp.
103-104) that the definition of basic OS functionality has evolved over time. Edward
Felten, assistant professor of computer science at Princeton University, notes with
approval in his December 14, 1998, a.m. live testimony (p. 44) that new versions of soft-
ware products often have more functionality and give users more choice. William Harris,
president and CEO of Intuit, Inc., also remarks upon the expanding functionality of the
OS over time in his January 4, 1999, a.m. live testimony (pp. 50-51). According to
Harris, the benefits to Intuit of expanded OS functionality include additional code for
modem support and the management of printer drivers. Harris also notes (pp. 51-52) that
Intuit itself has expanded the functionality of its software products over time by integrat-
ing new Web functionality and by bundling different application products together. Here
and below, all citations to live, deposition, and filed testimony refer to U.S. v. Microsoft
Corp., unless otherwise noted. Written testimony and transcripts of oral testimony by
Microsoft witnesses, along with Microsoft’s legal filings, are available at http://
www.microsoft.com/trial/mswitness/default.asp. Court and government filings and the
testimony of government witnesses are available at http://www.usdoj.gov/atr/cases/
ms_index.htm. The court of appeals Web site at http://ecfp.cadc.uscourts.gov provides
links to the filings in the appeals portion of the case.
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8 We compiled the data for Figures 1 through 5 and Table 1 in this section from advertisements
in back issues of trade and advertising publications for the PC industry. To construct
Figures 1, 2, and 3, we first identified the characteristics of new mid-range PCs at each
date (Intel processor, memory amount, and hard disk capacity). We then priced each of
these components as separate, stand-alone items. The data underlying Figures 1 through
5 and Table 1, and additional information about their construction and sources, are avail-
able from the authors upon request.

9 In 1981, DOS Version 1.0 supported an 8-sector 160 KB floppy (single sided). Version 1.1,
released in 1982, supported an 8-sector 320 KB floppy (double sided). Version 2.0 (1983)
supported a 9-sector 360 KB floppy, and Version 3.0 (1984) supported a 1.2 MB floppy.
See “DOS Versions” in Computer Language Company (1999).

10 Berndt and Rappaport (2001, Table 1) estimate that the quality-adjusted price of desktop
personal computers fell at an average rate of 27 percent per year from 1976 to 1999 and
more than 35 percent per year in the 1990s.

11 Based on offer from Gateway’s Web site, http://www.gateway.com/home/prod/
updatetotal.asp (accessed Sept. 9, 2001).

12 Cusumano and Selby (1995, p. 148) provide a more detailed narrative of how the first sev-
eral generations of DOS evolved in response to hardware advances.

13 See Gookin (1992). As Evans and Schmalensee (2001) note, analysts also disagreed over
whether OS/2 Warp 3.0 (introduced in November 1994) would prevail over Windows 95
(introduced in August 1995) to become the leading OS product for PCs.

14 See Quarterman and Wilhelm (1993), chapter 2.
15 According to a recent survey by Compaq, a major PC manufacturer and vendor, online

services are now the number-one reason consumers buy PCs (Ramstad, 1998). Reid
(1997) describes the explosive growth of the Internet.

16 The quotation is drawn from a 1994 column explaining Mossberg’s reason for initiating the
column three years earlier.

17 TCP/IP stands for transmission control protocol/Internet protocol. Because of its position in
the software hierarchy between the Internet application and the communication I/O sys-
tem (e.g., a modem or LAN), the configuration of a non-integrated TCP/IP package is
extremely difficult for the non-technical user.

18 In an interview, Todd Nielsen, Microsoft vice president of developer marketing, stressed
that independent software vendors want a rich infrastructure, but they don’t want to “do
the plumbing.” He also stressed that Microsoft undertakes extensive efforts to cultivate
relationships with independent software vendors, to educate them about new and existing
APIs in Microsoft platform products, to encourage their participation in beta testing, and
to respond to their concerns.

19 See Cusumano and Yoffie (1998), pp. 76-78, for a discussion of Netscape’s use of APIs to
promote its Navigator and Communicator products as applications platforms. Typically,
platform vendors also devote considerable additional resources to stimulating the devel-
opment of complementary applications by independent software firms. As of 1995,
Microsoft spent about $65 million annually supporting independent software developers
and had about 400 technical support engineers who exclusively served independent
developers. See Microsoft (1995). According to the same document, Microsoft hosts
about 200 developer conferences and seminars per year that are attended by more than
30,000 developers worldwide. Microsoft also engages in an extensive consultation and
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testing program with developers prior to the release of new OS software. As an example,
approximately 7,500 copies of an early version of Windows 95 were distributed to inde-
pendent hardware and software vendors by December of 1993. About 12,000 beta-1 kits
for Windows 95 were distributed by June of 1994. See p. 20 of Microsoft (1995).

20 The integration of Internet Explorer into the Windows 98 OS is one of Microsoft’s alleged-
ly anticompetitive actions in U.S. v. Microsoft Corp., but other leading suppliers of OS
products have also made the integration of Web-support features and Internet functionali-
ty an important focus of OS development efforts. IBM has “Internet-enabled” OS/2 and
other software products and perceives “tremendous value” in doing so. (Soyring,
November 18, 1998, a.m. live testimony, pp. 36-37.) Some Internet protocols and func-
tionality are “built into” the Mac OS, and other Internet functionality is bundled with the
Mac OS. (Tevanian, November 5, 1998, p.m. live testimony, pp. 43, 63, 66, and 67.)
Similarly, “built-in Web support for the Web-enhanced Solaris” OS includes TCP/IP,
NFS protocols, and limited URL support. (Gosling, December 9, 1998, p.m. live testi-
mony, pp. 34 and 36.)

21 Soyring also remarks upon the great flexibility in software design on pp. 66-68 of his
November 18, 1998, a.m. live trial testimony and on p. 11 of his filed testimony. The
same theme is implicit in much of the live testimony of Felten and Tevanian, much of
the live and deposition testimony of Weadock, and much of the deposition testimony of
William Harris (president and CEO of Intuit, Inc.). Weadock explicitly discusses flexibil-
ity in software design on pp. 48-49 of his January 8, 1998, deposition testimony. Harris
discusses the contrast between the componentized design of Internet Explorer and the
design of Netscape Navigator on pp. 9-10, 45, and 73 of his January 4, 1999, p.m. live
testimony and pp. 34-35 of his September 29, 1998, deposition testimony. Tevanian dis-
cusses how Apple weighed the choice between full technological integration and
bundling of Internet protocols and functionality into the Macintosh OS on pp. 37-39, 43,
47, 63, 65, and 66 of his November 5, 1998, p.m. live testimony and p. 47 of his July 17,
1998, deposition testimony. A central theme of Felten’s testimony is that Microsoft chose
to design Windows 98 in a tightly integrated manner, even though technical efficiency
does not require such a design.

22 Weadock stresses that shared program libraries create indeterminacy in delineating a speci-
fic code set that defines a software product. See pp. 110, 115-116, and 119-120 of his
January 8, 1998, deposition testimony. He also states (pp. 56-57) that “The delineation of
what is system software versus what is OS software is a difficult and, except perhaps in
legal proceedings, irrelevant distinction.” Farber (October 5, 1998, deposition, pp. 103-
104) argues that most people can agree about which file systems are sufficiently basic to
be considered part of the OS.

23 Weadock’s deposition testimony quite effectively highlights the difficulties. He returns sev-
eral times to the issue of what constitutes integration with the OS, what properly
qualifies as part of the OS, and what functionality is properly deemed within the domain
of the OS. However, it is difficult or impossible to distill any general principles regarding
these matters from Weadock’s testimony, because he advances often-conflicting criteria
and many exceptions to particular rules. See pp. 13-14, 46, 48-58, 62, 65, 101-104, and
115-121 of his January 8, 1998, deposition testimony. Weadock is aware of these ten-
sions and ambiguities. For example, he remarks that a disk defragmentation utility falls
into a gray area as regards OS integration. This type of utility performs a basic house-
keeping function, which tends to confer OS status in Weadock’s view, but it can also be
acquired from third-party vendors, which argues against OS status in his view.
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24 Some witnesses make this point explicitly. See, for example, p. 55 of Weadock’s January 8,
1998, deposition testimony.

25 A partial review of expert testimony in U.S. v. Microsoft Corp. turned up 10 distinct criteria
for determining whether particular software components (files or groups of files) are
properly deemed integrated, “built into,” or part of the PC operating system:
1.

2.

3.

4.

5.

6.

7.

8.

9.

Whether there exist multiple cross-dependencies among the components. (Soyring,
November 18, 1998, a.m. live testimony, pp. 48 and 67, and October 15, 1998, deposi-
tion testimony, pp. 167 and 189.)
Whether the component in question exposes APIs to third-party users. (Soyring,
November 18, 1998, a.m. live testimony, p. 48, and October 15, 1998, deposition testi-
mony, p. 167.)
Whether the component in question is called upon by a wide variety of applications
software. (Weadock, January 8, 1998, deposition, pp. 48-49.)
Whether the component performs services that are not directly available to end users.
(Weadock, January 8, 1998, deposition, pp. 49-53.)
Whether the component performs “low-level” services; i.e., interacts in a fairly
detailed and specific way with specific devices. (See pp. 49-53 of Weadock’s January
8, 1998, deposition testimony, where he mentions network card drivers and Winsock
as examples of software features that lie within the boundaries of the OS because, in
part, they perform low-level services. Farber (October 5, 1998, deposition, pp. 91-92)
defines a computer OS “as something that provides low level services, [but an] operat-
ing system platform or product or release, as commercially understood, is a lot
more.”)
Whether the component performs housekeeping functions. (Weadock, January 8,
1998, deposition, p. 53.)
Whether the component provides security and protection for other essential operating
system functions. (Farber, filed testimony, page 10.)
Whether the component performs a function also performed by a separate software
product available on the market from another vendor. (Soyring, October 15, 1998,
deposition, pages 207-208; Weadock, January 8, 1998, deposition, pp. 46, 48, 56-58,
62, and 65.)
The extent to which the component is essential to basic OS functionality. (Weadock,
January 8, 1998, deposition, pp. 101-102.)

10. The extent to which the component can be traced back to earlier versions of the OS.
(Weadock, January 8, 1998, deposition, p. 46.)

26 Farber discusses some principles of software engineering and design in his filed testimony.
27 Several witnesses in U.S. v. Microsoft Corp. testify to this effect. See pp. 35-37, 52, and 54

of the November 18, 1998, a.m. and p. 86 of the November 19, 1998, p.m. live testimony
and pp. 165-166 of the October 15, 1998, deposition testimony offered by John Soyring
(IBM), pp. 59 and 62-63 of the November 5, 1998, p.m. live testimony by Tevanian
(Apple), and p. 37 of the October 28, 1998, p.m. live testimony by David Colburn, senior
vice president of business affairs for America Online, Inc.

28 See, for example, pp. 37-38 of the December 9, 1998, p.m. live testimony by James
Gosling. Gosling is shown a Sun marketing document that reads in part, “In addition to
its Hotlava Browser, the Web-enhanced Solaris operating environment also comes stan-
dard with Java Virtual Machine, JIT compiler and integrated Java API’s. … Through the
Web-enhanced Solaris operating environment we offer Web-based client server comput-
ing.” Gosling responds as follows: “But when it talks about the Java software being built
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in as an integral part of the operating environment, it doesn’t mean anything stronger
than the Java Virtual Machine is another application that runs on top of the OS. … The
CD-ROM is nothing much different than sort of the digital equivalent of a paper bag into
which you throw, you know, whatever you think is appropriate.” See p. 35 of Soyring’s
November 18, 1998, a.m. live testimony for a very similar exchange regarding an IBM
marketing document on the “integration” of Internet functionality into OS/2.

29 As a case in point, IBM decided to install multiple different software products within its
OS/2 offering in response to customer complaints about difficult, time-consuming instal-
lation procedures (Soyring, deposition testimony, pp. 165-166).

30 See pp. 55-57 of the December 14, 1998, p.m. live testimony by Professor Edward Felten, a
specialist in operating systems. Internet software, and Web-browsing programs.

31 Based on advertisements in back issues of PC Magazine, disk storage costs per megabyte
fell from $5.92 in May 1990 (Windows 3.0 release date) to $2.95 in April 1992
(Windows 3.1 release date) to 33 cents in August 1995 (Windows 95 release date) to 3
cents in June 1998 (Windows 98 release date) to 2 cents in May 1999.

32 The 1990 figure is from PC Magazine’s annual review of best products, and the 1999 figure
is based on advertisements in the May 5, 1999, issue of PC Magazine.

33 Based on a PC system with a 9.1-gigabyte hard drive and a Windows 98 system requiring
225 megabytes of disk storage. At 2 cents per megabyte, the approximate cost of disk
storage as of May 1999, the disk space freed up by a 50 percent reduction in the size of
Windows 98 amounts to about $2.25.

34 Based on advertisements in back issues of PC Magazine, memory costs per megabyte fell
from $99 in May 1990 to $37.25 in April 1992 to $36.13 in August 1995 to $2.95 in
June 1998 to $1.55 as of May 1999.

35 Farber discusses several criteria that govern how software files are organized into files on
pp. 7-8 of his filed testimony. He observes that “The most technically efficient size for a
file is generally larger than a single routine and smaller than an entire application.”

36 Four kilobytes under Windows 98, 32 kilobytes under many earlier PC operating systems.
37 See, for example, pp. 11-12 of Professor Farber’s filed testimony and p. 44 of the

December 14, 1998, a.m. live testimony and pp. 55-59 of the December 15, 1998, p.m.
live testimony offered by Professor Felten.

38 Of course, the standardized feature set promulgated by whole-cloth integration may not suit
all users of OS software. Weadock, Farber, and other witnesses for the government in the
Microsoft antitrust action stress this point in connection with the whole-cloth integration
of Internet Explorer into Windows 98.

39 Cusumano and Yoffie (1998), pp. 180-198 and 201-221, provide an insightful discussion of
Netscape’s struggle to achieve a componentized design architecture for its Navigator and
Communicator products, the obstacles it encountered in pursuit of that goal, and the
difficulties it faced because of its limited success in achieving a componentized architec-
ture. Baldwin and Clark (2000) provide an extensive description and analysis of modular
design strategies.

40 Interview with the authors. See Chapter 4 in Cusumano and Yoffie (1998) for an account of
the difficulties that Netscape faced in the pursuit of a componentized design architecture
for its Navigator and Communicator software.

41 Interview with the authors.
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42 Cusumano and Selby (1995) sound similar notes in their discussion of Microsoft’s
approach to software design architecture. For example, they write on p. 235 that
“Sharing helps to harmonize the ‘look and feel’ of different products; it also facilitates
user tasks that require more than one application, reduces redundant writing of code, and
cuts down the size of individual applications.”

43 Drawing on their interview with Microsoft developer Jon De Vaan, Cusumano and Selby
(1995, p. 245) provide a nice example of how software code that is not properly com-
partmentalized makes it difficult to add new features. In their discussion of the “revert to
save” feature in Excel 5.0, they write that “The original procedure was very complicated,
affecting as many as twenty different parts of the program. Since people did not com-
monly use the feature, developers would often forget it existed and ‘break’ the feature
when making an unrelated change. As a result, it has been historically riddled with bugs.
De Vaan replaced this with a much simpler design that centralizes the function in one
place in the code, so that developers working on other parts of the system do not have to
worry about it.”

44 The absence of a proper design strategy for maintaining backward compatibility can be dis-
astrous for a software firm. Shapiro and Varian (1999, p. 194) make this point with a
concrete example. “In some cases, the desire to maintain compatibility with previous
generations has been the undoing of market leaders. The dBase programming language
was hobbled because each new version of dBase had to be able to run programs written
for all earlier versions. Over time, layers of dBase programming code accumulated on
top of each other. Ashton-Tate, the maker of dBase, recognized that this resulted in awk-
ward “bloatware,” which degraded the performance of dBase. Unable to improve dBase
in a timely fashion, and facing competition from Borland’s more elegant, object-oriented
relational database program, Paradox, dBase’s fortunes fell sharply.”

45 Brad Silverberg, then senior vice president at Microsoft, emphasizes this point in an August
1993 interview with Cusumano and Selby (1995, pp. 167-168): “[Windows] 3.0 was
pretty big and pretty slow; 3.1 made a lot of improvements … [But] at some point you
can’t break compatibility, either. It’s the interfaces. Some of them define the APIs
through the applications. In some ways, if we could do them over again, we know how
we could do it so we could write the system faster. But once you have those interfaces,
you’re pretty much locked. You can’t just change them and break applications. A system
like we have, we don’t own it; the ISVs [independent software vendors] own it. We [the
Windows/MS-DOS group] exist for one purpose, which is to run applications. And [if]
you break an application, you don’t have a reason for being any more.”

46 Cusumano and Selby (1995, especially chapter 2) develop this theme in rich detail.
47 See Chapter 4 in Cusumano andYoffie (1998), especially pp. 194-196, for a discussion of

the dynamic tradeoffs that Netscape faced in the creation of modular design architectures
for its software products.

48 See the Declaration of David Cole (November 8, 1997) in U.S. v. Microsoft Corp. for an
informative description of Internet Explorer’s componentized design architecture.

49 See pp. 183-185 in Cusumano and Yoffie (1998) on the contrast between the highly compo-
nentized design of Microsoft’s Internet Explorer software and the design of Netscape’s
Navigator and Communicator software.

50 Harris, September 29, 1998, deposition testimony, pp. 34-35.
51 Harris, January 4, 1999, p.m. live testimony, p. 45.
52 Harris, January 4, 1999, p.m. live testimony, pp. 9-12, and September 29, 1998, deposition
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testimony, pp. 34-36.
53 Harris, January 4, 1999, p.m. live testimony, pp. 9-10.
54 Harris, January 4, 1999, p.m. live testimony, p. 75.
55 Colburn, October 28, 1998, p.m. live testimony, p. 37, and October 29, 1998, a.m. live testi-

mony, p. 34.
56 Colburn, December 9, 1998, p.m. live testimony, pp. 37-40. Colburn speaks about an “inte-

grated browser” as providing the seamless user experience that AOL sought, but the con-
text of his remarks make clear that he is using this terminology to refer to the componen-
tization of browser technology.

57 The costs of maintaining backward compatibility come through loud and clear in some
remarks by Lou Perazzoli, software engineering manager for Windows NT in 1993. In
the course of discussing Microsoft efforts to incorporate Windows 3.1 features into
Windows NT 3.0, Perazzoli states that in a typical week, about 1,000 new bugs get
opened. “And the question is, how the hell can anybody developing software have so
many bugs? It turns out that it is called “compatibility.” If we didn’t have to be compati-
ble with Windows [3.1], we wouldn’t have so many bugs.” (As quoted on p. 319 of
Cusumano and Selby [1995].)

58 Microsoft’s move toward greater emphasis on modularity and componentization over time
is a clear theme in the discussions of Cusumano and Selby (1995), although they do not
use the term “componentization.” Paul Maritz and James Allchin confirmed this move in
the course of our interviews with them.

59 Cusumano and Selby (1995), pp. 25 and 237.
60 In some cases, the stand-alone product may be unpopular because it is difficult to use (e.g.,

TCP/IP), but a smart developer can foresee that it would be popular if integrated.
61 See Boyce (1998) for an evaluation of the integration of new features into Windows 98.
62 This sort of integration also facilitates the online distribution of software products, a point

we take up below.
63 Wildstrom (1998).
64 The creation of custom browsers is explicitly taught in the Microsoft documentation on

IE4. Chapter 11, pp. 135-145, in Microsoft (1998) describes the WebBrowser Control,
from which custom browsers can easily be built.

65 This paragraph draws on pp. 224 and 362-370 of Cusumano and Selby (1995).
66 According to remarks by Mike Maples, former Microsoft vice president, as quoted in

Cusumano and Selby (1995) on p. 367.
67 This quotation is from p. 365 in Cusumano and Selby (1995), who cite a document titled

“Case Study: The New Microsoft Support Network.”
68 Cusumano and Selby (1995), pp. 375-384. Our interviews with Hillel Cooperman and other

Microsoft personnel indicate that intensive usability studies have become an even more
important factor in software design decisions at Microsoft in recent years.

69 Personal communication with James Allchin.
70 The complexity of microcomputer OS software has increased dramatically over time. MS-

DOS 1.0 was designed for the original IBM PC in 1981 and had about 4,000 lines of
code, MS-DOS 3.0 was designed for the IBM PC/AT in 1984 and had about 40,000 lines
of code (Ichbiah and Knepper, 1991, pp. 252-253), and Windows 95 has about 11 mil-
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lion lines of code (Reid 1997, p. 149).
71 See, e.g., McCartney (1986). In discussing the pros and cons of using more than one vendor

for a computer system, the writer reports that “when a problem develops on a multi-ven-
dor network, suppliers tend to pass the buck.” And “no one takes responsibility.”

72 See Shapiro and Varian (1999, pp. 73-79) for a broad, introductory perspective on bundling.
73 For example, see the complaint filed by the U.S. Department of Justice on May 18, 1998 in

U.S. v. Microsoft Corp. and the Plaintiffs’ Revised Proposed Findings of Facts filed on
August 10, 1999.

74 Tirole (1988) treats the pricing behavior of multi-product firms with interdependent
demands at length. He also provides extensive references to the relevant literature.
Portions of his treatment in chapters 1 and 3 are especially pertinent to the discussion at
hand.

75 The mathematical supplement to Davis and Murphy (2001) derives expressions for the
profit-maximizing prices.

76 The marginal costs of software production (i.e., replication) and distribution are often quite
low, but customer support costs are high for many software products. So the full margin-
al cost is low for some, but certainly not all, software products.

77 In fact, with zero marginal costs, is a necessary and sufficient condition for
in the two-good model.

78 The relevance of this point is borne out in testimony by IBM’s director of network compu-
ting in U.S. v. Microsoft Corp. See the deposition testimony of John Soyring, pp. 165-
166.

79 See Liebowitz and Margolis (1999), especially pp. 154-157, for some systematic evidence.
Khanna and Yoffie (1996) discuss how deep discounting on Microsoft’s Office Suite
helped bring about a steep decline in the price of business applications software during
the 1990s.

80 We develop this point more fully in Section IX of Davis, MacCrisken, and Murphy (1999).
Shapiro and Varian (1999) also emphasize this point. See their chapter 6, especially
p. 162.

81 This point regarding complementary demand is closely related to standard arguments about
the social benefits of vertical integration when both upstream and downstream firms
exercise market power.

82 The mathematical supplement in Davis and Murphy (2001) contains a precise statement of
these claims and a proof.

83 See, for example, the remarks on pp. 37-38 by Katz and Shapiro (1999), two prominent and
highly respected economists with extensive backgrounds in industrial organization and
antitrust matters. Their tone is one of concern, not alarm.

84 The mathematical supplement in Davis and Murphy (2001) spells this out explicitly and
derives explicit solutions for prices and quantities in the Bertrand and Cournot cases.

85 Opposition by the antitrust authorities in the presence of important demand complementari-
ties is quite plausible. In 1994, the U.S. Department of Justice denied a proposed acqui-
sition of Intuit by Microsoft. Intuit sells the popular Quicken line of software, which was
and is the leading personal finance software for PCs. Intuit’s line of software products is
highly complementary to Microsoft’s operating system software. Nonetheless, the DOJ
denied the proposed acquisition, because Microsoft Money was the leading competitor to
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Quicken. See Katz and Shapiro (1999). To take another example, it is highly unlikely
that the DOJ would have acquiesced to a Microsoft acquisition of Netscape in 1994
when Microsoft had no browser, or in 1995 when Microsoft’s Internet Explorer was
clearly inferior to Netscape’s Navigator.

86 See Cusumano and Yoffie (1998), pp. 36-38, 149-151, 200-201, and 325-328.
87 Klein uses the term “packaging” to refer to bundling motivated by demand complementari-

ties in use with the OS.
88 We confirmed this point in our interview with Paul Maritz. According to Maritz, Microsoft

recognized that its decision to componentize IE, and especially its decision to license
the componentized IE technology to AOL, would detract from the growth and revenue
potential of MSN, Microsoft’s Web portal. However, the full integration of Web-support
functionality into Windows, including the componentization of IE, was viewed as essen-
tial to preserve the viability of the Windows platform.

89 To be more precise, suppose that customer valuations have the same mean and standard
deviation for each item. With a negative correlation across customers, even a weak one,
in the valuations attached to individual items, the variance in valuations for the bundled
product can shrink with bundle size. The example we develop below has this property.
Even with a zero or positive correlation (but less than one) across customers in the
valuations on individual items, the average valuation per item in the bundle converges
to a constant by the law of large numbers, while the standard deviation of the valuation
attached to the entire bundle grows less than proportionately to bundle size. Hence, the
ratio of the standard deviation of the bundle value to the total bundle value declines with
bundle size.

90 This idea dates to Stigler (1963), who showed how bundling can increase profits when con-
sumer valuations for two goods are negatively correlated. Schmalensee (1984) showed
that bundling can increase profits even when consumer valuations of the two goods are
uncorrelated or positively correlated. Bakos and Brynjolfsson (1999) develop this type of
bundling theory in a direction that is especially applicable to information goods. McAfee,
McMillan, and Whinston (1989) and Bakos and Brynjolfsson consider motives for mixed
bundling, in which the firm sells the same product separately and as part of a bundle.
Adams and Yellen (1976) provide an insightful early treatment of how bundling affects
consumer surplus and economic efficiency.

91 To be more precise, we assume that the ith consumer places a value of 101+z on the ith
good, where z is a very small positive number that we ignore in the calculations below.

92 In this example, bundling raises profits by facilitating consumer acquisition of low-valua-
tion items that they would not otherwise buy. Bundling can also raise profits by enabling
the firm to more effectively extract consumer surplus on high-valuation items that con-
sumers would buy in any event. To see this point, modify the example in the text by
introducing 100 new consumer types as follows. Assume that the ith new type places a
value of 200 on the ith item and a value of zero on the other 99 items, for i= 1,2,…100.
Provided that the number of new-type consumers is sufficiently small, the profit-maxi-
mizing price at each bundle size is the same as in Table 2. Furthermore, efficiency and
profits still rise with bundle size. However, consumer surplus now declines with bundle
size. For a more general treatment, see Bakos and Brynjolfsson (1999, 2000).

93 1394 and USB refer to standards for high-speed serial communication.
94 Even in a static setting, bundling may enable a firm to earn enough revenues to cover fixed

costs and continue serving customers, when it would otherwise exit the market. See
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Bakos and Brynjolfsson (2000).
95 See Carlton and Waldman (2000) for a related analysis that is motivated by allegations in

U.S. v. Microsoft Corp.
96 See Hylton and Salinger (2001) and Evans and Schmalensee (2001) for an extended treat-

ment of these issues. Also, see Easterbrook (2000) and Posner (2000), who emphasize
the limited capacity of the judicial process and antitrust enforcement machinery to effec-
tively respond to allegedly anticompetitive conduct in information and technology-inten-
sive sectors. Easterbrook and Posner are federal judges who sit on the U.S. Court of
Appeals. Davis, MacCrisken, and Murphy (1999, Section IX) consider whether a plat-
form supplier can profit by adopting a design that raises costs for rival suppliers of com-
plementary applications.

97 Harm to rivals and the exclusion of rivals from a significant share of sales are not good
indicators of anticompetitive behavior or consumer harm. For example, Davis, Murphy,
and Topel (2001) show that a product design that excludes rival sales can be highly
beneficial for consumers.

98 Tying can also have other benefits not emphasized in our study, such as lower production
costs.

99 See also Shaked and Sutton (1982), Economides (1986) and Chapter 7 in Tirole (1988).
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Section 2: Antitrust Policy and the New Economy

Essay 11

Preserving Competition:
Economic Analysis, Legal Standards, and Microsoft

by Ronald A. Cass and Keith N. Hylton*

On its face, this essay by two Boston University School of Law professors is
simply a critique of an article by Steven Salop and Craig Romaine that
defends the government’s position in the Microsoft case. But while Ronald
Cass and Keith Hylton certainly engage the issues raised by the landmark
antitrust suit, their reach is much broader.

Cass and Hylton use the Salop–Romaine piece to illustrate that antitrust
policy is now caught between competing views. One is loosely known as the
Chicago school, which “explains why conduct that courts might view as
threatening competition either does not, or is so far from a rational business
strategy as to be an improbable occurrence.” The other, which the authors dub
the “nip and tuck school,” has taken many of its cues from game theory. It
“postulates reasons why seemingly innocent – or at least ordinary – business
activity could be designed to subvert competitors and, perhaps, competition.”

Cass and Hylton argue that Salop and Romaine’s focus on intent makes it
possible to find anticompetitive behavior in a wide variety of ambiguous cir-
cumstances. For example, Salop and Romaine see insidious purpose in the fact
that the expiration dates of Microsoft’s software licensing contracts with var-
ious computer makers were staggered: “If all the contracts expired at the
same time,” they explain, “the entrant might be able to coordinate its entrv
and the start dates of its own contracts.”

But does anyone doubt, Cass and Hylton ask, that Salop and Romaine
would have been equally condemning if all of Microsoft’s contracts had been
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written to expire simultaneously? After all, that would have limited the win-
dow in which potential rivals could have made comparable deals with any of
Microsoft’s contract partners.

By the same token, Cass and Hylton argue that Salop and Romaine
rationalize market intervention by identifying the possibility - rather than the
probability – of harm to consumers. Thus, Salop and Romaine see the need for
activist antitrust policy in so-called network markets because there is a
chance that the dominant firm will deter innovation along alternative paths.
But they offer no evidence this possible outcome is inevitable or even likely.

All told, this deconstruction of the case against Microsoft is a cautionary
tale with a clear moral: There may well be a high price to pay in abandoning
antitrust policy built on a bedrock of demonstrable consumer harm.

— D.S.E.

Antitrust law is a hammer, not a scalpel. It is a blunt instrument that can
have a powerful impact – but only against something very much like a nail. It
cannot be used effectively against small imperfections, to nip and tuck so that
the economy is shaped just so.

That reality is evident to all who have been on the receiving end of anti-
trust enforcement, and to all who seriously contemplate this prospect.1 It is
not, however, evident to many who write about this field.

A recent article by Professor Steven Salop and Dr. Craig Romaine illus-
trates both the attractions of and the problems associated with the nip-and-
tuck school of antitrust analysis.2 Professor Salop and Dr. Romaine (S&R, for
short) use the Microsoft litigation as their focus for discussion of antitrust law,
or perhaps it’s the other way around.3 Their article reports the allegations that
plaintiffs say are antitrust violations by Microsoft.4 S&R argue that each alle-
gation could constitute evidence of Microsoft’s design to reduce competition
and to preserve or extend the monopoly they assume Microsoft already pos-
sesses.5 They also argue that the right legal standard to apply is one that draws
conclusions about intent from the effects of specific behavior, and they con-
sciously frame this standard so that the benefit of the doubt goes to plaintiffs.6

Tilting the standard against defendants such as Microsoft is justified, accord-
ing to S&R, by the need to protect markets against the vices that Microsoft’s
alleged acts might generate.7

We believe the S&R approach is misguided. Though purporting to offer a
middle ground, they would dramatically expand the reach of antitrust law and
would give decision makers broad discretion to characterize ordinary business
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activity as antitrust violations. The standard that S&R suggest is the wrong
standard under current law, and is at odds with better economic analysis. This
article exposes problems with their approach, explains why it departs from
current antitrust standards, and urges an approach consistent with current stan-
dards that respects the hammer-like quality of antitrust law.

THE ANTITRUST FRAMEWORK

Three Lessons from the Law

The basic charter of U.S. antitrust law is the Sherman Act of 1890 (“the
Act”).8 While not a model of clarity, the Act does make three things plain.

First, its provisions are intended to reach extreme, not ordinary, conduct –
which is why violations of the Act’s major provisions constitute felonies.9

Section 2, the provision primarily addressed by S&R, says, “Every person
who shall monopolize, or attempt to monopolize … any part of the trade or
commerce among the several States, or with foreign nations, shall be deemed
guilty of a felony ...”10 Similarly, Section 1 declares, “Every person who shall
make any contract or engage in any combination or conspiracy [in restraint of
trade] shall be deemed guilty of a felony ...”11

Felonies are serious crimes, and these provisions expressly authorize sub-
stantial prison terms as well as hefty fines.12 They target conduct that Congress
thought fundamentally threatened the competitive structure of the economy.13

Second, the Sherman Act is entirely negative in character. The law does
not say that the attorney general must ensure that every market is perfectly
competitive, or even that every market is competitive in any measure. It does
not guarantee competitors equal shares of markets, equal access to credit, to
retailing space, to customers, or to anything else. Competitors are not granted
any positive rights. As a byproduct of the law’s prohibitions, however, con-
sumers and producers alike share the benefits of markets that are free from the
effects of practices that are utterly inimical to a competitive environment.14

Third, a great deal turns on interpretation of the text. Its spare language
does not proscribe specific conduct, but targets a few generically described
behaviors that undermine the operation of competitive markets. Just what
those generic behaviors do and do not include – what specific activity will get
a business hammered – is not obvious on the face of the statute.

Why, for example, does Section 2 punish someone who “monopolizes” a
market, but not someone who has a monopoly? It has been up to courts (aided
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by administrative agencies and commentators) to put flesh on the law’s bones,
to determine which conduct falls within one of the law’s prohibitions and
which does not.15

Interpretation and Economics

Increasingly, judges have turned to economic analysis to distinguish con-
duct inimical to competition.16 Economic analysis, however, does not always
provide a single, accepted answer.

Broadly speaking, two schools of thought have emerged. One explains
why conduct that courts might view as threatening competition either does
not, or is so far from a rational business strategy as to be an improbable occur-
rence.17 The approach of this school (often referred to as the Chicago School)
is akin to the rationalist’s reaction to reports of flying saucers – if that is what
you think you saw, think again before spending too much time and effort
deciding what to do with the little green men.

The other school postulates reasons why seemingly innocent – or at least
ordinary – business activity could be designed to subvert competitors and,
perhaps, competition.18 Writings in this genre deploy sophisticated arguments
to establish that conduct that looks ambiguous or even benign should be treat-
ed as contrary to the antitrust law’s constraints. These writings frequently rely
on subtle distinctions to separate the conduct they would stigmatize from the
conduct they find pro-competitive. The writings further advocate antitrust
remedies that assertedly do, if not perfect justice, its next of kin. These writ-
ings also typically rely on complex mathematical or game-theoretic models to
demonstrate that important aspects of ordinary market competition can break
down under certain assumptions that are difficult, if not impossible, to verify
from observable data.19

We refer to writings in this vein as belonging to the “nip-and-tuck” school
of antitrust analysis. Professor Salop is one of its leaders, and his article on
“raising rivals’ costs” was one of the first missiles launched in the counterrev-
olution to Chicago.20

We use the S&R article as our foil not because we have any special quar-
rel with the authors, but because their work illustrates the problems that nip-
and-tuck analysis can generate, even in the hands of its ablest craftsmen. Its
focus on the Microsoft case throws into sharp relief what is at stake in the ana-
lytical game economists are presently playing.
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FINDING ANTICOMPETITIVE CONDUCT

Microsoft: Looking for Mr. Badbar

S&R run through a litany of allegations against Microsoft, touching on
assertions in past investigations and those advanced in current litigation. They
acknowledge that many of these allegations are contested, but they treat them
as facts for their discussion of possible anticompetitive effects of business
conduct. It is worth briefly reviewing the principal allegations.

Over the past decade, complaints by Microsoft competitors focused on
Microsoft’s contracting practices, product development, product distribution,
and marketing – in other words, on practically every aspect of Microsoft’s
operation. In the early 1990s, the Federal Trade Commission (FTC) consid-
ered charges that Microsoft had violated the antitrust laws in agreeing to
develop operating systems in cooperation with IBM.21 The investigation
quickly turned from that assertion to others, but after three years the commis-
sion declined to pursue these matters further.22 The Department of Justice
(DOJ) then instituted its own investigation.

Four of the practices investigated by the FTC or DOJ deserve note here.
First, the agencies considered complaints that Microsoft allowed computer
makers (commonly referred to as original equipment manufacturers or OEMs)
to license software on a “per processor” basis. These licenses gave an OEM a
small discount if it agreed to pay Microsoft royalties on all computers shipped
with the particular microprocessors. They essentially relieved Microsoft of the
need to monitor actual shipments of its software, allowing it instead to track
only reported shipments of, for example, computers using Intel’s 386 micro-
processor.

A second focus of the investigation was allegations regarding Microsoft’s
treatment of OEMs that failed to ship the agreed number of computers with
Microsoft software. Microsoft did not automatically permit such licensees to
use “prepaid balances” from one license agreement to offset amounts due
under successor license agreements.23

Third, firms complained that Microsoft announced products far in advance
of their release – so-called vaporware – to stifle sales of competitors’ products.

Fourth, the investigators examined complaints that Microsoft did not share
information about the application programming interfaces (APIs) in its oper-
ating system soon enough with other software producers. The APIs allow
applications software to use parts of the operating system to perform routine
functions such as accessing files. The agencies considered the assertion that
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antitrust laws required Microsoft to make such copyrighted information avail-
able in a timely fashion.

Although nearly all of the issues the FTC–DOJ investigated are mentioned
by S&R,24 Microsoft settled the matter with a consent decree focusing almost
entirely on terms for OEM contracts.25 Additionally, despite S&R’s casual
assertion that the contract terms at issue “raised the costs of rival operating
system entrants ... and created strong incentives for OEMs to deal exclusive-
ly with Microsoft,”26 DOJ’s own expert, Kenneth Arrow, thought the practices
had relatively little impact on Microsoft’s fortunes: “[Microsoft’s OEM]
licensing practices ... made only a minor contribution to the growth of Micro-
soft’s installed base. Even this minor contribution overstates the impact of
Microsoft’s licensing practices on its installed base barrier to the entry and
growth of competing operating systems.”27

Professor Arrow’s assumption that there is a barrier to entry - implicitly
accepting the DOJ characterization of a narrow market for operating systems28

– is far from self-evident. Even accepting the disputed assumption, however,
he found the licensing practices of little moment. In his judgment, factors that
were not significantly affected by the challenged licensing practices or even
by the ability of competing operating systems to gain access to particular
channels of distribution drove the success of Microsoft’s operating system.29

Litigation against Microsoft by non-governmental entities echoed some of
the assertions not pursued in the earlier case, and plaintiffs (including DOJ)
added new allegations as well. Two sets of allegations are especially important
to S&R’s argument.30 One is that Microsoft gave its Web browser away and
integrated the browser into its operating system to undercut Netscape’s com-
peting Web browser.31 The other is that Microsoft insisted on contract terms
with OEMs, independent software vendors (ISVs), and Internet service
providers (ISPs) that effectively foreclosed consumers’ access to Netscape
software, or that handicapped Netscape in its competition with Microsoft’s
Internet Explorer.

S&R state that Microsoft had a “policy of reducing the price of its brows-
er or giving it away to some customers by bundling it with Windows.”32 The
intimation of a change in pricing over time is wrong, but the assertion that
Microsoft’s Web browser has been available at low cost or no cost is correct.
From the outset, Microsoft included its Internet Explorer browser at no sepa-
rate charge with OEM versions of Windows 95. It also made the browser avail-
able free to those who downloaded it from Microsoft’s Web site.33

The program’s third generation and later versions were more tightly inte-
grated with the operating system, making various functions – such as the abil-
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ity to parse Web addresses and to decipher and display Web pages – available
to other software vendors through documented APIs. Installing newer versions
of Internet Explorer upgrades the relevant operating system files (deleting and
replacing code) and provides an icon that makes the Internet Explorer features
available directly to the end user. Thus, unlike stand-alone programs, Internet
Explorer becomes part of the operating system when it is installed. In that
sense, it is always, as S&R say, “bundled” with Windows.34

The second set of allegations, those related to Microsoft contracts, stand
on less firm footing. S&R report that “Microsoft allegedly made exclusive
deals requiring certain ISPs (e.g., AOL) and OEMs (e.g., Compaq, Apple) to
carry Microsoft’s Internet Explorer browser instead of Netscape’s browser.”35
These contracts can be sorted into two groups. Neither group involves a
requirement that the other contractual party deal exclusively with Microsoft.

One group, primarily contracts with OEMs, consists of non-exclusive
licensing arrangements.36 These contracts require licensees to provide con-
sumers with a copyrighted program in its entirety. They do not, however, limit
OEMs’ ability (a) to add other software that the user could substitute for some
service of the operating system, (b) to place icons for other products on the
computer desktop in positions as favorable as those occupied by Microsoft
software, or (c) to provide prompts that make it easy to use the non-Microsoft
program as a default.37

The other group – principally the contract with AOL – comes closer to
fitting S&R’s description. These contracts, however, do not provide for exclu-
sivity in the sense of S&R’s argument. The contracts also do not support the
conclusion that whatever level of “exclusivity” they granted was imposed at
Microsoft’s behest to give Microsoft an advantage over a competitor.

AOL, for example, provides proprietary software to subscribers that
allows users to perform several functions, including gaining access to the
Internet.38 AOL distributes this software to potential subscribers at no cost, in
the hope of inducing them to join AOL. Initially, the software included AOL’s
own Web browser. Improvements in other browsers, however, prompted AOL
to discuss the prospect of using Netscape or Internet Explorer. Whichever firm
won that competition would have an “exclusive” contract with AOL.39

The question in this instance is not so much what the contract between
AOL and Microsoft provides as what should be made of it. Microsoft argues
that a winner-take-all competition in which one party wins necessarily results
in exclusion of other competitors. Such a result, however, should not be
deemed anticompetitive.40 If it is consistent with competitive interests – either
from a normative economic perspective or from the vantage of the antitrust
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laws – for AOL to award the contract to Netscape or to decide that neither
Netscape nor Microsoft offered sufficient advantages to change from its own
browser, why should it be inconsistent with those interests for AOL to choose
Microsoft?

S&R have a more skeptical view of all of these activities, alleged and actu-
al. That is where we disagree most strongly with their approach.

Thermos Problems in Antitrust Analysis

S&R’s discussion of Microsoft is instructive in part because it illustrates
the critical role of attitude in performing the analysis they suggest. The old
canard about the thermos is that it must possess a marvelous intelligence; it
keeps hot things hot and cold things cold – but how does it know which to do?
By analogy, S&R’s approach depends on thermos-like intelligence. Consider
three of their allegations of anticompetitive conduct by Microsoft.

One is that Microsoft entered into contracts with OEMs that did not all
expire at the same time. S&R explain: “[C]ontracts that do not all expire at the
same time … increase the coordination problem and entry costs facing the
new entrant. If all the contracts expired at the same time, the entrant might be
able to coordinate its entry and the start dates of its own contracts.”41 For S&R,
a commitment to use Microsoft’s product necessarily excludes competing
products from access to those customers. This implies that other products can
compete effectively only when such contracts expire. Viewed from the per-
spective of concern over any action that raises rivals’ costs, the increase in
coordination problems for competitors to Microsoft leads to the conclusion
that use of contracts without uniform termination dates is anticompetitive.

Yet, imagine if Microsoft had insisted that all OEMs, ISPs, or others that
contracted to use Microsoft’s copyrighted product agree to the same termina-
tion date. Is there any doubt that S&R would see the coordination as inimical
to competition? After all, during the period of the group contracts, a prospec-
tive entrant would be excluded from access to the business of all of the con-
tract parties. Furthermore, because all contracts would be concurrent, it would
be difficult for a new entrant to break into the market. The newcomer could
not sign up a few customers as a signal to others that they should consider
switching when their contracts with Microsoft expired. Accordingly, the new-
comer would have to persuade a larger group to switch at once.42

The S&R approach would support arguments that staggered contracts are
bad and that coordinated contracts are bad. Its protean quality makes every
business action a potential basis for liability. Some judgment must be made to
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screen the actions that will be deemed anticompetitive from those that will not.
It appears that, in S&R’s world, liability depends, in the first instance, on
whether the decision maker believes the defendant is wrongly keeping poten-
tial entrants out of a market in which the defendant has too much power or
believes instead the defendant is rightly competing aggressively.43

Economic analysis should help resolve those issues. Its purported benefit
is its capacity to replace subjective judgments with objective ones. The
contribution of economic analysis should not be dependent on a decision mak-
er’s predisposition respecting the issues that are its critical inputs.

Yet that is precisely where S&R’s economic analysis would leave us. It
opens the specter of a world in which one court could find a defendant en-
gaged in anticompetitive conduct for insisting on contracts with a uniform
termination date, then another court could find that switching to contracts with
staggered expiration dates is anticompetitive.

The result suggested above is not peculiar to that example. The same prob-
lem surfaces in considering how S&R would treat the “prepaid balances”
issue. Recall that the FTC–DOJ investigation considered complaints about
Microsoft’s failure to credit a licensee with payments made in contemplation
of shipments the licensee committed to, but did not make. Assertedly, Micro-
soft’s failure to routinely credit OEMs for such payments was anticompeti-
tive.44 It seems likely that S&R would concur. The refusal to rebate funds for
software not shipped would give OEMs an incentive to ship all the Microsoft
software they could under the license agreement, up to the full quantity cov-
ered by the agreement. This term presumably would put a competing software
vendor at a disadvantage. Payment to Microsoft for the full quantity covered
by the license would be a sunk cost, so the marginal cost of shipping a Micro-
soft program already contracted for would be zero.45 Other software, then,
either would have to be offered at a similar price – which in all likelihood
would not be profitable for the other firm – or would have to enjoy such a
marked advantage over Microsoft’s product as to be worth the added cost.
S&R deploy essentially the same argument in discussing the competition
between Microsoft and Netscape, addressed below.46

The conclusion that refusing to rebate “prepaid balances” is anticompeti-
tive, however, does not exclude the prospect of finding that granting such
rebates is also anticompetitive. After all, if prepaid balances were subject to
rebate in future license agreements with Microsoft, then OEMs could be
induced to enter successor agreements with Microsoft rather than with com-
petitors.47 If, as S&R urge, it is anticompetitive to have license agreements that
expire at different times (which has only the mildest possible effect on licens-
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would surely fall within S&R’s definition of anticompetitive conduct. Indeed,
the plaintiffs advanced that exact argument in current litigation against
Microsoft.48 Ironically, the plaintiff making that claim is the successor firm to
a Microsoft competitor that urged the FTC and DOJ to find Microsoft’s actu-
al contracting practice unlawful.49

If both refusing to grant rebates and granting them could be anticompeti-
tive, how will the S&R analysis sort things out? As with the timing of contract
expiration, the approach provides ample ammunition for arguing that particu-
lar business practices are anticompetitive. It does not, however, provide a
ready way to distinguish competitive practices from anticompetitive ones.

Or consider S&R’s report that Microsoft misbehaved by offering ISPs and
OEMs “favors, such as … low or zero prices” for its Web browser in exchange
for ISPs’ and OEMs’ agreement to “favor Internet Explorer over Netscape,”50

and that Microsoft gave “its browser to consumers for free.”51 They suggest
that these activities are part of a predatory strategy by Microsoft against
Netscape and other potential competitors.52

Again, however, the S&R analysis can be turned on its head. Discussing
markets with network externalities, S&R assert that to compete effectively,
entrants must engage in costly activities that attract consumers. Such activities
include “selling … initially at a very low price or giving [the product] away to
gain market share.”53 In other words, selling at a very low or zero price is
either a predatory strategy or a competitive necessity.54

S&R indicate that low-price browser distribution was an essential com-
petitive strategy for Netscape but was an anticompetitive effort to extend or
preserve a monopoly for Microsoft.55 Neither conclusion is self-evident. When
Microsoft began distributing Internet Explorer free, Netscape was the domi-
nant provider of Web browsers. Indeed, Netscape enjoyed a 70 to 80 percent
share of browser use in 1996 and certainly above half the browser market,
however measured.56 Although Microsoft had determined that it would add
Web browser functionality to its operating system before Netscape began mar-
keting its Web browser, Netscape was the clear leader in this arena when
Microsoft’s Web browser became available to consumers with the release of
Windows 95.57

Why, then, is Microsoft cast as the firm that distributed at zero cost to pre-
serve monopoly (which it is asserted to have done in what S&R treat as a prod-
uct market different from browsers)58 and Netscape cast as the firm competing
to break into a market? Why not the other way around?

One answer might be that Microsoft)’s share of browser use (or of brows-
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er users or other measure of relative success) increased during the period con-
sidered by S&R.59 That, of course, is the likely outcome when one introduces
a new product. Whatever the nature of the competition, the odds are that the
new product - which starts without any share of the market –  will gain mar-
ket share and that competing products will lose market share. There simply is
nothing inherently suspect about an increase in market share.60

Perhaps S&R’s position rests not on the simple fact of increasing market
share but on the magnitude of the change. Certainly, there was a significant
increase in the use of Microsoft’s Internet Explorer.61 Though the browser’s
early generations did not attract users in substantial numbers, that changed
after Microsoft introduced the third and fourth generations of the software.
The trade press extolled these versions as vast improvements, over Microsoft’s
earlier browsing technology, and consumers agreed, increasing Microsoft’s
market share rapidly.62

But significant market success cannot be the test. Beyond its implausibil-
ity as an interpretation of antitrust law, such a standard would conflict with the
public interest – it would, for example, give no place to differences between
competing products, to product improvements, or to other plausible sources of
success in competitive markets.63

A second answer could be that S&R misconstrued the relevant market. In
the ongoing litigation with DOJ, Microsoft argues that the relevant arena for
understanding these activities is the competition among software platforms,
whether those platforms are operating systems, Web browsers, or other soft-
ware embodying a particular set of programming standards.64 Applications
software (word processors, spreadsheets, games, and so forth) is typically
written for a specific software platform. An operating system typically can
serve as a platform, but so can other products – for example, Sun Micro-
systems’ Java programming language.

A focus on platforms plainly would encompass Microsoft’s competition
with Netscape and with Sun Microsystems.65 If the arena for competition is the
market for platforms rather than for a particular type of software, then Microsoft,
not Netscape, was the heavyweight when they began competing for customers.

But S&R, along with DOJ’s experts in its litigation with Microsoft, resist
this market definition – doubtless because that definition would make it quite
difficult to cast Microsoft as a monopolist rather than a competitor. After all,
there are many actual or potential competitors in the platform market.

That, of course, is the argument’s appeal to Microsoft. Whether the plat-
form market is, in fact, the correct market definition is beside the present
point. Our observation is simply that acceptance of the platform market
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definition offers one possible source of coherence to the choice S&R made in
casting Microsoft as the predator and Netscape as the prey, and not the other
way around.

A third possible solution to the problem presented by S&R’s analysis is to
look at intent. This approach is forcefully pressed by the government’s chief
economic expert in the case against Microsoft, who makes corporate purpose
the touchstone of his argument.66 Professor Frank Fisher asserts that one can
look at what company officials say in context with the structure of their mar-
ket and determine whether particular actions are motivated by a desire to com-
pete or by an interest in undermining competition.67

Perhaps, as Professor Fisher suggests, it is easier to divine an anticompet-
itive purpose than to discern which possibly anticompetitive effects truly are
inimical to competition. We should not, however, jump to that conclusion.
Group purpose is notoriously difficult to construct under the best of circum-
stances, given the array of goals that motivate individuals.68 Also, the materi-
als from which a corporation’s “intent” can be ascertained are particularly
difficult to parse. Individual employees and officers routinely discuss matters
of importance to their personal vision for the firm with an eye to a particular
goal and a particular audience. Even statements from a firm’s CEO often are
unreliable indicia of overall corporate intent. That is why, prior to his involve-
ment in the Microsoft case, Frank Fisher so adamantly opposed placing any
weight on evidence of intent:

The subjective intent of a company is difficult to determine and will usu-
ally reflect nothing more than a determination to win all possible business
from rivals – a determination consistent with competition ... .

… To premise their legality on an inquiry into the specific motivations
of subjective intent of the firms that engage in such conduct (when it is clear
that all firms engaged in competition attempt and intend to win as much busi-
ness as they can) or on retrospective evaluation of whether there were more
“desirable” alternative actions that could have been chosen, would be to ele-
vate competitors above competition and threaten the entire competitive
process for the sake of those who are not intended to be its beneficiaries and
at the expense of those who are.69

We believe that Professor Fisher was right the first time.
S&R do not make a similar error. They would allow some scope for cor-

porate intent, saying that it “throws light on the likely effect of the conduct”
being examined.70 That observation, however, comes only as a footnote to their
declaration that “a strong case can be made … that antitrust should dispense
with the separate intent requirement and focus solely on the effects of the
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alleged anticompetitive conduct.”71

As explained below, in practice there is no separate intent requirement for
corporations. The law tends to take as a given that actions with a credible
efficiency explanation are within the ordinary course of business activity, no
matter what the firm’s employees thought or said.72 We think this a wise
course, but it does not, then, provide an escape from the dilemma presented by
the S&R approach.

The road that S&R lay out could be a perilous one for any number of busi-
nesses to travel. It places a premium on knowing how to tell the monopolists
from the competitors, but it provides no ready mechanism for figuring out
before the fact where the dividing line lies. After looking at the various alter-
natives, we can find no analytical structure in the S&R analysis that answers
the question. Perhaps only the thermos knows.

Economic Analysis: Another View

Our quarrel is not with the substance of S&R’s speculations about what
effects might flow from particular conduct. They rightly observe that in markets
with significant network effects, a variety of actions by firms with a large mar-
ket share might create impediments to competition by smaller rivals. S&R also
identify plausible effects of each type of action asserted in complaints against
Microsoft. As observed earlier, much of the recent writing in economics pro-
vides insight into how activity that could be seen as ordinary competitive con-
duct also could plausibly impede rivals’ competition with a dominant firm.73

The problem comes in trying to apply that insight. If the analysis stops at
the academic exercise of observing the potential impact on rivals, it is inter-
esting but essentially disconnected from important applications. If, however,
the analysis becomes the predicate for imposing substantial penalties, it is
problematic. To be useful to decision makers, economic analysis must do
more than establish possibilities. It must establish the probability that the
activity subverts market competition. This finding is the minimum goal for
economic analysis of antitrust issues – issues that courts, requiring proof, not
speculation, ultimately resolve. Typical of those in the nip-and-tuck school,
S&R have not met this goal.

Consider, for example, their discussion of predatory threats. An impres-
sive array of articles in academic journals over two decades discuss predation
and predatory threats.74 S&R draw on some of the more sophisticated entries
in that literature, but their analysis gives the reader only coulds and maybes
and mights:
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[P]redatory threats might be credible, even though following through on
the threats would inflict a cost on the monopolist. … [I]f carrying out the
threatened conduct drives the rival to exit the market, the monopolist could
recoup by preserving its monopoly profits. Second, it may be profitable for
the monopolist to gain a reputation as a predator. That reputation may lead
future victims to fear the monopolist’s threats. Third, the monopolist some-
times may be able to make a binding commitment to carry out a threat that
otherwise would not be credible.75

That all translates into speculation that, if a monopolist can drive all its
rivals from the market and can keep them and others from the market over the
long term, there is a possibility that the monopolist can make enough money
to recover what was lost during a period of predatory pricing. If that is true,
the monopolist may get its rivals’ attention with a mere threat. But when are
we apt to find a monopolist who can do that?

S&R come closer to completing the analysts’ task when discussing Micro-
soft directly. They opine that, as Microsoft has “far ‘deeper pockets’ than
[most of its potential competitors, it] can outlast [them] in a war of attrition
and so a threat to continue to do so is credible.”76 Establishing a credible
predatory threat is an essential step for their analysis, and they recognize one
factor that enhances credibility.

But the capacity to outlast a rival is only one requisite of a credible story
of predation or of a credible predatory threat. The essential question is why it
is in a firm’s interest to commit the predatory act. In a nuclear arms “game,”
my having more missiles than you bolsters your conviction that I could win if
we go to war; but what evidence is there that war makes sense for me, even if
I can win? The doctrine of mutually assured destruction, which dominated
thinking about such matters for many years, rested on the theory that no one
would care about “winning” a nuclear war if the devastation visited on both
combatants was sufficiently high.77 Predatory pricing encounters the same
problem.

S&R nod in this general direction, but they do not explain their contrary
conclusion that Microsoft is a plausible predator. They recognize that a firm
with a large volume of business (which is apt to include any business with a
large market share) has much to lose in a war of attrition, and the market
leader typically stands to lose a great deal more than most rivals.78 The utility
of a predatory threat depends on the firm’s ability to maintain a closed market
long enough after ousting its rivals to recoup the losses incurred during the
predatory activity.79 S&R do not produce a good reason to believe that
Microsoft could drive rivals away and then keep competitors out long enough
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and raise prices high enough to make up for the losses. S&R provide no cal-
culations of the sort of losses that would be likely, of the elasticity of demand
for Microsoft’s products (indeed, they do not specify which Microsoft product
they have in mind), or of other factors necessary to resolve this issue.

On the other hand, if the DOJ is to succeed in its litigation against
Microsoft, it must provide just the sort of information missing from S&R’s
article. One might view the article and the DOJ evidence as theory and prac-
tice in this area. But it is not a practice that should make the theorists com-
fortable. Indeed, the practice looks just as theoretical and perhaps even more
open-ended than the theory propounded by S&R.

The testimony, presented primarily by the government’s chief economic
expert witness, Frank Fisher, states that Microsoft engaged in predation by
integrating its browser with Windows  – a move Professor Fisher concludes
cost Microsoft millions of dollars.80 Fisher asserts that Microsoft could have
sold the browser for a substantial profit, and its failure to do so can be
explained only as a conscious decision to hurt itself in order to inflict greater
harm on its potential competitors.81 Having adopted the DOJ market definition
– Intel-compatible PC operating systems – Professor Fisher identifies
browsers as complements to the product that the DOJ’s case concerns.82

Microsoft’s alleged predation in browsers is problematic in that view because
the predation sustains a monopoly in operating systems.

Making Web browsers a product market separate from operating systems
is critical to the predation claim; recognizing them as complements creates
difficulties. The importance of separating the products should be obvious: It
permits a simple focus on the price charged for browsers. Given that Microsoft
makes Internet Explorer available at a zero price, the pricing-below-cost
aspect of predation becomes far easier to establish.

But acknowledging that browsers are complements to operating systems
complicates the government’s argument. If the operating system and Web-
browsing technology are complements, providing such technology at a very
low or even at a zero price very well could be highly remunerative.83

This latter outcome is exactly what Microsoft’s economic expert, Dean
Richard Schmalensee, says occurred. Dean Schmalensee explains that Internet
Explorer’s contribution to the utility of Windows increases both the price that
consumers will pay for Windows and the volume of sales. Slight increases in
either – in the 1 to 3 percent range – more than pay for Microsoft’s investment
in Internet Explorer.84 Integration of Internet Explorer into Windows to offer
additional, attractive functions parallels Microsoft’s integration of numerous
other functions into Windows. This implies that Microsoft’s strategy is remu-
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nerative and not predatory.85 Simply put, the firm makes money not by selling
every possible stand-alone product separately, but by integrating the most
attractive complementary features into the operating system and encouraging
consumers to become familiar with those features.

Professor Fisher agrees that Microsoft makes money on the sale of
Windows and that the revenue from Windows more than pays for the costs of
developing technologies incorporated in each new version. Given his recogni-
tion that Internet Explorer and Windows are at least complements, this recog-
nition would seem to end the predation claim. But Professor Fisher offers a
new twist to the predation argument. He declares that, even if it covers all of
its Internet Explorer-related costs, Microsoft is making less money than it
might have made had it priced and marketed Internet Explorer differently.86

Although Fisher casually conflates below-opportunity-cost pricing with
the more conventional below-cost-pricing calculation,87 this is a novel
approach to predation. The standard approach asks whether pricing is below a
firm’s marginal costs.88 That determination leaves open questions regarding
the appropriate measures of cost and the apposite time frames for computing
below-cost pricing. Both are matters of importance in lines of business with
substantial economies of scale and immature products.89 Professor Fisher’s
test asks instead what the theoretical profit-maximizing price is for a given
product and commands that the firm must charge that price in order to avoid
engaging in predation. This test requires a very different set of inquiries and
implies far greater knowledge by the decision maker – regarding matters such
as the nature of the demand curve faced by the individual firm – than the stan-
dard legal test.90 It is a test that leaves virtually every business open to charges
of predatory pricing, as no one will be able to anticipate with reasonable cer-
tainty precise calculations of the best price for each product.91

Far from providing the detailed calculations missing from S&R’s analysis
– factors necessary to decide whether Microsoft reasonably could engage in
predation given the losses it would incur and its prospects for preventing com-
petitive entry – Fisher’s approach elides any precise calculation at all.92 To cir-
cumscribe the set of candidates for predatory pricing claims, Fisher relies once
again on his assessment of Microsoft’s intent together with an assumption that
defeating competition is especially valuable – and, hence, illicit efforts to that
end are especially likely – in a market with strong network effects.93

The network effects argument brings us back to the initial question of
DOJ’s market definition, as the market with strong network effects must be the
platform market.94 Using that market definition makes the predatory pricing
claim difficult, as explained earlier. Moreover, invocation of network effects
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does little to buttress the contention that a firm has engaged (or is likely to
engage) in predatory behavior. As we explain later, we certainly find vigorous
competition in the platform market plausible, but that in no way establishes
that the competition is more or less vigorous, or more or less licit than com-
petition in other markets.95

In the end, the DOJ and Professor Fisher have failed to reduce concern
that the S&R approach is merely an open door to claims of anticompetitive
conduct. They have not provided credible evidence that Microsoft engaged in
predatory pricing, much less that market conditions are consistent with a rea-
sonable expectation that Microsoft would recoup its current losses with future
earnings.96 Rather, the DOJ and Fisher see evidence of intent and the presence
of network externalities as part of a pattern of illicit behavior. That approach
replaces hard analysis of actual and probable effects with surmise based on
fragmentary evidence and assumption. The problems created by this approach
become more pronounced if such analysis is combined with the legal standard
proposed by S&R. We turn next to consideration of their suggested legal
standard.

LEGAL STANDARDS

S&R on the Legal Standard under Section 2

S&R tell readers that the legal standard used to judge violations of Section
1 of the Sherman Act is a well-settled balancing test. That test weighs the harm
to consumer welfare of anticompetitive conduct against the benefits to con-
sumer welfare (e.g., from efficiency gains).97 Their crisp discussion of this
standard contrasts sharply with their exploration of the monopolization stan-
dard under Section 2. They title the section on the monopolization test
“Section 2’s Unsettled Standard,”98 and their discussion reinforces the sense
that title conveys.

Actually, the problem is not strictly a matter of identifying the abstract
standard. The recognized test for Section 2 cases is the Grinnell test, which
requires possession of monopoly power and “willful acquisition or mainte-
nance of that power as distinguished from growth or development as a conse-
quence of a superior product, business acumen, or historic accident.”99 S&R
accept that as the governing test, but they say the meaning of this test is uncer-
tain. The reason, they suggest, is the ambiguity of the willful acquisition com-
ponent of Grinnell.
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S&R identify three “views” of the willful acquisition prong of Grinnell:
the avoidable exclusionary conduct test, the sole purpose and effect test, and
the unnecessarily restrictive conduct test.100 They argue that the first two views
– we will refer to them as alternative tests – are defective, while the third is not.

As S&R cast these tests, the avoidable exclusionary conduct test holds the
monopolist liable whenever it creates barriers to competition (that the monop-
olist “has the ability to forego”), whether or not there are efficiencies associ-
ated with the monopolist’s conduct.101 The sole purpose test holds the monop-
olist liable only when the creation of competition barriers is the sole purpose
of its conduct. One version of this is a “but for” test, which asks whether the
monopolist’s conduct would have been unprofitable in the absence of compe-
tition barriers imposed by the monopolist.102 The unnecessarily restrictive con-
duct test holds the monopolist liable when the exclusionary effects of its con-
duct outweigh the associated consumer benefits.

S&R state that courts have applied each of these tests at various times. The
avoidable conduct test was first articulated and applied by Judge Learned
Hand in the celebrated Alcoa decision.103 The Supreme Court applied the
unnecessarily restrictive conduct test, according to S&R, in its Aspen Ski deci-
sion.104 S&R note that the sole purpose test, rejected by Judge Hand in Alcoa,
“has been used by some courts.”105 The one example they provide of an appli-
cation of the sole purpose test is the recent United States v. Microsoft Corp.
decision in the United States Court of Appeals for the D.C. Circuit,106 a deci-
sion they plainly wish to distance from the test to be used in the current liti-
gation.

Having found all three tests within the legal landscape, S&R concentrate
on a normative discussion of the appropriate legal standard. After all, the “un-
settled” state of the law fairly cries out for a normative answer; one can imag-
ine judges pleading for someone to tell them which of the three tests is best.

S&R’s normative position is based on a straightforward “error-cost” argu-
ment. The avoidable exclusionary conduct test of Judge Hand is inappropri-
ate, they argue, because it generates a high rate of “false convictions,” i.e.,
convictions in cases where the defendant’s conduct led to a net increase in
consumer welfare. The sole purpose test is inappropriate in their view because
it generates a high rate of false acquittals – i.e., acquittals in cases where the
defendant’s conduct on balance reduced consumer welfare. The unnecessarily
restrictive conduct test is best in their view because it can be applied in a man-
ner that minimizes the total cost of error by trading off increases in one type
of error for declines in the other type.

In other words, S&R’s normative goal is to maximize consumer welfare.
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In addition, they view the Goldilocks (“just right”) solution to be a test that,
like the Section 1 test, essentially balances expected consumer harm against
expected consumer benefit.107

What’s Wrong with the S&R View

We think S&R’s positive claim regarding the standard under Section 2 is
incorrect in most important respects, and their normative claim is simply mis-
guided. S&R’s positive analysis of the Section 2 legal standard presents the
law as more ambiguous and up-for-grabs than it really is.

As Oliver Wendell Holmes noted long ago, the law for most purposes is a
prediction of what a court is likely to do.108 The lawyer’s craft is making that
prediction accurately. This notion applies to antitrust, as it does to other areas
of the law: Antitrust lawyers and scholars sift through the legal authorities
(which in antitrust overwhelmingly consist of case law) to predict how
antitrust courts will treat a specific claim.

S&R’s analysis, does not, however, predict how courts today – especially
the courts that address the Microsoft litigation – will apply the current legal
standard. S&R instead divide the authorities into three disparate tests, but they
do not tell us which is most likely to be applied by a court in a monopoliza-
tion case. For positive analysis, that is the question that counts.

Positive Analysis of the Legal Standard

It also is a question that most antitrust lawyers could answer, for the field
is not so muddled as S&R suggest. Of the three tests defined by S&R, the sole
purpose test (or the “but for” version of it) is the best description of the cur-
rent legal standard under Section 2. The most important line of recent
Supreme Court and appellate decisions articulating the standard under Section
2 is composed of predatory pricing cases. Among those cases are the Supreme
Court’s decisions in Matsushita109 and Brooke Group,110 the First Circuit’s
decision in Barry Wright,111 and the Seventh Circuit’s decision in Rose-Acre
Farms.112 These decisions share a clearly expressed view that the costs of false
convictions are especially worrisome. The recoupment test set forth in Matsu-
shita, and further developed in Brooke Group, is properly viewed as the ver-
sion of the sole purpose test S&R were most at pains to dismiss. The recoup-
ment test asks whether the defendant’s price-cutting would have been un-
profitable in the absence of barriers to competition. This is essentially the “but
for” test that S&R identify as a special case of the sole purpose inquiry.113
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Although S&R cite Aspen Ski as an application of their preferred unneces-
sarily restrictive conduct standard, this case is a poor example in two respects.
First, as a predictor of the tests that will be used in the future, Aspen Ski is a
poor choice because it does not enjoy widespread acceptance as a good deci-
sion. Indeed, it has been roundly criticized, and appellate courts have treated
the Aspen Ski doctrine as limited to the facts of that case.114

Second, and more important, the Aspen Ski case is weak evidence even
for the modest proposition that antitrust courts have applied the unnecessarily
restrictive conduct test to any case. The defendant in Aspen Ski failed to pro-
vide a credible consumer-benefit or efficiency justification for its decision to
withdraw from a joint marketing arrangement with its weaker competitor. The
Supreme Court upheld the jury’s determination in Aspen Ski largely because
the defendant failed to introduce any evidence to counter the plaintiff’s claim
that the defendant’s motivations were purely anticompetitive. That is, the
Supreme Court upheld the finding of a Section 2 violation in Aspen Ski not
because it thought that anticompetitive harms outweighed the defendant’s
efficiency justifications, as S&R would have us believe, but because the defen-
dant failed to offer any efficiency justification.

Even if one passes that hurdle – if someone can find a case in which a
court legitimately can be said to have adopted the unnecessarily restrictive
conduct test – courts have not applied this test in Section 2 cases with
sufficient frequency for it to be treated as an accepted legal doctrine. Antitrust
courts holding defendants liable for anticompetitive exclusion generally have
not reached this result through balancing pro-competitive benefits against anti-
competitive harms. They reached this result when, and pretty much only when,
the defendant failed to provide a credible efficiency justification.

The much-discussed Lorain Journal Co. v. United States115 is exemplary.
The Lorain Journal newspaper enjoyed a local monopoly in advertising and
news dissemination. When a local radio station was licensed to begin broad-
cast operations and started signing up advertisers, the Journal refused to deal
with firms that bought advertising time on the radio station. It presented adver-
tisers a stark choice: them or us. The court found a violation of Section 2 for
attempted monopolization. It rejected Lorain Journal’s argument that the
newspaper had a right to deal with whomever it wished, and gave no credit to
the defendant’s justification that it acted according to a larger implicit agree-
ment to protect local businesses from competing firms located outside Lorain.

In the absence of any credible consumer welfare justification, the court
inferred that the Lorain Journal specifically intended to regain its monopoly
in advertising. As in Aspen Ski, the Supreme Court upheld a lower court
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finding of monopolistic exclusion not because it thought that the anticompet-
itive harms outweighed the proffered consumer benefits, but because the
defendant failed to provide any credible consumer-benefit justification.

Of the three tests identified by S&R – avoidable exclusion, sole purpose
and unnecessarily restrictive conduct – antitrust courts have applied only the
first two under Section 2. S&R correctly cite Alcoa as the key application of
avoidable exclusion. Most modern antitrust courts, however, have rejected it
.For example, in United States v. Syufy Enterprises,116 Judge Kozinski had this
to say about the Alcoa doctrine:

[T]he government trots out a shopworn argument we had thought long
abandoned: that efficient, aggressive competition is itself a structural barrier
to entry. … [T]he wisdom of this notion has been questioned by just about
everyone who has taken a close look at it. … [T]he antitrust laws protect
competition, not competitors.117

Judge Kozinski’s is a stronger and blunter statement of the point than is
typical, but its substantive content is nonetheless within the mainstream of
antitrust law.118

Admittedly, American law provides ample anecdotes of courts heading in
unexpected directions, and an unusually lucky antitrust plaintiff might find a
judge willing to apply S&R’s unnecessarily restrictive conduct test. But you
shouldn’t bet your own money on that result – especially not when a defen-
dant has substantial efficiency justifications on his side.

The present state of U.S. antitrust law is fairly clear: Only the sole pur-
pose is generally applied under Section 2. S&R are simply wrong in suggest-
ing that the legal standard is a lottery involving three potential tests, with a
court equally likely to choose among them. They should receive high marks
for creativity. But lawyers, law students, and bar applicants would be well
advised to identify the sole purpose test as the standard actually applied in
monopolization claims.

Normative Analysis of the Legal Standard

There are good reasons that courts have coalesced around sole purpose.
These reasons take us directly into S&R’s normative position regarding the
proper legal standard under Section 2. S&R claim that applying the unneces-
sarily restrictive conduct test minimizes overall error costs. Antitrust courts
generally have reached a different conclusion during their 100 years of apply-
ing the Sherman Act. It would be a wonderful advertisement for economics –
and a bit amazing – if two economists discovered a superior approach to
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deciding cases that courts had failed to discover on their own. Of course, noth-
ing so amazing has happened; the S&R analysis of error costs reaches the
wrong conclusion. S&R’s argument also relies on rather speculative claims
about the relative costs of false convictions and false acquittals to get to this
conclusion.

Start with the simple, basic principles case for preferring sole purpose to
the unnecessarily restrictive conduct test on error-cost grounds. The sole pur-
pose test certainly increases the likelihood of a false acquittal relative to the
unnecessarily restrictive conduct test. The cost of a false acquittal, however,
will be small whenever entry is easy. A firm that excludes a competitor in a
market with easy entry will not enjoy the fruits of its exclusionary efforts; con-
sequently, consumers will not be harmed.

S&R know that, so they emphasize instances in which entry is difficult.
This fact, however, does not make their error-cost case. Of course, the
difficulty of entry is a datum in the calculation, but it is not determinate in
assessing the long-run consequences of false positives versus false negatives
in antitrust. So long as entry is feasible, even if difficult, consumers will not
suffer harm in the long run as a result of a dominant firm’s exclusionary
efforts. For in the long run, entry will occur and economic profits will be driv-
en to zero. Whether consumers suffer harm at all and the extent of that harm
will depend on whether and how long the dominant firm can exclude entry.

The point we want to stress here is that there is a market constraint on the
cost of false acquittals. Monopoly profits attract entrants, and entry leads to an
equilibrium in which consumer welfare is maximized. This proposition is true
even where entry is difficult. In those instances, monopoly profits will attract
entry to the point at which expected revenues will just compensate each firm
for the opportunity costs of all types of capital employed as well as for the cost
of entry.119 An incumbent, dominant firm can prevent entry in this setting only
by keeping its price sufficiently low that no potential competitor would find it
profitable to invade its market. In that instance, consumer harm, if any, will be
at a minimum.

There is no such self-limiting quality to the effects of false convictions.
These are more likely if Section 2 cases are decided under the unnecessarily
restrictive conduct test rather than under the sole purpose test. As many com-
mentators and courts have noted,120 false convictions can be costly. In particu-
lar, there are three types of cost associated with false convictions.

First, false convictions encourage firms to avoid aggressive competition
and engage in collusive conduct. For example, false convictions for predatory
pricing punish firms for cutting their prices. As the probability of a false con-
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viction for predatory pricing increases, firms increasingly avoid price compe-
tition. Similarly, false convictions for competitive output decisions, such as
the introduction of a new product (which, if successful, almost invariably rais-
es rivals’ costs), encourage firms to seek market- and information-sharing
arrangements with their competitors. Such sharing can easily develop into
implicit or explicit collusion.121

Second, false convictions encourage, and in effect teach, firms to seek
compensation in the courts for actions by competitors that harm them. The
higher the rate of false convictions, the more pronounced this lesson. A regime
in which false convictions occur frequently generates a market in which no
firm has an incentive to compete aggressively, for fear that any competitive act
may give rise to a suit for treble damages. Further, each firm has an incentive
to enforce this norm by taking competitors to court. The monopolization law-
suit becomes an especially important tool for firms that are disadvantaged by
competition. These firms are apt to enjoy a relative advantage in litigation.122

Third, false convictions encourage firms to bring monopolization claims
irrespective of their validity, which increases the frequency of frivolous or
bad-faith litigation. Frivolous litigation is costly to society even if it has no
other harmful side effects. Frivolous litigation, however, is likely to have
harmful side effects. As the frequency of frivolous monopolization claims
increases (holding fixed the rate of false convictions), firms will find it increas-
ingly hard to tell whether damages have been awarded appropriately in any
given case. But this situation only increases the incentive to bring frivolous
claims and to avoid competition, as firms lose faith in the competence of
courts to distinguish good claims from bad.

Thus, even if all firms comply with a non-competition norm – an undesir-
able byproduct of a false-convictions regime – as long as there is a substantial
risk of a false conviction, each firm will have an incentive to seek damages
from a competitor after any event that causes a shift of business from one firm
to another. For example, if a reduction in the ozone layer causes a shift of busi-
ness from one maker of sunglasses to another, the loser will have an incentive
under a false-convictions regime to seek treble damages from the winner, on
the theory that the winner’s output and price decisions were predatory.

This may seem to be a ludicrous example. But the lure of treble damages
has brought forth novel and ingenious legal arguments in the past, such as the
claim by the plaintiffs in Matsushita that Japanese television manufacturers
had engaged in a predatory conspiracy for roughly 20 years.123

False convictions for monopolization thus appear substantially more
threatening to consumer welfare than do false acquittals. False acquittals leave
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the market in a condition in which competition is more likely over the long
run. Although competition sometimes is brutal and can seem unfair to com-
petitors, it serves to maximize consumer welfare. That is why promoting com-
petition, not protecting competitors, is so widely recognized as antitrust’s
goal.124 Notwithstanding temporary departures from the competitive equilibri-
um, the general trend of competitive forces toward greater output, variety, and
lower prices remains intact in a market with false acquittals.

False convictions, on the other hand, generate a process that retards com-
petitive markets. Firms learn to avoid competition and to share the benefits of
high prices with rivals and input providers.125 Output is lower, relative to the
market with false acquittals, and prices are higher. This should not be surpris-
ing when the choice – as it is in monopolization cases, in contrast to cases
involving collusive behavior such as price fixing – is between errors favoring
too much competition and errors favoring too little.

This divergence in error costs is likely to be greater when the dynamic
nature of competition is taken into account. Because monopoly profits attract
entrants, there always will be competitors ready to take business away from a
dominant firm that gouges consumers with high prices and poor products. The
presence of these competitors, some already in the market and others waiting
in the wings, continually puts pressure on the dominant firm to keep its prices
low and to improve its products.126 This process constrains the social cost of
false acquittals and reduces it over time. In a regime of false convictions, how-
ever, no comparable market mechanism constrains false-conviction error costs
over time. Entry cannot constrain false-conviction costs because each entrant
would be subject to an attempted monopolization claim if it went at the mar-
ket too aggressively. Entrants would learn to behave as incumbents do, avoid-
ing competition.

Given the asymmetry in error costs, we think the sole purpose test used
most consistently in monopolization cases is superior to the unnecessarily
restrictive conduct test proposed by S&R. S&R are able to reach the opposite
conclusion only because they severely discount the error costs associated with
false convictions.

S&R seem to think that the cost of false convictions can be kept to a tol-
erable level under their proposed test. They ignore, however, the incentive for
rent-seeking litigation in a regime that fails to minimize false monopolization
convictions. There is an important fact of life that economists often fail to real-
ize when they apply their tools to antitrust: Hypothetical legal rules that seem
to work well in economic models may work quite poorly in real courts. The
reason is that judges are fallible, information needed to apply complex rules is
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not readily gathered, and those who bring cases to court and present the rele-
vant information to judges are motivated to exploit any legal rule to their per-
sonal advantage. Thus, a rule that would work well if always applied accu-
rately, but would generate costly rent-seeking litigation if sometimes applied
inaccurately, is unwise where rent-seeking costs are likely to dominate.127 This
general criticism applies to the legal standard proposed by S&R.

We noted that antitrust courts generally have been unwilling to apply the
S&R unnecessarily restrictive conduct test. Some courts have openly defend-
ed this conservative approach on the basis of a comparison of relative error
costs.128 Generally, antitrust courts have been reluctant to conduct the sort of
cost-benefit balancing that S&R recommend because it pushes judges beyond
their area of competence and requires courts to take on some of the functions
of public utility regulators.

To determine whether a dominant firm expanded its capacity to preempt a
rival or to meet projected demand, a court would have to delve deeply into
business records and market demand projections. The Supreme Court was
reluctant to take on that kind of inquiry in the earliest cases interpreting the
Sherman Act.129 Since then, antitrust courts have avoided the duties of regula-
tory boards.130

Of course, the issue of institutional competence is closely related to that
of error costs; they are, in a sense, two sides of the same coin. It is no accident
that courts sometimes adopt bright-line rules instead of complicated balancing
tests. Courts prefer bright-line rules when they believe that the alternative is
likely to be applied so inaccurately that, even though a bright-line rule errs
systematically in favor of one party, it still minimizes total error costs.131

For example, courts hearing tort disputes often adopt “custom” rules,
shielding the defendant from liability as long as he or she has complied with
the custom of his or her profession or industry.132 These rules prevent courts
from independently applying the negligence test (a general cost-benefit test)
when the defendant complied with the custom. Physicians, for example, are
not held liable for malpractice when they complied with the customs of the
medical profession.133 Courts have accepted this standard uniformly in the
common – and intuitively compelling – belief that erroneous decisions would
occur more frequently if judges or juries defined the appropriate standard of
conduct in each malpractice case.134 Antitrust courts have adopted the sole pur-
pose test in Section 2 monopolization cases for the same reason.

As part of their normative argument regarding the proper standard under
Section 2, S&R state that anticompetitive intent should not be a consideration
unless it explains an otherwise ambiguous action. They believe courts should
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focus primarily – perhaps exclusively – on the anticompetitive effects of the
defendant’s conduct.135 They suggest that courts might try to find actual evi-
dence of intent to clarify the true purposes of corporate actions with poten-
tially anticompetitive effects.136 Our defense of the sole purpose test suggests
why courts will continue to treat intent in applying the monopolization stan-
dard in a different way than S&R envision. Intent, as noted above, is a vague
and typically useless concept in antitrust law.137 Every competing firm wants
to monopolize the market and drive its competitors out of business, and given
this fact it would seem that every firm is guilty of possessing an anticompeti-
tive intent.138

Typically, judges deciding Section 2 cases find anticompetitive intent
when the defendant fails to offer any pro-consumer justification for its con-
duct. This was the case in Aspen Skiing and in Lorain Journal.139 In both, the
Supreme Court upheld lower-court findings of anticompetitive intent. These
opinions indicate that the defendants were not punished merely because they
sought to dominate their respective markets. They were punished because they
could not offer a reasonable efficiency justification for challenged actions that
were suspect on their face; given this failure, the proper inference is that their
actions were purely anticompetitive rather than the mixed sort involving a
combination of potential benefits to consumers and potential barriers to com-
petition.140

The fact that courts often refer to anticompetitive intent is not, as S&R
suggest, an odd feature that remains largely as a result of some useless prece-
dent. Nor, on the other extreme, is it an indication that judges engage in the
perilous activity of divining actual intent in these cases by looking at what cor-
porate personnel said to each other, to customers, or to reporters.

As we said, unlike price-fixing cases or other settings where the state-
ments of corporate personnel are important for their effect on other actors,
monopolization cases are extremely unlikely to offer meaningful opportunity
or reason to inquire into individuals’ state of mind.141 S&R are quite right in
saying that “[w]hen there are multiple motives and effects, it is impossible to
talk about the purpose of the conduct.”142 Courts could reach the right conclu-
sions without referring to intent, and when they use the term in monopoliza-
tion cases, they are referring more to an analytical construct in the nature of a
burden of persuasion than to an inquiry into personal motives and beliefs.143

What S&R fail to note, however, is that the limited use now made of the
“intent” concept in Section 2 cases takes the law in a very different direction
than either they or DOJ would. Reference to “intent” serves the useful purpose
of constraining courts to apply a sole purpose standard to monopolization
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cases. It reminds decision makers that only if no legitimate purpose is plausible
will courts presume conduct to be sufficiently anticompetitive as to violate Sec-
tion 2’s commands.144 This approach filters out monopolization claims against
defendants where the conduct involves potential consumer benefits coupled
with potential barriers to competition. Courts have decided, correctly in our
view, that monopolization strictures are inappropriate for these types of cases.

The “Special Case” of “Network Markets”

To this point, we have considered the general case for choosing the sole
purpose test over the unnecessarily restrictive conduct test. S&R’s argument,
however, includes the claim that the market for operating software is different,
largely because of network effects. They claim that monopoly is more durable,
and entry more difficult in markets with network externalities.

Even if these observations are true, they do not justify modifying a legal
standard that has been applied reasonably well across the board to all sorts of
industries with varying entry conditions. The key question is whether network
effects prevent entry, or make entry so difficult that it would be appropriate to
treat network industries under a unique legal standard. We know of no evidence
proving entry infeasible in markets with network effects, or demonstrating that
network industries should be judged under a different legal standard.

Moreover, in assessing the difficulty of entry, it is not enough simply to
mention the existence of network effects or the chicken-and-egg problem, fea-
tures asserted by S&R as reasons for treating Microsoft differently from dom-
inant firms in other markets.145 Network effects imply only that successful
entry is difficult, not that it is impossible. Moreover, although network effects
imply that the probability of successful entry is lower than it would be other-
wise, they also imply that the payoff from successful entry is larger than it
would be otherwise.

The incentive to enter is determined by the expected payoff from entry,
which is the product of the probability of successful entry and the payoff from
successful entry. Network effects theory tells us that the probability is lower
and the payoff is higher. It should be clear that this model falls far short of
offering a theoretical demonstration that entry conditions should be assumed
to be radically different in network industries.

Before concluding that the incentive to enter is lower in a network market,
a few questions must be answered. Is the probability of successful entry lower
in a network market than in a comparable market without network effects? If
the probability of successful entry is indeed lower, is the payoff from suc-
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cessful entry larger than in a comparable market without network effects?
It is a commonplace tenet of economic analysis that as expected return on

an investment rises, so does the magnitude of the investment made to compete
for the return.146 This relationship tends to drive investment in such industries
to the point at which the expected return from marginal investment in that arena
equals the return expected elsewhere.147 Why should that not hold for invest-
ment in industries with network effects just as much as for other investments?

While the equal-expected-payoff story is an analytically sound starting
point, there is no guarantee that the equality will hold in all cases. It is possi-
ble, for instance, that risk aversion will skew investment decisions. If there is
a systemic tendency toward underinvestment in riskier propositions, there
could be a reduction in the risk-adjusted value of low probability–high payoff
investments. So far as we know, however, there is no robust explanation for
why thick capital markets would systematically tilt in this direction (which
would overvalue low-risk, low-return investments). Indeed, for at least some
sectors of the market, there is well-developed literature exposing widespread
tendencies to overinvest in risky propositions.148

These explanations primarily address situations involving exogenous con-
straints on capital markets – the U.S. savings-and-loan debacle is a prime
example.149 Agency-cost theory attempts to extend the analysis to corporate
investment more broadly, but these extensions are questionable.150 At present,
the most that can be said with confidence is that the equal-expected-payoff
story is plausible and has not been replaced by any strong alternative.

Let us, however, give S&R the benefit of the argument here. Assume there
is a tendency to underinvest in low probability–high payoff events. If that is
so, and if that describes investment in markets with large network effects, it
still does not provide unambiguous support for intervention. Indeed, interven-
tion in such markets is analogous to a tax on a successful entrant. If the reward
of a high payoff is undervalued already, the threat of an additional penalty to
investments that yield such payoffs would seem a peculiar way of encourag-
ing additional investment.

S&R have a great deal to say about a related topic, the connection between
network effects and innovation incentives. But most of what they say is incon-
clusive and openly speculative. Consider, for example, their observation that
one “might argue that exclusion does not increase total innovation, but actual-
ly decreases innovation competition by reducing the incentives of new
entrants to attempt to compete on the basis of better products.”151

Such observations are weak analytical reeds on which to base important
policy prescriptions. The probability-payoff framework discussed above applies
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to the innovation issue as much as to other investments needed to enter a net-
work industry. If network markets are different in the sense that a favorable
market position, once achieved, is more durable, this merely implies that the
incentive to innovate is generally greater in network markets. The same argu-
ments applicable to investment generally also apply to innovation investments.

Indeed, if there is greater durability to returns from investment because of
greater insulation from the erosion of successes in network markets (which,
we repeat, is not necessarily a correct assumption), that describes the basic
structure thought to encourage innovation. Intellectual property rights en-
hance the payoff from successful innovation while raising other firms’ costs of
competing with the right holder.152 In that sense, the S&R analysis is at odds
with the basic theory behind intellectual property rights.

Such rights are granted to enhance both the quantity and the quality of
new products.153 Weakening them may have effects exactly opposite those
suggested by S&R. Whether our intellectual property laws in fact have the
incentive issue right – both the direction and magnitude of effects from
issuance of those rights — is debated.154 But S&R do not purport to be rewrit-
ing those laws. Instead, they cast their effort as one of analyzing other con-
sumer welfare issues. Furthermore, antitrust litigation hardly seems the right
venue for altering the basic underpinnings of copyright and related laws.

Ultimately, we do not know whether network markets have sufficiently
distinctive characteristics from other markets to merit different treatment
under the law. When S&R ask for a new antitrust standard for those markets,
however, they have a burden of providing more than speculation that invest-
ment may be discouraged and innovation reduced. As with other aspects of
their analysis, they have provided a set of possibilities. In each case these pos-
sibilities are no more likely than the obverse. Such weak speculation is an
unlikely and unwise source of guidance for changing antitrust law. Such an
approach is especially ill advised where the changes would also reduce the
intellectual property protections generally thought to encourage innovation.

CONCLUSION

Mark Twain has a wonderful passage in Life on the Mississippi poking fun
at pseudo-science of his time. Twain begins with the observation, gleaned
from a news story, that soil was being carried down the Mississippi River and
deposited at the delta near the mouth of the river; as the deposits built over
time, the river was becoming shorter, according to the story. From that hum-
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ble start, Twain spun a series of possible consequences, ending with Chicago
and New Orleans joining and electing a single mayor. He asks where but in
science can you find such wholesale returns in conjecture for such a trivial
investment in facts.155 Twain had not encountered modern economic analysis
of antitrust issues.
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three years in prison and fines of $50,000, then $100,000 for individuals (now $350,000)
and $1 million for corporations (now $10 million). See Act of July 2, 1890, ch. 647,
Section 1, 26 Stat. 209 ($5,000 fine, 1 year imprisonment); Act of July 7, 1955, ch. 281,
69 Stat. 282 ($50,000 fine, 3 years imprisonment); Act of Dec. 21, 1974, Pub. L. 93-528,
Section 3, 88 Stat. 1708 ($100,000 individual, $1 million corporate fine); Act of Nov. 16,
1990, Pub. L. 101-588, Section 4(a), 104 Stat. 2880 (amending Sherman Act section 1 to
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increase fines from $1 million to $10 million against corporations, and from $100,000 to
$350,000 against individuals). See S. Rep. No. 101-287, pp. 1-2 (1990) (summarizing
changes). The initial $5,000 fine in 1890 would be roughly equivalent to $100,000 today,
adjusting simply for changes in the consumer price index. If the fine were adjusted to
remain the same size in relation to GNP, it would be roughly $3.2 million today.

13 See United States v. Socony Vacuum Oil Co., 310 U.S. 150, 221 (1940); Appalachian
Coals, Inc. v. United States, 288 U.S. 344, 359 (1933); Increasing Criminal Penalties
Under the Sherman Antitrust Act: Report of House Comm. on Judiciary, 84th Cong., 1st
Sess., H.R. Rep. No. 84-70, p. 5 (1955); Protection of Trade and Commerce Against
Unlawful Restraints and Monopolies: Report of House Comm. on Judiciary, 51st Cong.,
1st Sess., H.R. Rep. No. 51-1707 (1890) (seeking to protect against “evils and oppres-
sion of trusts and monopolies” within the limits of federal power).

14 For explication of this point in a series of antitrust contexts, see Robert H. Bork, The
Antitrust Paradox: A Policy at War with Itself (1978); Richard A. Posner, Antitrust Law:
An Economic Perspective (1976).

15 See, e.g., Business Elec. Corp. v. Sharp Elec. Corp., 485 U.S. 717, 732 (1988); Posner,
supra note 14, p. 3; William F. Baxter, “Separation of Powers: Prosecutorial Discretion,
and the “Common Law” Nature of Antitrust Law,” 60 Texas Law Review 661 (1982).

16 See, e.g., William E. Kovacic, “Reagan’s Appointees and Antitrust in the 1990s,” 60
Fordham Law Review 49 (1991); Andrew M. Rosenfield, “The Use of Economics in
Antitrust Litigation and Counseling,” 1986 Columbia Business Law Review 49.

17 See, e.g., Phillip Areeda and Donald F. Turner, “Predatory Pricing and Related Practices
Under Section 2 of the Sherman Act,” 88 Harvard Law Review 697, 699 (1975); Frank
H. Easterbrook, “Predatory Strategies and Counter-Strategies,” 48 University of Chicago
Law Review 263 (1981) (hereafter Easterbrook, “Predatory Strategies”); Benjamin Klein
and Kevin Murphy, “Vertical Restraints as Contract Enforcement Mechanisms,” 28
Journal of Law & Economics 265 (1988); John S. McGee, “Predatory Pricing Revisited,”
23 Journal of Law & Economics 289, 296-300 (1980). For overviews of this approach,
see William H. Page, “The Chicago School and the Evolution of Antitrust:
Characterization, Antitrust Injury, and Evidentiary Sufficiency,” 75 Virginia Law Review
1221 (1989); Richard A. Posner, “The Chicago School of Antitrust Analysis,” 127
University of Pennsylvania Law Review 925, 932 (1979).

118 See, e.g., Joseph Farrell and Garth Saloner, “Installed Base and Compatibility: Innovation,
Product Preannouncements, and Predation,” 76 American Economic Review 940 (1986);
Michael H. Riordan and Steven C. Salop, “Evaluating Vertical Mergers: A Post-Chicago
Approach,” 63 Antitrust Law Journal 513 (1995); Steven C. Salop, “Strategic Entry
Deterrence,” 69 American Economic Review 335 (1979). See also Lawrence A. Sullivan,
“Post-Chicago Economics: Economists, Lawyers, Judges, and Enforcement in a Less
Determinate Theoretical World,” 63 Antitrust Law Journal 669 (1995).

19 See, e.g., Franklin M. Fisher, “Games Economists Play: A Noncooperative View,” 20 Rand
Journal of Economics 113, 117-119 (1989) (critiquing nip-and-tuck analysis as poor
examples of “exemplifying theory” - theory that “does not tell us what must happen [but
instead] what can happen.”).

20 See Steven C. Salop and David Sheffman, “Raising Rivals’ Costs,” 73 American Economic
Review 267 (1983).

21 Professor William Page concluded that the government initiated the investigation independ-
ent of complaints by Microsoft competitors, but that the competitors played an active
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role in pressing for examination of certain issues. Indeed, he opines that “[T]he magni-
tude and frequency of the contacts between Microsoft’s rivals and the enforcement agen-
cies raise the question whether some form of regularity should be imposed on the lobby-
ing process in major cases.” William H. Page, “Microsoft and the Public Choice Critique
of Antitrust,” 44 Antitrust Bulletin 5, 11 (1999).

22 Ibid., p. 12 (citing James Wallace, Overdrive: Bill Gates and the Race to Control Cyberspace
[1997]). Both the commissioners and the staff split on the question of whether there was
any matter worthy of further action. The commission declined to move forward on a 2-2
vote with the remaining commission member not participating. The two bureaus that
looked into these matters advanced conflicting recommendations, one suggesting further
inquiry, one opposing it. Page, supra note 21, pp. 16-17 (citing Wallace).

23 Some FTC staff thought that Microsoft should grant offsets against payments due under
successor contracts, whereas others thought that Microsoft simply should rebate pay-
ments whenever an OEM did not ship the contracted numbers. Other commission staff
thought that there was nothing problematic about Microsoft’s treatment of OEM pay-
ments, just as staff divided on other issues in the FTC investigation. See supra note 22.
This issue did not arise for OEMs whose shipments exceeded their committed volumes;
they simply owed Microsoft the agreed-upon royalty rate for their extra shipments.

24 See Salop and Romaine, supra note 2, p. 622, n.14 (contracting), 626, 634, n.49 (APIs),
637, n.57 (vaporware).

25 United States v. Microsoft Corp., 1995-2 Trade Cas. (CCH) paragraph 71,096 (D.D.C.
1995). In addition to regulating use of license provisions such as the per-processor
license, the decree regulated the length of license contracts and nondisclosure terms in
certain agreements with other software developers.

26 Salop and Romaine, supra note 2, p. 622, n. 14.
27 Declaration of Kenneth J. Arrow, United States v. Microsoft Corp., 1995-2 Trade Cas.

(CCH) paragraph 71,096 (D.D.C. 1995), available at http://web.lawcrawler.com/
microsoft/usdoj.cases/ 0049.htm (hereafter Arrow Declaration). The portion of the quote
elided in the text states Arrow’s view that the contested practices were a “significant
impediment to the use of the OEM distribution channel by competing operating system
suppliers.” In Professor Arrow’s view, the practices, hence, were “anticompetitive” even
though they did not alter the demand for Microsoft’s operating system.

28 In the agency investigations, the 1994 DOJ complaint and the current DOJ litigation, the
government has defined a narrower market than the text suggests, limited to operating
systems for computers with Intel or Intel-compatible microprocessors. See Complaint,
United States v. Microsoft Corp. (D.D.C. filed July 15, 1994) (No. 94-1564) Paragraph
13, available at http://www.usdoj.gov/atr/cases/f0000/0046.htm (1994 Complaint);
Complaint, United States v. Microsoft Corp. (D.D.C. filed May 18, 1998) (No. 98-1232)
Paragraph 54, available at http://www.usdoj.gov/atr/cases/f1700/fl736.htm (1998
Complaint).

29 Professor Arrow agreed with the DOJ’s characterization of the contested practices as “anti-
competitive” and also agreed that the practices impeded use of the OEM distribution
channel by competing operating systems’ suppliers. However, he did not support DOJ’s
assertions respecting the degree to which those practices noted above affected demand
for Microsoft operating systems. See Arrow Declaration, supra note 27. Nonetheless,
Professor Arrow observed that the consent decree was forward-looking: “The complaint
and proposed Final Judgment address the effects of Microsoft’s licensing practices on
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future sales of competing operating systems.” The end of the challenged licensing prac-
tices five years ago, however, has not led to a surge in popularity of “competing operat-
ing systems” on Intel-compatible computers. Ibid. The continued success of Windows
following the elimination of the disputed contract terms provides at least prima facie
support for Arrow’s conclusion that the contracting practices did not account for the
demand for Microsoft’s products.

30 S&R also spend some time on a third set of allegations involving Microsoft’s version of the
“Java Virtual Machine” (JVM). See Salop and Romaine, supra note 2, pp. 632-633.
Similar allegations gave rise to litigation between Microsoft and Sun Microsystems
(Sun). Sun is the principal pioneer and promoter of the Java programming language that,
in some versions, assertedly allows programs to run on any computer that contains JVM
software. The allegations at issue in the Sun–Microsoft litigation are fairly complex and
not essential to understanding our criticism of S&R’s arguments. The important claims
in the litigation, referenced by S&R, concern Microsoft’s implementation of its license
agreement with Sun in two respects. The first involves Microsoft’s decision to allow a
Java program to gain access to specific Windows features if a program is written to take
advantage of this aspect of Microsoft’s JVM. The second addresses Microsoft’s decision
to restrict a Java program to access capabilities located outside the JVM (Sun claims the
license agreement requires outside access and Microsoft asserts it does not). Apart from
the interpretation of contract language, the Sun–Microsoft controversy is over a choice
between two different methods for allowing Java programs to gain access to a program
external to the JVM. The choice is not between a restricted technology and a cross-plat-
form technology. S&R note that the Microsoft JVM does not necessarily degrade Java
program operation. See Salop and Romaine, supra note 2 (discussing three possible
effects of Microsoft’s version). They treat the creation of Microsoft’s Windows-oriented
version of the JVM as potentially anticompetitive even though it appears to provide an
additional alternative for software programs. At present, programmers can choose to use
the Windows-specific features in Microsoft’s JVM, can write a Java program that takes
advantage of features associated with certain other JVMs, or can write a Java program
that should be able to run on Sun’s, IBM’s, or Netscape’s JVM as well as on Microsoft’s
JVM. (This is possible, for example, using the JVM being produced by Transvirtual
Technologies, which implements both Sun’s and Microsoft’s enhancements to Java and
should run programs designed for either approach. See Transvirtual Technologies, Inc.
[accessed September 23, 1999], http://www.transvirtual.com [advertising “cross-platform
Java solutions”].) In this context, it is hard to see the Sun–Microsoft contest over Java
license terms as central to the arguments S&R advance. That, along with the complexity
of the factual disputes, informs our decision not to treat this subject further here.

31 S&R assert that Microsoft provided benefits that made the price of its Internet Explorer
“negative” in some instances. Salop and Romaine, supra note 2, p. 639.

32 Ibid., p. 636.
33 Microsoft’s initial release of Windows 95 as an upgrade for consumers did not include

Internet Explorer, though subsequent releases did. Also, downloads from Microsoft’s
Web site were available prior to the upgrade release in an integrated version.

34 Microsoft’s view, however, is that the concept of “bundling” is inapposite, as all of the vari-
ous versions of Internet Explorer were improvements to the Windows operating system,
not unrelated programs. Hence, rather than combining two different products, Microsoft
was adding new or improved features to its operating system to make the system more
attractive to potential customers. The different conceptions of the software – and con-
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comitant differences in terminology – often make the discussions of a single event by
Microsoft supporters and opponents difficult to follow. Even where we find Microsoft’s
view compelling, we will try to describe events in ways that will be comprehensible to
those who approach matters from a different vantage.

35 Salop and Romaine, supra note 2, p. 636.
36 See Ronald A. Cass, “Copyright, Licensing, and the ‘First Screen,’” 5 Michigan

Telecommunications and Technology Law Review 35 (Issue No. 2, 1999). See also
United States v. Microsoft Corp., No. 98-1232 (D.D.C. 1998) and New York ex rel.
Vacco v. Microsoft Corp., No. 98-1233 (D.D.C. 1998), direct testimony of Richard L.
Schmalensee, January 3, 1999, Paragraph 357, available at http://www.microsoft.com/
presspass/trial-mswitness/schmal/schmal.htm (hereafter Schmalensee Direct).

37 See Cass, supra note 36, pp. 57-59.
38 Although subscribers can rely strictly on AOL’s software to access AOL features through

the dial-in network or to access and browse the Internet, the AOL software allows flexi-
bility in both access to and use of the Internet. The current version of AOL’s software
allows subscribers with other Internet connections to access AOL without using the AOL
dial-in network. In addition, subscribers who access the Internet through AOL can use
browsers other than that provided with the AOL software and can even use AOL key-
words to download copies of Netscape’s browser.

39 The government argues that AOL decided to contract with Microsoft because Microsoft
offered AOL “preferential treatment” in its visibility on the Windows desktop. Microsoft
did offer to distribute AOL’s software with Windows and to make the software accessible
to the user through a folder on the Windows desktop. Evidence in the record, however,
suggests that the basis for the choice of Microsoft over Netscape principally was the for-
mer’s provision of a “componentized” browser that allowed greater flexibility to AOL.
See Schmalensee Direct, supra note 36, Paragraphs 285, 405-407, 412.

40 Ibid., Paragraph 203. See also Harold Demsetz, “Why Regulate Utilities?,”  11 Journal of
Law and Economics 55 (1968) (under appropriate conditions – specifically, all produc-
tion inputs available to bidders at prices determined in the market and no collusion
among bidders – competitive bidding in natural monopoly setting results in competitive
prices); Richard A. Posner, “The Appropriate Scope of Regulation in the Cable Television
Industry,”  3 Bell Journal of Economics 98, 115 (1972) (critiquing overregulation of bid-
ding for cable franchises: “As long as there [is] more than one bidder and collusion
among bidders [is] prevented - conditions that ought not to be insuperably difficult to
secure – the process of bidding subscriber rates down and quality of service up would
eliminate monopoly pricing and profits.”).

41 Salop and Romaine, supra note 2, p. 638, n.58.
42 For similar arguments, see Thomas G. Krattenmaker and Steven C. Salop, “Anticompetitive

Exclusion: Raising Rivals’ Costs to Achieve Power Over Price,”  96 Yale Law Journal
209, 223-230 (1986); Thomas G. Krattenmaker and Steven C. Salop, “Analyzing
Anticompetitive Exclusion,” 56 Antitrust Law Journal 71 (1987).

43 S&R would not make this the sole determinant of liability, as a firm engaged in conduct
with anticompetitive effects could avoid liability under their test if its conduct were
shown to generate greater benefits for consumers than harm. See Salop and Romaine,
supra note 2, pp. 659-665. We address their proposed legal standard later in this article,
but we object at the outset to casting the net of possible anticompetitive effects as broadly
as the S&R approach does.
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44 See discussion, supra note 23, and accompanying text.
45 Of course, this is only true looking at the matter after the fact, after the contract is signed. It

does not reflect the OEMs’ calculation when considering the contract before the fact.
46 See Salop and Romaine, supra note 2, pp. 627-629, 638-639.
47 This concern apparently influenced some FTC staff participating in the investigation of

Microsoft. See supra notes 22 and 23.
48 See Complaint, Caldera, Inc. v. Microsoft Corp., 181 F.R.D. 506 (D. Utah 1998) (No. 96-

CV-645-B).
49 Caldera purchased Novell’s DR DOS assets in July 1996. Its litigation against Microsoft

was filed on the day it completed the purchase. See Caldera, Inc., Software Developer
Caldera Sues Microsoft for Antitrust Practices, Jul. 24, 1996 (press release).

50 Salop and Romaine, supra note 2, p. 623.
51  Ibid., p. 623.
52 Ibid., pp. 624-645.
53 Ibid., pp. 621-622.
54 See Michael Cusumano and David Yoffie, Competing on Internet Time (1998), p. 99;

Schmalensee Direct, supra note 36, Paragraphs 248, 270-282.
55 We believe this is an accurate characterization of S&R’s argument. S&R do not, however,

analyze Microsoft’s position carefully. They do not find that PC operating systems is the
relevant antitrust market; instead, they assume that it is, just as they assume that Micro-
soft has monopoly power, declaring that it “is not implausible that Microsoft has monop-
oly power in a market for operating systems.” Salop and Romaine, supra note 2, p. 620.

56 Estimates of past browser share vary, but all estimates give Netscape the lead for a consid-
erable time, certainly including all of 1995-97. If the AOL browser (which is based on
Internet Explorer) is included with Internet Explorer use, then Internet Explorer became
the leading browser in 1998. If the AOL browser is classified as a separate browser,
Netscape would still be the leading browser through 1998 and into 1999, with a share of
overall use estimated at approximately 40 percent. Estimates of a browser share as high
as 80 percent for Netscape in 1996, however, appear exaggerated and based on data that
fail to count many users who accessed the Internet using a browser provided by AOL or
other online services. See Schmalensee Direct, supra note 36, App. D (Estimates of Use
of Browsing Software), Paragraphs 3, 44, 47-52.

57 See Schmalensee Direct, supra note 36, Paragraphs 207-214.
58 Although S&R treat browsers as a separate market from operating systems, they expressly

abjure reliance on that, stating that “whether the browser is treated as part of the operat-
ing system or as a separate market is not crucial to our analysis.” Salop and Romaine,
supra note 2, p. 620.

59 See Schmalensee Direct, supra note 36, Paragraphs 289-290.
60 That is true regardless of the identity of the competitor(s) losing share to the new entrant,

despite S&R’s focus on the fortunes of Netscape’s browser. See Salop and Romaine,
supra note 2, pp. 636-642. In the case of Internet Explorer, moreover, survey data sug-
gest that its gain in relative share of browser use primarily came through success against
competitors other than Netscape, and especially from consumers using Internet Explorer
in preference to AOL’s Booklink Web browser. Indeed, Dean Schmalensee’s review of
the survey data concluded that roughly 85 to 90 percent of the relative increase in Internet
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Explorer’s use between the fall of 1996 and early 1998 resulted from consumers choos-
ing Internet Explorer over those other browsers and less than 15 percent from a relative
decline in use of Netscape. See Schmalensee Direct, supra note 36, Paragraphs 289-290.

61 That much is not disputed, though the sides in the DOJ–Microsoft case debate how much of
the increase for Internet Explorer came at Netscape’s expense. See supra note 60.

62 See Stanley J. Liebowitz and Stephen Margolis, Winners, Losers and Microsoft:
Competition and Antitrust in High Technology, chapter 8 (Independent Institute), 1999.

63 Many of these factors, however, also are targeted by S&R as possible antitrust violations.
Product improvement, such as that attained through improved integration of desirable
features, can be exclusionary conduct under the S&R analysis. Although they would off-
set consumer benefits from such conduct (at least some consumer benefits), they are
unwilling to exempt from antitrust penalties conduct that enhances consumer enjoyment
of a product, improves its operation, or creates other forms of efficiency. See Salop and
Romaine, supra note 2, pp. 643-645.

64 Dean Schmalensee has taken the position, earlier advanced by Professor Fisher, that market
definition is as apt to be misleading as instructive in many cases. See United States v.
Microsoft Corp., No. 98-1232 (D.D.C. 1998) and New York ex rel. Vacco v. Microsoft
Corp., No. 98-1233 (D.D.C. 1998), cross-examination testimony of Richard L.
Schmalensee, Jan. 13, 1999, p.m. Session, transcript, pp. 25-26, available at
http://www.microsoft.com/presspass/trial/transcripts/jan99/01-13-pm.asp. For that rea-
son, he has spoken of a “competitive arena” rather than a “market” for platforms. We do
not believe that there is any important difference in this terminology and will use the
terms interchangeably.

65 See discussion, supra note 30.
66 See United States v. Microsoft Corp., No. 98-1232 (D.D.C. 1998) and New York ex rel.

Vacco v. Microsoft Corp., No. 98-1233 (D.D.C. 1998), cross-examination testimony
of Franklin M. Fisher, Jun. 3, 1999, a.m. Session, transcript, pp. 33-34, available at
http://www.microsoft.com/presspass/trial/transcripts/jun99/06-03-pm.asp (hereafter
Fisher Cross).

67 See United States v. Microsoft Corp., No. 98-1232 (D.D.C. 1998) and New York ex rel.
Vacco v. Microsoft Corp., No. 98-1233 (D.D.C. 1998), testimony of Franklin M. Fisher,
Jan. 5, 1999, Paragraphs 124-126, available at http://www.usdoj.gov/atr/cases/f2000/
2057.htm (hereafter Fisher Direct).

68 See, e.g., Kenneth J. Arrow, Social Choice and Individual Value (rev. ed., John Wiley),
1963, pp. 186-194; Allan Feldman, Welfare Economics and Social Choice Theory
(Nijhoff), 1980, pp. 186-194; Frank H. Easterbrook, “Ways of Criticizing the Court,” 95
Harvard Law Review 802 (1982); Eugene F. Fama and Michael C. Jensen, “Separation
of Ownership and Control,” 26 Journal of Law and Economics 301 (1983); Kenneth
Shepsle, “Congress is a They, Not an It: Legislative Intent as Oxymoron,” 12
International Review of Law and Economics 239 (1991).

69 See Fisher et al., supra note 1, p. 272.
70 Salop and Romaine, supra note 2, p. 660, n.121.
71 Ibid., p. 660.
72 See discussion infra notes 135-144 and accompanying text.
73 See authorities cited in note 18.
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74 See, e.g., Areeda and Turner, supra note 17; Joseph F. Brodley and George Hay, “Predatory
Pricing: Competing Economic Theories and the Evolution of Legal Standards,” 66
Cornell Law Review 738 (1981); Avinash Dixit, “Entry and Exit Decisions Under
Uncertainty,” 97 Journal of Political Economy pp. 620, 620-638 (1989); Easterbrook,
“Predatory Strategies,” supra note 17; Paul Joskow and Alvin Klevorick, “A Framework
for Analyzing Predatory Pricing Policy,” 89 Yale Law Journal 213 (1979); McGee, supra
note 17; Paul Milgrom and John Roberts, “Predation, Reputation, and Entry Deterrence,”
27 Journal of Economic Theory 280 (1982); Paul Milgrom and John Roberts, “Limit
Pricing and Entry Under Incomplete Information: An Equilibrium Analysis,” 50
Econometrica 443 (1982); Janusz Ordover and Garth Saloner, “Predation,
Monopolization, and Antitrust,” in The Handbook of Industrial Organization, vol. 1, pp.
537-596 (Richard Schmalensee and Robert D. Willig, eds., North-Holland), 1989; Garth
Saloner, “Predation, Mergers, and Incomplete Information.” 18 Rand Journal of
Economics 165 (1987).

75 Salop and Romaine, supra note 2, p. 641 (emphasis added).
76 Ibid., p. 642.
77 See, e.g., Thomas C. Schelling, The Strategy of Conflict (Harvard University Press), 1960,

pp. 119-161, 230-254 . Our point here is not that mutually assured destruction was the
best strategy, only that it raises a critical analytical issue.

78 Salop and Romaine, supra note 2, p. 641. See also Easterbrook, “Predatory Strategies,”
supra note 17.

79 In noting as a possible explanation for predatory pricing the predator’s interest in gaining a
reputation as a predator, S&R might intend to offer an explanation divorced from the
predator’s expectation of recoupment. Although the concept is controversial. Judge
Posner has explained why a strategy of predation without recoupment is plausible in
peculiar circumstances. See Posner, supra note 14, pp. 185-186. The Microsoft example,
however, does not come close to the circumstances Judge Posner describes. Microsoft
competes in markets that are not nearly so closed to competition as would be necessary
to make a plausible case for predation for reputation’s sake alone.

80 Fisher Direct, supra note 67, Paragraph 122.
81 Ibid., Paragraphs 123-124.
82 See United States v. Microsoft Corp.. No. 98-1232 (D.D.C. 1998) and New York ex rel.

Vacco v. Microsoft Corp., No. 98-1233 (D.D.C. 1998), redirect testimony of Franklin M.
Fisher, Jan. 12, 1999, a.m. Session, transcript, p. 38, available at
http://www.microsoft.com/presspass/trial/transcripts/jan99/01-12-am.asp (hereafter
Fisher Redirect).

83 This could be true even if the browser were distributed at a “negative” price. See supra note 31.
84 Schmalensee Direct, supra note 36, Paragraphs 556, 563; United States v. Microsoft Corp.,

No. 98-1232 (D.D.C. 1998) and New York ex rel. Vacco v. Microsoft Corp.. No. 98-1233
(D.D.C. 1998), direct examination testimony of Richard L. Schmalensee, Jun. 21. 1999,
p.m. Session, transcript, pp. 56-60, available at http://www.microsoft.com/presspass/trial/
transcripts/jun99/06-21-pm.asp; Defense Exhibit 2763, United States v. Microsoft Corp.,
No. 98-1232 (D.D.C. 1998) and New York ex rel. Vacco v. Microsoft Corp., No. 98-1233
(D.D.C. 1998), available at http://www.microsoft.com/presspass/trial/exhibits/jun99/
2763/sld001.asp.

85 Schmalensee Direct, supra note 36, Paragraphs 577-562. Microsoft’s construction of
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Internet Explorer as part of its operating system is consistent not only with past behavior
by Microsoft but also with industry norms. Nearly all (perhaps all) commercially avail-
able desktop operating systems incorporate browsing functions, including Apple’s
MacOS, IBM’s OS/2, Sun’s Solaris, Be’s BeOS, and the Caldera and Red Hat versions
of the Linux operating system. At least one firm, IBM, integrated browsing functions
with its operating system prior to Microsoft’s release of Windows 95. And all of these
firms integrated browsing functions without separate charges.

86 United States v. Microsoft Corp., No. 98-1232 (D.D.C. 1998) and New York ex rel. Vacco v.
Microsoft Corp., No. 98-1233 (D.D.C. 1998), direct examination testimony of Franklin
M. Fisher, Jun. 1, 1999, a.m. Session, transcript, p. 70, available at http://
www.microsoft.com/presspass/trial/transcripts/jun99/06-01-am.asp.

87 Ibid., pp. 38-39.
88 See, e.g., Posner, supra note 14, p. 189 (pricing below short-run marginal cost is predatory;

pricing below long-run marginal cost is predatory only if coupled with anticompetitive
intent); Areeda and Turner, supra note 17.

89 In the case of an industry in which there are substantial scale economies, short-run margin-
al cost is greater than long-run marginal cost for levels of output below the long-run
minimum-cost scale. A firm that takes a long-term view has an incentive in this setting to
set its price below short-run marginal cost. With respect to “immature” products or
industries, predatory pricing doctrine has recognized the difficulties in this area by creat-
ing exceptions for firms that use promotional discounts in order to establish themselves
in a competitive market. See, e.g., A.A. Poultry Farms, Inc. v. Rose Acre Farms, Inc., 881
F.2d 1396, 1400 (7th Cir. 1989) (on promotional discounts, citing Buffalo Courier-
Express, Inc. v. Buffalo Evening News, Inc., 601 F.2d 48 [2d Cir. 1979]).

90 Professor Fisher himself had difficulty answering questions that are critical to this inquiry,
and he declined to offer an opinion on a key variable in making this calculation (price
elasticity of demand). Notably, the colloquy on this issue occurred in a context that
should make the calculation much more straightforward than typically would be the
case, as Fisher was asked only to find the theoretical short-run profit-maximizing price
for Windows on the assumption that Microsoft enjoyed a monopoly in the market
defined by the government. See Fisher Cross, supra note 66, pp. 40-42. For this purpose,
a monopolist can be assumed to face the industry demand curve, avoiding a need for
firm-specific demand information.

91 Indeed, several empirical studies of pricing find that managers typically use cost-based
rules of thumb largely as a way of coping with uncertainties in the estimation of demand.
See Frederick M. Scherer and David Ross, Industrial Market Structure and Economic
Performance (Houghton-Mifflin Co.), 3d ed., 1990, p. 262 (reviewing empirical studies
of price setting). Presumably firms use rules of thumb because it is too costly to obtain
accurate estimates of the demand functions for their products before setting price.

92 See Fisher Cross, supra note 66, p. 13 (answering that, due to the complexities involved,
Fisher does not believe that an econometric model can be constructed to estimate the
amount by which Microsoft’s conduct has raised rivals’ costs). See also Joseph Nocera,
“The Big Blue Diaries” Fortune, July 5, 1999, pp. 132, 134 (“[Professor Fisher’s] testi-
mony is almost entirely lacking in hard figures.”).

93 Fisher Redirect, supra note 82, pp. 21-22.
94 As distinct from the market for PC operating systems.
95 See infra notes 145-154 and accompanying text.
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96 The argument in fact is not that Microsoft will recoup losses on Internet Explorer through
higher future charges, but that losses on Internet Explorer allow Microsoft to continue to
charge a monopoly price for Windows today. See United States v. Microsoft Corp., No.
98-1232 (D.D.C. 1998) and New York ex rel. Vacco v. Microsoft Corp., No. 98-1233
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Section 2: Antitrust Policy and the New Economy

Essay 12

The Returns to Investments in Innovative Activities:
An Overview and an Analysis of the Software Industry

by Josh Lerner

For antitrust enforcers, one of the classic signs of market power – and
likely consumer harm – is high and sustained profits. “Supernormal” profits
imply that barriers to entry have prevented competition from driving down the
rate of return to just the opportunity cost of capital. Microsoft, arguably the
most successful corporation of the last two decades, seems to fit this criterion
well: Earnings per share have increased 24-fold between 1990 and 2000, and
the return on stockholder equity in the latter year exceeded 20 percent. But
two factors specific to so-called New Economy industries alter this calculus.
First, much of the profit may be a return to intellectual capital, which may not
show up on the corporate balance sheet. Second, and more relevant here,
investments in firms before they were successful were enormously risky.

Here, Josh Lerner of the Harvard Business School examines the returns to
high-risk New Economy startups. While the rates of return on large portfolios
of such investments have been reasonably high, the distribution of returns has
been heavily skewed: A small percentage of enterprises account for virtually
all of the portfolios’ gains in market value, revenues, and employment.
Moreover, the risk in investing in startups apparently can’t be substantially
reduced by means of sophisticated analysis. Professional venture capitalists
also experienced many disappointing investments.

Thus, from the policymaker’s perspective, the potential consequences of
regulating the returns of the winners (through price regulation or antitrust
enforcement) can be quite dramatic.
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Lerner illustrates this with two case studies: Comsat (the first successful
communications satellite enterprise), and Genzyme (a maker of biotechnolo-
gy-derived pharmaceuticals). In both cases, the government intervened, or
threatened to intervene, after the fact to limit the company’s profits. And in
both cases, the market reacted by subsequently reducing the industry’s access
to risk capital.

“Because it is often impossible to predict which innovations will succeed,”
Lerner concludes, “investors need to be assured that they will receive substan-
tial returns from successful investments to offset the unsatisfactory returns
from the many failed or less successful projects.” Lerner’s bottom line: “If in-
vestors believe that they will be denied these returns by regulators, their will-
ingness to fund the development of the next generation of innovative technolo-
gies will be greatly reduced.” — D.S.E.

INTRODUCTION

This paper considers the structure of returns to investments in innovative
activities, and its implications for public policy. The paper highlights, through
both statistical and case-study analyses, the importance of allowing attractive
returns to the financiers of successful innovations. The failure to do so can
have a chilling effect on the willingness of private investors to fund the devel-
opment of subsequent generations of innovative technologies.

This paper is divided into three parts. The first section considers the theo-
retical literature on the economics of technological change. It highlights two
propositions. First, the returns to innovative projects are likely to be highly
skewed. Second, a variety of factors make it difficult for investors to select
firms that are likely to be successful in advance.

The second section considers the empirical evidence. It shows that, meas-
ured in a variety of ways, a small number of projects generate the bulk of the
returns. This is true whether licensing revenues to universities, financial
returns to venture capitalists, rewards to investors in initial public offerings,
implicit patent valuations, or overall firm growth is used as a yardstick. The
section reviews earlier studies examining a variety of industries, and then
undertakes an original analysis demonstrating that these patterns hold for the
software industry.

The third section considers the implications for public policy. The highly
skewed distribution of returns and the great difficulty of determining in
advance which projects will succeed have stark implications: Regulation lim-
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iting the return of even a few of the most successful projects is likely to deter
further investments in risky projects. Without the assurance that they can real-
ize a high return from their most successful investments, rational investors are
unlikely to be willing to incur the losses associated with the many failures.

The fourth section illustrates these conclusions with two case studies,
cases in which regulators limited the return of successful innovators. In both
cases, the regulation had a chilling impact on subsequent investment.
Although it is problematic to generalize from case studies, these episodes cer-
tainly raise concerns about the impact that regulatory intervention can have in
high-technology industries such as software.

THE DISTRIBUTION OF RETURNS TO INVESTMENTS
IN INNOVATIVE ACTIVITIES

Before considering the evidence on returns to investments in innovation,
it is important to understand the reasons for these investment patterns. Why do
investors in innovative activities – for example, corporations choosing among
internal projects or venture capitalists screening business plans – select so
many poor investments for every truly successful one funded?

I consider this question in two parts. This section first offers reasons why
the returns to high-technology innovations are highly skewed. Second, it con-
siders why selecting successful innovative projects in advance is difficult. I
describe the factors that make it difficult for investors to identify the projects
that will ultimately generate the bulk of the returns.

Why Are the Returns to High-Technology Projects Skewed?

Since the late 1970s, economists have developed a rich array of “racing”
models to describe technological competition between firms.1 These simple
models depict technological competition between two or more firms. As orig-
inally specified by Gilbert and Newbery (1982), the literature considered a set-
ting where innovations were not too large and were certain to be made by the
party that spent the most on R&D. The model suggested that, although there
might be a number of firms competing initially in an industry, as the industry
evolved there would be a separation between successful and successful firms.
The leaders would generate all the profits, and the rivals would drop out and
receive nothing.

Reinganum challenged some of these assumptions. In her “cannibaliza-
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tion” models (1983, 1984), she considered a setting in which an incumbent
monopolist’s position is endangered by a potential innovation. The innovation
is a radical one – i.e., the discoverer will enjoy a monopoly position. The time
of the actual discovery is not known, with the probability of discovery increas-
ing with the amount spent on research and development. The time until the
next innovation – and hence the duration of the current leader’s monopoly
profits – declines with each firm’s investment. In this setting, she demonstrates
that the incumbent will have less incentive to invest in research than the
entrant, who enjoys no profits in the current period. The leader is consequent-
ly likely to be surpassed by the follower.

This model, as generalized by Fudenberg et al., and Harris and Vickers,
generates predictions of skewed outcomes similar to the Gilbert and Newbery
model. Fudenberg et al. consider a race in which there is a lag between the
time the follower and leader learn of each other’s progress (1983). During
each period, a firm may invest and advance one or two spaces. Thus, it is pos-
sible for the following firm to leapfrog the leader. As long as the follower has
some chance of becoming the leader during the information lag, it will con-
tinue to invest in R&D. There will be vigorous competition until the follower
trails the leader by more than one space, at which point the follower will drop
out of the race. A similar result emerges from Harris and Vickers’ more gen-
eral treatments of R&D races (1985, 1987): Intense competition lasts only as
long as the leader is not “too far” ahead. Again in these models, there is like-
ly to be a skewed distribution of outcomes. Intense competition takes place
between a few successful firms, while most firms that fall behind will drop out
of the technological competition.

Why Can’t Investors Identify Successful Innovations
in Advance?

It is also important to realize that it is difficult for investors to discover in
advance which firms are likely to be the successful ones. The reason lies in the
formidable incentive and information problems associated with the financing
of innovation. Innovative projects are typically associated early on with a great
deal of uncertainty, where wide gaps in information between researchers and
investors are commonplace. These projects typically generate substantial
intangible assets, which are difficult to value and may be impossible to resell
if the project fails. Similarly, market conditions in many of these industries are
highly variable. The nature and magnitude of these problems create many
opportunities for unsuccessful investment decisions.2
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The first of these four problems, uncertainty, is a measure of the array of
potential outcomes for a company or project. The wider the dispersion of
potential outcomes, the greater the uncertainty. By their very nature, efforts to
accomplish significant innovations are associated with high levels of uncer-
tainty. In addition to questions about the technical feasibility of the proposed
innovation, often the magnitude of the returns to successful projects remains
uncertain. The extent of intellectual property protection that a new high-tech-
nology product will receive is also often very unclear. High uncertainty means
that investors and researchers cannot confidently predict what the returns to
the project will be.

Uncertainty affects the willingness of investors to contribute capital and
the inclination of suppliers to extend credit, as well as the decisions of
researchers and their managers. If the researchers and managers are averse to
taking risks, it may be difficult to induce them to make the right decisions.
Conversely, if they are overly optimistic, they may spend on projects that have
little chance of success, and consequently generate negative returns.

The second factor, asymmetric information, is distinct from uncertainty.
Because of his day-to-day involvement, the researcher knows more about a
project’s prospects than investors, suppliers, or strategic partners. Various
problems arise in settings where such asymmetry prevails. For example, the
researcher may take detrimental actions that investors cannot observe, under-
taking a riskier strategy than initially suggested or not working as hard as the
investor expects. The entrepreneur might also invest in projects that build his
reputation at the investors’ expense.

Asymmetric information can also lead to selection problems. The scien-
tist who makes a potentially important discovery may exploit the fact that she
knows more about the project – or her own abilities – than her investors do.
Investors may find it difficult to distinguish between truly revolutionary tech-
nologies and impractical ones. Without the ability to screen out unacceptable
projects, investors are unable to make efficient and appropriate decisions.

The third factor is the nature of the assets created by research and devel-
opment. Firms that have tangible assets – e.g., machines, buildings, land, or
physical inventory – may find financing easier to obtain or may be able to
obtain more favorable terms. The ability to abscond with the firm’s source of
value is more difficult when it relies on physical assets. But when the most
important assets are intangible, raising outside financing from traditional
sources may be more challenging. For many innovative projects, the primary
assets are patents, trade secrets, or informal “know-how.” In this setting, it is
often difficult to attract investors, because there can be little assurance that
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returns will accrue to the investors.
Market conditions also play a key role in determining the difficulty of

financing innovation. Product markets may be subject to substantial fluctua-
tions. By the same token, the supply of capital from public investors and its
cost may vary dramatically. These variations may be a response to regulatory
edicts or shifts in investors’ perceptions of future profitability. As a result,
investors may find that projects they have financed fail for reasons that are
entirely unforeseen and have little to do with the behavior of the firm.

These problems may appear to be quite abstract. But as seen below, they
have very real implications for the returns that investors in innovative tech-
nologies enjoy.

THE EMPIRICAL EVIDENCE

This section reviews the published empirical evidence on the pattern of
returns to innovative activities, as well as presenting original evidence. It first
summarizes the patterns from a variety of studies across high-technology
industries, and then considers new evidence from the Corporate Technology
Information Services database regarding returns in the software industry.

Review of Cross-Industry Studies

A wide variety of studies have examined the returns from investments in
innovative activities. Despite the varying measures employed and the different
industries under study, the conclusions are remarkably consistent: The returns
are highly skewed, with a small subset of projects generating the bulk of the
profit.

This section summarizes the evidence from a wide variety of studies that
assess the returns to investments in innovative projects across high-technolo-
gy industries. It does not consider the numerous studies of returns in particu-
lar industries. Those results, however, appear to be generally consistent with
the cross-industry evidence.3

Perhaps the most detailed level at which the returns to investments in
innovative projects can be studied is the patent level. (In many cases, firms
will take out multiple patents on a single innovation.) Unfortunately, it is fre-
quently difficult to determine the costs of developing a particular patent:
Analysts are typically confined to examining the distribution of patent valua-
tions instead.
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An extensive literature has sought to infer the distribution of patent values
from the propensity of patent holders to renew their awards. In many nations,
patent holders must pay renewal fees at fixed intervals in order to continue to
receive protection for their ideas. Since the pioneering work of Pakes and
Schankerman (1984) and Pakes (1986), researchers have examined these
issues using European data: European countries adopted renewal fees earlier
than the United States, and these fees have typically been higher. By examin-
ing the percentage of patents renewed at each interval, we can infer the over-
all distribution of patent values.

The most recent and sophisticated treatment of these issues (Lanjouw,
1993) demonstrates that the distribution of patent values is highly skewed. She
suggests that the top 10 percent of patents account for a disproportional share
of the value of all patents across a variety of industries. In patents related to
computer hardware, for example, the most valuable decile of patents accounts
for 40.2 percent of their total value. In textile patents, the share of the top
decile is 43.1 percent; in engines, 34.7 percent. Thus, if innovators were not
allowed to receive the full returns from the most valuable patents, the average
value of a patent would drop dramatically. For example, if innovators did not
receive any value from the top 5 percent of computer hardware patents, the
average value of a patent would fall by more than one-quarter.

An alternative measure of patent value is the royalty income generated
from licensing. Unfortunately, only a subset of corporate patents are licensed.
These licenses often involve large numbers of patents, making the observation
of the returns from particular patents impossible. Furthermore, it might be
thought that in many cases the patents that are licensed are not representative
of all patents awarded to the corporation. For example, a corporation may be
reluctant to license its most valuable patents because it believes that it will not
be fairly compensated (because of the information problems discussed above).

Scherer, Harhoff, and Kukies (1998) address this problem by examining
the distribution of licensing revenues generated by universities. Universities
are likely to license all valuable patents, because they are unlikely to under-
take commercial development themselves. Using data on 576 licensed patents
(or “bundles” of several patents) from seven universities, the authors show that
the top 10 percent of patents account for between 84 and 93 percent of the
total revenues generated from patent licensing by these institutions.4

As discussed above, one of the inherent limitations with studies of patents
is that it is very difficult to measure the timing or magnitude of the costs asso-
ciated with their development. This concern can be addressed by examining
the returns from investments in companies specializing in innovative projects.
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Studies have focused on the financial returns from two subsets of firms where
firm value is highly tied to the pursuit of innovative activities: privately held
firms backed by venture capitalists, and initial public offerings (IPOs) of high-
technology firms.

Venture capitalists typically specialize in investing in young, privately
held firms pursuing innovative activities. More than 80 percent of venture cap-
ital investments have been in the information technology and life science
fields, where firm value is inextricably linked to product and process innova-
tions (Gompers and Lerner, 1998). A major focus of venture capitalists is
screening out proposals that are unlikely to be successful: Field studies sug-
gest that between 100 and 200 proposals are rejected by the typical venture
organization for every one funded. Financings are often made conditional on
extensive due diligence and the identification of another venture organization
that is willing to co-invest.

Despite these efforts, the financial returns to venture capital investments
are highly skewed. Huntsman and Hoban (1980) review 110 investments by
three venture capital organizations made between 1960 and 1975. The aggre-
gate gross rate of return (i.e., before any deductions for management fees or
incentive compensation for the venture capitalists, but after some deduction
for fees associated with the transactions) was 18.9 percent. As Figure 1 illus-
trates, however, the distribution of the returns across particular transactions
was highly uneven. Investors suffered complete losses (100 percent) in 17 per-
cent of the sample, and the median return was only 4 percent. Just one-quar-
ter of the sample exceeded the average return of the portfolio. If the nine top
performers (8 percent of the sample of 110 firms) are removed, the rate of
return of the entire portfolio falls from 18.9 percent to 7.6 percent. If the top
17 performers (15 percent of the sample) are removed, the return of the port-
folio is negative.5

These results appear to have changed little as the venture capital industry
has matured. For example, Horsley (1997) examines a crude measure of the
return from 1004 venture capital investments between 1985 and 1992. Rather
than calculating an internal rate of return, he simply measures the difference
between the cost of each investment and the value at the time that the venture
capitalist liquidated the firm or sold or distributed its shares.6 The total differ-
ence between cost and value was $6.1 billion: The original investment was
$2.8 billion, and the value as calculated was $8.9 billion. Of this $6.1 billion,
however, the best 76 investments (the top-performing 7.5 percent) accounted
for $3.5 billion, or more than one-half, of the total gains. Although this meas-
ure is a cruder one than that employed by Huntsman and Hoban (1980), it
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suggests that the extreme skewness of returns that they observed continues to
characterize the industry.

An alternative measure is that of the performance of IPOs of high-tech-
nology firms. Because many of these firms go public while they are still pur-
suing significant innovations, the stock returns should reflect the evolution of
their innovative efforts. Scherer, Harhoff, and Kukies (1998) examine the dis-
tribution of values at the end of 1995 of 110 venture-backed firms that went
public between January 1983 and December 1986. Although the authors make
no effort to market-adjust returns, and their treatment of acquired and delisted
firms is somewhat ambiguous, skewed outcomes are again the rule. The top 10
percent of the IPOs account for 62 percent of the value at the end of 1995.

Analysis of the Software Industry

The analyses summarized above suggest that, using a variety of measures,
the returns to innovative activities are very skewed across a variety of indus-
tries. This section examines whether these patterns hold as well in computer
software. It might be thought that, because of the particular characteristics of
the industry (e.g., low manufacturing costs), the distribution of returns to inno-
vation would be different. But using a proxy for the change in value – the
growth of software firms – I show that the same distribution seen in other
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industries holds here. A very modest number of firms account for the bulk of
the industry’s success.

Ideally, I would have examined the change in value of software compa-
nies. Unfortunately, only a small fraction of companies are publicly traded: Of
the more than 12,000 software enterprises identified in the database described
below, a little more than 5 percent were stand-alone publicly traded entities. I
focused instead on two alternative measures: sales and employment growth.
The valuations assigned to private firms by venture capitalists have been
shown to be highly correlated with these two measures (Gompers and Lerner
[1998a]).

I employ a panel data set of computer software companies between 1990
and 1998 compiled by the consulting firm Corporate Technology Information
Services (CorpTech). This firm’s Corporate Technology Directory is the most
comprehensive directory of U.S. high-technology firms. It precisely identifies
the industry in which each firm belongs, as well as estimating employment
and sales for each firm based on survey responses and independent estimates.
The Corporate Technology Directory is one of the few business directories
that uses rigorous procedures to identify (and correct) problematic responses,
and is very aggressive in tracking down and ascertaining the status of non-
respondents. This data set includes all software firms active during this period
that CorpTech could identify, including those that were acquired or liquidated
in the interval.

I employ a special tabulation of the database undertaken by CorpTech that
had not previously provided archived data to academic researchers. The result-
ing data set consisted of all software firms in its database that were active
between January 1990 and July 1998.7 The data set consists of 12,268 firms.
Table 1 summarizes their characteristics. The firms are located disproportion-
ately in California and Massachusetts. Most are quite young, with over two-
thirds having been founded after 1980. A relative handful – a total of 896 –
have received venture capital financing.8 The low share of firms funded
through venture investors is consistent with the general patterns discussed
above.

The data set includes annual observations of sales and employment of
firms between 1990 and 1998. In some cases, the firm reports only a range. In
these cases, I employ the midpoint of the range. All sales figures are convert-
ed to constant 1997 dollars.9 I then compute the difference between each pair
of adjoining years where I have sales and employment data: in all, there are
more than 37,000 such cases with adjoining observations of employment, and
a little under 29,000 such observations of sales.10
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I also compute the difference in employment and sales over the entire
period in which a firm is in the database. These computations may consider as
short a period as one year or as long as eight years. In total, these values can
be computed for 10,300 firms (in the case of sales) and 10,491 firms (employ-
ment). In the remaining firms in the sample, there are less than two observa-
tions of sales and/or employment.11

Table 2 provides some summary statistics for these firms. The table pres-
ents the mean and median of each measure of firm growth, as well as other
breakpoints of the distribution. It shows that the growth of employment and
sales are both highly skewed: For example, in the case of long-run employ-
ment, fully 85 percent of the firms were below the mean. In each case, the top
percentile of firms contributed the overwhelming amount of the growth. For
example, in the case of employment, the aggregate growth between the first
and last observation of the 10,491 firms in the sample was 413,000 jobs. The
growth of the top percentile (the 105 firms with the greatest employment
growth) was just over 373,000 jobs.

Another way to draw conclusions from the sample is to examine the per-
centage change in employment and sales, both on an annual basis and during
the entire period that the firm is in the sample. I annualize the long-run growth
figures in order to control for the different time periods over which the obser-
vations are made. The distributions of these growth rates are depicted in
Figures 2 and 3, and tabulated in Table 3. Once again, the skewness of the
returns, whether measured in the short or the long run, is apparent.

A natural concern about these results is that they may establish the first
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proposition outlined in the introduction to this paper – that the returns to inno-
vative projects are highly skewed – but not the second – namely, that it is
difficult to select successful firms in advance. It may be, after all, that many of
these firms were begun and financed by unsophisticated individuals.

To address this concern, I proceed in two ways. First, I examine the sub-
set of firms funded by professional venture capitalists. As discussed above,
they engage in an extensive screening and due diligence process before invest-
ing in new firms. Tables 4 and 5 replicate Tables 2 and 3, but present the
results only for the subset of 896 firms that were backed by venture capital-
ists. A similar skewness emerges from these tabulations, with the vast bulk of
the growth accounted for by a few firms.

Another way to illustrate the difficulty of predicting before the fact which
firm will be successful is to employ a regression analysis. I use as observations
all firms that had employment data in at least two years in the CorpTech sam-
ple between 1990 and 1998. The dependent variable in the two regressions
reported in Table 6 is the growth in employment and the annualized percent-
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age growth in employment between the first and last observations multiplied
by 100 (e.g., a 25 percent annualized growth rate is recorded as 25.0). As inde-
pendent variables I employ the age of the firm at the time of the first observa-
tion (in years), the employment in the year of the first observation, the count
of other software firms in the firm’s state and zip code in the year of the first
employment observation (to control for any regional agglomeration effects
that may influence firm success), a dummy variable that takes on the value of
one if the firm attracted venture capital financing (and zero otherwise), and
dummy variables for the year of the first observation and the sub-segment of
the software industry into which the firm was classified by CorpTech.12

Because the time spans over which I observed the firms’ growth differed, I
feared that the precision of the various estimates of annualized growth might
vary. I consequently employed heteroscedastistic-consistent standard errors,
with the data grouped by the number of years between the first and last obser-
vation.13
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As Table 6 reports, the regressions explain only 1 to 10 percent of the total
variance in outcomes. Investors, of course, would employ many other consid-
erations in assessing a potential software investment, but the low goodness-of-
fit of this regression does suggest how difficult it is to predict the success of
firms.

Venture capitalists appear to be better at selecting firms than other
investors or at ensuring success by adding value after the investment: The
employment in a typical venture-backed firm grows at a 14 percent greater rate
than the others. At the same time, it is clear that they also face many chal-
lenges in identifying successful firms. I illustrate this point by repeating the
regression where the venture capital dummy variable was significant (the sec-
ond regression in Table 5), while now restricting the sample to venture-backed
firms. The increase in variance explained by the independent variables – from
0.11 to 0.13 – is only marginal. Venture capital investors also face a great deal
of uncertainty in their investments in software firms.14
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IMPLICATIONS FOR PUBLIC POLICY

The distribution of returns from investment in innovative activities, and
the inability of even the most sophisticated investors to determine in advance
which projects will be successful, have profound implications for public pol-
icy. In particular, private investors will undertake investments in firms only if
they believe they will earn an attractive return. Regulatory actions that affect
the returns of investors in a few successful companies can have a dramatic
impact on the overall return. If even a small number of successful high-tech-
nology companies are not allowed to earn an attractive return because of after-
the-fact regulatory activity, it may lead to a dramatic reduction in the willing-
ness of investors to fund similar companies in the future.

In this section, I illustrate these claims with two cases in which federal
regulation called into question the ability of successful high-technology firms
to earn the returns that their investors expected. In each case, regulators argued
that the firms had earned an excessive rate of return, without taking into con-
sideration the very modest probability that the firm would succeed in the first
place. In each case, the regulatory action had a chilling effect on the willing-
ness of private investors to make subsequent investments in high-risk projects
in that industry.

The Case of Communications Satellite Corporation15

The Communications Satellite Corporation (Comsat) was established in
1963. The Communications Satellite Act of 1962 created a new private cor-
poration to establish a communications satellite network. Due to the riskiness
of the firm’s business plan and the intangible nature of its assets, the firm could
not finance its activities with debt. Instead, it undertook an IPO in June 1964,
raising $200 million in equity.

Comsat’s initial operations were far more successful than originally antic-
ipated. It began commercial satellite service in April 1965, two years ahead of
schedule. The incidence of satellite failures during and after launch was con-
siderably less frequent than expected, and the technological progress with
each generation of satellite more substantial. One indication of its extraordi-
nary success was that in only one month during its first decade of operation
did a satellite failure cause a revenue loss for Comsat. This technological suc-
cess was reflected in the rapid growth in its revenues and profitability.

Comsat’s financial success, however, attracted the attention of the Federal
Communications Commission. Under the provision of the Communications
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Satellite Act, Comsat was subject to the regulation of the FCC, the govern-
mental body responsible for the oversight of communications carriers. In
March 1972, the FCC initiated hearings, which lasted for over two years, to
determine a fair rate of return for Comsat.

During the hearings, the commission’s staff argued that the firm had been
charging excessive rates. It recommended that Comsat be forced to reduce its
rates, and refund excessive profits the company had earned in previous years.
In particular, it urged the FCC to allow the firm a return on equity of approx-
imately 8 percent over the previous decade. The recommended rate was slight-
ly below that allowed the telecommunications giant AT&T during the same
period.16

Comsat responded that the technological and business risks it had faced
over the previous decade were far greater than those of AT&T, which had an
installed network and stable customer base. As compensation for these risks,
it demanded a higher rate of return (between 12 percent and 15 percent). In
response, the FCC staff pointed to the many technological and business suc-
cesses that Comsat had enjoyed. It argued that this success was evidence that
the risks were actually quite modest.

This rebuttal apparently persuaded the FCC commissioners. In December
1975, they ruled that Comsat had overstated and exaggerated its risks. It
allowed the firm a rate of return on capital of 9.5 percent, a slight premium
over that of AT&T. The decision stated that Comsat’s investors “knew or
should have known” that this would be the allowed rate of return when they
invested in the firm. The commissioners also sharply reduced the base on
which Comsat could calculate its profits. Comsat appealed the decision, but
was ultimately forced to cut its rates by nearly one-half.

The decision had substantial implications for Comsat’s investors. During
the year of the FCC’s decision, 1975 (a year of generally rising equity prices),
Comsat’s stock price fell by nearly one-half. In the 10-day window around the
FCC’s decision, its share price fell by 30 percent. The impact on Comsat was
long lasting. Between 1964 and 1990, a period during which the Ibbotson
large-capitalization stock market index appreciated by over 1,300 percent,
investors in Comsat experienced a negative return.

These negative consequences apparently extended beyond Comsat’s
investors. Searches of the press accounts and analyst reports suggest that there
was little new private investment in space-related industries until the launch of
Orbital Sciences Corporation in 1983 (shortly after the dramatic rollback in
regulation associated with the Reagan administration). It was not until the
1990s that investors felt sufficiently comfortable to undertake large-scale
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investments in satellite communications (Graham, 1996). Although this shift
undoubtedly reflected in part shifts in demand and technological opportunity,
concerns about the after-the-fact regulation of the firm that proved so suc-
cessful were clearly also a major consideration.

The Case of the Biotechnology Industry17

Between 1992 and 1994, the price of the relatively few successful biotech-
nology-derived drugs was greatly scrutinized. The biotechnology industry had
begun in the mid-1970s with the promise of rapidly exploiting the new dis-
coveries in genetic engineering. A major focus of the approximately 1,500
firms that entered the industry – including at least 350 that received venture
capital backing – was the development of new pharmaceuticals.

This proved to be much more difficult than originally foreseen. Only 22
biotechnology-based therapeutics and vaccines were approved between 1975
and 1993. Losses across the period were enormous: In 1993 alone, the indus-
try as a whole lost $3.6 billion. The development of new drugs via biotech-
nology proved to be extraordinarily expensive: Amgen, for example, had
raised $405 million in equity before its first drug reached the market.

During the efforts to reform the health-care system between 1992 and
1994, the prices of the biotechnology drugs became a focus of public interest.
In the ensuing debate, the prospect was raised that the federal government
would enforce provisions that would allow it to limit the prices on drugs that
were derived from federally funded research. Because virtually all biotech-
nology-derived drugs were based on federally funded research, this posed a
substantial concern to the industry and its investors.

The focus of much of this controversy was the Genzyme Corporation, one
of the relatively few companies to have an approved bioengineered drug.
Genzyme had been founded in 1981, and had received venture capital backing
in 1983. After several false starts, it had obtained approval from the FDA for
the enzyme Ceredase for the treatment of Gaucher disease in 1991. Prior to
this point, the firm had raised $328 million in equity. The company estimated
that it had invested $70 million in researching and obtaining approval for the
drug, for which it believed there were 5,000 to 6,000 sufferers worldwide
whose symptoms were serious enough to need the Ceredase treatment.

Genzyme’s pricing of Ceredase (estimates for the annual cost of the treat-
ment for the typical patient ranged from $20,000 to $350,000) was intensely
criticized. One patient activist characterized it as “one of the worst illustra-
tions of corporate greed I’ve ever seen” (Flanagan, 1993). In an October 1992
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report, the U.S. Office of Technology Assessment criticized the drug’s pricing,
noting that much of the original research had been funded by the U.S. National
Institutes of Health. In response to this pressure, Genzyme cut the price of
Ceredase several times. Like other biotechnology firms, it experienced nega-
tive returns during this period of scrutiny, with its market capitalization falling
by more than one-half between the beginning of 1992 and the end of 1993.

The impact on young biotechnology firms more generally was also severe.
For example, the amount raised by publicly traded biotechnology firms in ini-
tial and follow-on offerings (measured in 1995 dollars) went from $4.2 billion
in 1991 to $2.2 billion in 1992, and reached a nadir of $1.1 billion in 1994.
The number of biotechnology firms attracting venture financing for the first
time fell from 46 in 1992 to 20 in 1995. Equity valuations for publicly traded
biotechnology stocks fell by 32.6 percent in 1993, a year in which the market
as a whole rose.18 Wall Street analysts attributed the rapid falloff in investment
and valuations to concerns about the ability of biotechnology investors to earn
sufficiently attractive returns from firms with approved drugs to compensate
them for the many unsuccessful projects and companies.

CONCLUSIONS

The distribution of the returns to innovative activities, whether in the soft-
ware industry or more generally across high-technology industries, is highly
uneven. A small number of firms account for the bulk of the returns. An exten-
sive theoretical literature on technological competition suggests that this
empirical regularity is not surprising. This is true not only in high-technology
firms in general, but also in the software industry specifically.

Moreover, predicting the success of high-technology firms is exceedingly
difficult. Information problems and the intangible nature of the companies’
assets make it difficult for investors to avoid making numerous unsuccessful
investments for each successful one. If investors are denied profits from even
a handful of their most successful investments in innovative activities, their
overall return is likely to fall dramatically.

Finally, this highly skewed distribution of rewards has substantial impli-
cations for the designers of regulatory policy. Because it is often impossible to
predict which innovations will succeed, investors need to be assured that they
will receive substantial returns from successful investments to offset the unsat-
isfactory returns from the many failed or less successful projects. If investors
believe that they will be denied these returns by regulators, their willingness



LERNER 483

to fund the development of the next generation of innovative technologies will
be greatly reduced.

1 Reviewed in Reinganum (1989).
2 For a more detailed discussion of these problems, see Lerner (1998).
3 For example, Grabowski and Vernon (1990, 1994) show that the top 10 percent of new drugs

approved in the 1970s and 1980s generated 55 percent and 48 percent, respectively, of
the net present value of earnings from all new drugs approved in this period.

4  One concern with this analysis is the treatment of equity. In many cases, universities receive
equity in spinout firms in exchange for reduced licensing or royalty payments. The equi-
ty can thus be regarded as the capitalized value of payments that in a traditional arrange-
ment would be spread out over many years. The authors assume that the entire value of
equity received in a licensing agreement is realized in the year the equity is sold. This
may make the distribution of university revenues from patents appear more skewed than
it actually is.

5  The study by Huntsman and Hoban, like the other ones below, examines only the distribu-
tion of the raw returns, not adjusted by the returns of comparable companies in the pub-
lic market during the same interval. Properly adjusting the returns of venture-backed
firms is a challenging process (Gompers and Lerner, 1998b). The variance in the returns
in these samples, however, is so great that the results would be little changed.

6 Companies that had not been “exited” by the venture capitalists as of September 1996 were
assigned the valuation that the venture capitalist used in its report to its investors at the
close of that quarter.

7  I eliminate approximately 200 firms whose industry was apparently misclassified. I also
eliminate observations in which firms that were acquired or subsidiaries of other firms
reported the employment and sales of the parent firm, and not that of the entity itself.

8  The remaining firms have been financed through cash flow from operations and by corpo-
rate and individual investors.

9 An additional complication is introduced by firms that disappear from the database and that
CorpTech identifies as having gone bankrupt or having been liquidated. Typically, these
firms are dropped from the database when they cease to respond: There is no final obser-
vation reflecting the firm’s termination. An analysis of the differences in the reported
data would be upwardly biased, since I would not observe the consequences of these
firms’ bankruptcies or liquidations. In these cases, I add a final observation for these
firms, consisting of zero employees and/or sales.

10 There are multiple observations of many firms.
11 In Table 2, I present the simple change in employment and sales: I make no effort to correct

for the fact that the observations are made over durations of varying length. In Table 3,
all percentage changes are annualized to correct for these differences.

12 The final two sets of dummy variables are not reported in Table 6.
13 The sample sizes are somewhat smaller because CorpTech was not able to ascertain the

financing history of all firms. The results are robust to the deletion of the venture capital
dummy variable and the use of a larger sample.

14 A related question, not answered by the above analysis, is how the level of returns in the
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computer software industry compares to those in other industries. It might be thought
that the best way to approach this problem would be to analyze accounting returns, such
as return on equity. The essential problem here is that both the numerator (net income)
and the denominator (shareholders’ equity) in the calculation of the return on equity of a
software firm are problematic. Software firms have different approaches to treating soft-
ware product development expenses: unlike R&D, firms can capitalize these expendi-
tures, which may inflate earnings. As in many knowledge-intensive industries, important
assets are not included on the balance sheet (e.g., intellectual property, installed user
base, etc.), and hence are not reflected in the shareholders’ equity. An alternative
approach is to examine the stock-market returns of publicly traded firms in the industry.
In their analysis of returns between 1964 and 1994. Fama and French (1997) show that
the computer industry’s “excess returns” – i.e., the returns adjusted for the various fac-
tors that are correlated with riskinesss on a market-wide basis – are not statistically dif-
ferent from zero.

15 This section is based primarily on Mullins’ (1976), Fruhan and Mullins (1992), and
Stevenson, Sahlman, and Turner (1986).

16 In addition, the commission staff argued that the calculation be made assuming the firm had
a capital structure similar to that of AT&T: i.e., that the allowed rate of return employ the
(counterfactual) assumption that almost half of firm’s capital was lower-yielding debt.

17 This section is based on, among other sources, U.S. Office of Technology Assessment
(1992, 1993), Genzyme Corporation (1992), Teisberg and Rossi (1993), and Barrett
(1994).

18 These patterns are documented in Lerner and Merges (1998).
19 The inability of small biotechnology firms to raise capital had substantial and long-lasting

effects. For instance, these problems diminished their ability to negotiate favorable
agreements with pharmaceutical companies, who were aware of these firms’ weak finan-
cial positions [Lerner and Merges, 1998]. The relatively unfavorable alliances that were
negotiated further reduced the willingness of investors to finance new biotechnology
firms.
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