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Preface

Professional investment strategists tend to come from a variety of 
backgrounds. Many started as equity analysts covering companies in a 
particular sector. Since investment strategy involves cross-disciplinary 
insights from finance, economics, and business, financial sector ana-
lysts have an especially good vantage point to become macro strat-
egists as they are more tuned into the monetary policy, credit, and 
interest rate cycles given their outsized effects on the earnings of the 
companies they follow. Finance majors learn many of the basic princi-
ples that are useful for valuing assets, an important skill for investment 
strategists. Economists, on the other hand, usually have more rela-
tive strength in analyzing the business cycle and the macroeconomy, 
as well as monetary and fiscal policy, which have significant impacts 
on investment performance. Indeed, some Wall Street strategists, like 
myself, were initially professional economists, with an economic fore-
casting and monetary policy focus.

Still, probably most practicing strategists learn on the job after fin-
ishing their MBAs, CFAs, or undergraduate academic degrees. This 
book is designed as a practical guide for investment strategists and 
finance students intending to pursue asset management careers. The 
aim of this book is to bring together insights from finance and macr-
oeconomics that are useful for investment strategists concerned with 
asset allocation decision-making. This is the basis for the title, Applied 
Financial Macroeconomics and Investment Strategy: A Practitioner’s Guide 
to Tactical Asset Allocation.

The absolute and relative performance of broad asset classes is sys-
tematically related to macroeconomic trends, both cyclical and secu-
lar. Among these trends are those of inflation, interest rates, real gross 
domestic product (GDP), profits, and income growth. The business 
cycle includes a monetary policy cycle, a profit cycle, credit cycles, 
inventory cycles, and cycles in housing and durable goods demand. 
Each business cycle has a pattern that rhymes, while not exactly 
repeating, the pattern of other cycles. In other words, “every cycle is 
the same except for what’s different.” For successful investment strat-
egy, it is usually just as important to know “what’s different this time” 
as it is to know where the economy is in the cycle.

  



xiv Preface

In different economic environments, the financial characteristics of 
an asset class are important determinants of its relative return per-
formance. At different stages in the business cycle, these characteris-
tics may help bonds, for example, and hurt stocks. The crux of good 
investment strategy is to understand how the financial characteristics 
of an asset class are likely to interact with the economic backdrop.

This requires accurate insight about both the economic outlook and 
its likely market impact on different investments. In fact, the regulari-
ties in the business cycle are one of the most useful sources of informa-
tion about the economic outlook and likely asset performance. This 
makes business cycle analysis a powerful tool for investment strategy. 
The book will focus on how business cycle patterns relate to invest-
ment strategy, such as which sectors do well in which parts of the 
business cycle, when do equities beat bonds and vice versa, and why. 
These considerations are key inputs for deciding when to overweight 
or underweight particular assets.

In addition to exploiting the regularity of patterns for investment 
performance, it is crucial to recognize “what’s different” in each cycle 
and the implications of these differences for relative return perform-
ance. Examples of differences across business cycles illustrate this point. 
In the 2002 to 2007 economic expansion, residential real estate and 
financial engineering applied to mortgage lending created the primary 
cyclical excesses. In the 1992 to 2000 expansion, excessive technol-
ogy company valuations combined with overinvestment stimulated 
by Y2K1 worries to shape the main areas of cyclical excess. These differ-
ences played out in massive overvaluations followed by destabilizing 
crashes of particular assets.

Secular economic trends can create headwinds and tailwinds for assets 
that are also important to understand. Secular trends shift over longer 
stretches of time, causing secular bull and bear markets. For exam-
ple, major bull and bear markets in equities, bonds, and commodities 
are often associated with long-term trend shifts in key macrovariables 
such as inflation and interest rates. Globalization has created secular 
trends, causing rising income inequality in the developed world, while 

1 Y2K refers to the worries that technology infrastructure would be severely disrupted 
by the inability of many computers to make the transition to dating the new century. 
Massive preparation and investments were made to avoid a catastrophe. This helped 
fuel excessive animal spirits around technology, media, and telecom stocks just as the 
Internet, with its unlimited potential, began to accrue critical mass.
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lifting living standards for the world’s poorest people at the fastest 
rate in human history. Accelerating technological change speeds up 
creative destruction and globalization, with important implications 
for the strategic allocation of wealth. As important, reversals of secular 
trends can be associated with the unwinding of economic excesses 
and heightened volatility.

There are always analysts predicting disasters. In rare instances they 
are correct. Generally, the best places to look for likely disasters are 
the sources of cyclical excesses. Cyclical excesses tend to arise in areas 
in which credit or valuations are expanding unsustainably because 
of a systemic breakdown in prudential standards for lending and/or 
investing. The financial crisis of 2008 provides an example of extreme 
ex-ante tail risk come to ex-post fruition. Analysis of its causes includes 
short-term cyclical influences, like the housing crisis, secular trends in 
leverage, and the interplay between politics, the private sector, and 
government officials affecting regulatory oversight. Sorting through 
the confluence of factors behind the crisis shows how the culmination 
of several trends and cycles can bring seemingly remote possibilities to 
reality. What’s more, legacy effects from the crisis have implications 
for the investment environment going forward.

With this in mind, the first three chapters elaborate on cycles and 
trends as concepts used in this book (chapter 1); describe the business 
cycle, including its stages and subcycles (chapter 2); and focus on the 
major role that monetary policy plays in managing and causing busi-
ness cycles (chapter 3). The second part of the book relates the finan-
cial characteristics of broad asset classes to the economic cycles and 
trends that are particularly important to their absolute and relative 
return performance. Chapters 4, 5, and 6 are divided to focus on: the 
bond market and credit conditions over the cycle, including interest 
rates and risk premia on fixed-income instruments (chapter 4); the 
profits cycle and equity market, including relative sector perform-
ance (chapter 5); and real assets, including the commodity markets’ 
response to secular and cyclical economic conditions (chapter 6).

While longer-term trend (secular) impacts are discussed in each 
case, short-term business cycle influences are the main focus, as tacti-
cal asset allocation generally makes the most sense in a business cycle 
context. Trends are useful for long-term thematic investing. Chapter 7 
discusses the role of globalization and technological change in shap-
ing long-term trends that are driving some important investment 
themes for strategic asset allocation.
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All of these insights are combined in chapter 8 for a case study of 
the 2008–2009 financial crisis to illustrate the multiple ways in which 
events converged to create the worst financial crisis since the 1930s. 
The purpose is not to create a definitive version of what caused the 
crisis, but rather to show how the approach developed throughout the 
book helps to understand how so much could go wrong at the same 
time, with important implications for asset allocation.
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1

1
Cycles and Trends: History Does Not 
Repeat Itself, but It Does Rhyme

The daily news shapes the public conversation and dominates media 
discussion of financial market and economic trends. For example, 
early every month, when the US Department of Labor reports the 
jobs growth number for the previous month, a flood of commentary 
attempts to judge the strength of the labor market with a myopic focus 
on that particular number.

This focus on a snapshot in time outside the broader context often 
creates a consensus of meaningless information. When payrolls grow 
by 160,000 in a month when 200,000 jobs were expected, a lot of nega-
tive commentary follows, as if a 40,000 miss tells us something about 
the strength of the labor market. Every month in the United States, sev-
eral million new jobs are created, and several million old jobs end. A net 
gain of 160,000 or 200,000 is a very small percentage of that massive 
churn, and the 40,000 difference is a statistically insignificant piece of 
information. Yet the reporting that the public hears inevitably focuses 
on this meaningless and often misleading “noise” rather than the more 
important underlying trend. In fact, given the wide confidence intervals 
around the initial estimates, subsequent revisions commonly change 
that initial interpretation by 180 degrees. By that time, however, the 
news has moved on to the noise in the next month’s estimate.

This misinterpretation of noise as “signal” confounds professionals 
as well as the public. Market professionals pontificate in the media as 
if there is an important kernel of information in the latest noise. An 
extreme example of this pattern occurred in September 2013, when the 
August payroll number was first reported as a superficially disappoint-
ing 169,000 increase. This was taken as a sign the economy and labor 
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market were softening. The Federal Reserve had set the markets up to 
expect an imminent decision to taper its bond-buying program known 
as quantitative easing (QE3) based on the substantial labor market 
improvement over the prior year. Instead, the Fed surprised the mar-
kets by deciding to postpone the tapering based at least partly on wor-
ries created by the negative noise in the August jobs data. With more 
comprehensive data, the payroll gain was subsequently revised sharply 
higher to show a robust gain over 200,000, and gross domestic product 
(GDP) growth for the quarter was also reported well above consensus 
expectations at just over 4 percent, numbers that would have easily 
justified a September tapering had the Fed known them at the time. By 
its December meeting, the clarified picture of a stronger labor market 
contributed to the Fed’s decision to vote in favor of reducing its QE3 
bond-buying program. This about-face surprised market participants 
who had by then talked themselves into a much-delayed tapering 
schedule. This example illustrates how noise in the data creates volatil-
ity in markets. While traders exploit these misinterpretations, longer-
term investors need to look through the noise to the underlying signals 
from the data to make sensible investment decisions.

The explosion of information made possible by modern technology 
has intensified the need to develop methods for better analysis and 
interpretation of data. In addition to useful information, the blogo-
sphere has also created a platform for ill-informed pseudo experts of all 
sorts. Bad analysis has proliferated with the ease of access to informa-
tion and expanded channels for mass communication, contributing 
to waves of pessimism or optimism in financial markets. A misleading 
focus on the noise in the data to the detriment of the signal is just one 
example of the pitfalls of the Information Age. Indeed, because noise 
is random, it allows commentators to always have a basis for advocat-
ing both sides of an issue. Negative noise supports the weak economy 
viewpoint, while positive noise supports the strong economy view. 
That’s why on any given day, the financial news airwaves sow confu-
sion. The bulls and the bears both are talking their respective cases 
“knowledgeably,” with rationales culled selectively from the noise in 
the data. Successful investors must distill the signal from the noise.

Cycle and trend analyses take advantage of the information explosion 
to extract signals from noisy data. They attempt to find useful patterns 
for anticipating future developments by throwing out the noise and 
using the remaining signal. Exploiting systematic relationships between 
cycles in asset returns and economic variables is useful for tactical 
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asset allocation. Likewise, exploiting relationships between trends in 
asset returns and economic variables is also useful. However, this cannot 
be done mechanically, without regard to the underlying economic and 
policy backdrop. For example, different monetary policy regimes can 
create or reverse particular trends in inflation and interest rates, which in 
turn affect trends in asset-class performance, both relative and absolute.

Trends are often segments of very long cycles. The rise of inflation 
from the 1960s to the early 1980s lasted long enough to be regarded 
as a trend by investors during that time. Likewise, the decline in infla-
tion since the early 1980s has been a key trend affecting the relative 
performance of various asset classes. For example, it drove the long 
bull market in bonds.

From a longer-term perspective, these two trends—rising inflation 
(1965–1982) and falling inflation (1982–2008)—can be regarded as a 
very long cycle that restored price stability after it was disrupted in the 
1960s (Exhibit 1.1). Assuming monetary policy continues to preempt 
deflationary forces, inflation has made a round-trip back to subdued 
1950s levels. Looking forward, if the Fed remains committed to price 
stability around 2 percent, inflation would largely be cyclical around 

Exhibit 1.1 Round-Trip Back to Normal
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a trendless 2-percent rate. This example illustrates the importance of 
historical and fundamental knowledge about what causes inflation as 
well as quantitative modeling of trends and cycles.

The ongoing evolution of the structure of the economy, combined 
with the fact that policy settings differ from cycle to cycle and some 
key relationships may be different in each cycle, help explain Milton 
Friedman’s famous maxim that the lag between a change in monetary 
policy and its effect on the economy “is long and variable.” It is also 
the case that the policy-impact lag varies for different parts of the 
economy. For example, real GDP responds more quickly to monetary 
stimulus than inflation, which exhibits more inertia. Given the vari-
ability in lags from cycle to cycle and the difference in lags across eco-
nomic variables, it is not surprising that econometric models based on 
statistical averages over multiple cycles have a hard time forecasting 
accurately. Add to this the fact that lags in the impact of one variable 
on another also fluctuate with changes in preconditions and struc-
ture, and it is not hard to see why forecast models often have so much 
difficulty. This explains why well-informed consideration of “what’s 
different” about a particular cycle can sometimes be more useful than 
the best econometric models.

That said, the limitations of models do not mean that they should be 
abandoned. If they are, the result is what we see in the mass media, in 
which both sides of any particular issue about the economic outlook 
seem to have compelling stories to tell. Models add insight to help 
distinguish signal from noise. While not precise by any stretch of the 
imagination, they can be very useful for getting the direction of change 
right. By itself, that can be a big advantage, especially when the market 
is looking the other way or is extremely uncertain about direction.

These considerations are behind the approach taken in this book. 
Rather than a formal modeling or theoretical approach to these issues, 
the method is to show how the art of economic forecasting can be applied 
usefully to investment strategy. This means we have to steer clear of pre-
cise mathematical definitions and organize our vocabulary around con-
cepts that are fuzzier but that better serve the purpose for which they are 
intended. With that in mind, let’s talk about cycles and trends.

Time horizon and frequency of observation are necessary assump-
tions for any practical application of data to the concepts of cycle 
and trends. Cycles in interest rates, profits, equity prices, and eco-
nomic growth are generally related to the underlying business cycle, 
which we discuss in depth in the next chapter. As with all the cycles 
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we discuss, business cycles vary in duration. Since World War II, for 
example, expansions have been longer and recessions less frequent 
than was the case for the business cycles in the prior century. We will 
discuss why that has been the case in chapter 2. With the time frame 
of a business cycle in mind, the easiest way to define a cycle is the pat-
tern of movement in an economic or financial variable, such as corpo-
rate profits, over the course of an economic expansion and recession. 
Profits generally rise during expansions and fall during recessions.

In some cases, cycles in particular variables do not mesh with the 
business cycle. For example, consumption spending and housing 
investment grew through the 2001 recession instead of contracting in 
the usual fashion. In the case of housing, it grew from 1995 to 2006 
throughout two business cycles. This allowed an unusually long time 
for excesses to accumulate. Generally falling interest rates, easy mort-
gage-credit conditions, and the pent-up demand left over from the 
deep housing recession in the early 1990s helped power residential real 
estate through the 2001 recession. It was the collapse in technology-
sector investment that was the main weak point in that downturn.

This illustrates the flexibility necessary to use the term cycle. 
Generally, it can be regarded as a period in which a particular variable, 
say GDP, starts rising, continues to rise, and then starts to decline and 
bottoms before a new ascent. Similarly, an interest-rate cycle begins 
when rates rise off the prior cycle’s low point, then peak and fall before 
rising in the next cycle. Within a business cycle, which will generally 
be our reference cycle, there can be multiple cycles in some of the 
variables we discuss. For this reason, and because it is a good frame-
work for investment strategy, we will usually orient cycles of particular 
variables over the business cycle defined by the National Bureau of 
Economic Research (NBER) cycle-dating committee.

For the momentum trader, a trend can be six months or less. For a 
historian, it may span centuries. Here we use the term to refer to peri-
ods when a variable of interest is moving up or down through at least 
a few business cycles. The example of inflation (up 1965–1982, down 
1982–2008) illustrates the practical application of the trend concept. 
Another reason why econometric modeling is limited is that varia-
bles switch from trending (or nonstationary) to cyclical (stationary), 
and the statistical procedures that apply depend on this distinction. 
However, timing the distinction right can be difficult when structural 
and policy shifts move a variable from one category to the other. For 
example, inflation was a nonstationary variable during the period 
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when it trended up and down. It is not a coincidence that economet-
ric tests for stationarity got a lot more attention starting in the 1970s. 
That’s when some key macroeconomic variables were becoming non-
stationary. We believe inflation has recently become stationary as part 
of the Fed’s successful shift to targeting a 2-percent rate.

Some methodological considerations: Economists express 
their sense of humor by using decimal points

Applying econometric forecasting to investment strategy puts more 
focus on what works for that objective compared to more academic 
deductive theoretical reasoning. In the latter case, economists are con-
cerned with formulating theories and testing them empirically. While 
some microeconomic theories lend themselves to relatively precise 
empirical estimations, macroeconomic theories are more likely to have 
conceptual and measurement issues, making modeling less reliable.

Aggregate measures, such as GDP and employment, are much harder 
to tally, or even define, compared, for example, to direct measures of 
individual company metrics. There are exceptions, especially with price 
data, including interest rates, in which direct measurement is easy. 
Generally, financial data are more timely and precise than aggregate 
macro data. Arguably, finance theory is also more representative of the 
underlying phenomena that determine asset values, compared to, say, 
macroeconomic theories of what determines GDP. Put another way, 
there is more room for dispute in macroeconomics than finance.

In the early days of building big econometric models, there was 
more of a sense that a stable structure through time could represent 
macroeconomic variables and provide a good basis for forecasting. By 
the 1970s, it was becoming clear that this was a naive expectation, as 
more focus turned to the sort of issues raised by the Lucas critique, 
which argues that it is naive to try to predict the effects of a change 
in economic policy entirely on the basis of a relationship observed in 
historical data, especially highly aggregated historical data.

One example of why this is the case is embodied in Goodhart’s Law, 
which refers to the notion that “when a measure becomes a policy 
target, it ceases to be a good measure.” This is a social science variant 
of the Heisenberg uncertainty principle, the idea that the more closely 
we can measure the position of a subatomic particle, the less precisely 
we can measure its momentum. Put another way, if we get very close 
to an object in order to describe it, we lose perspective on how it 
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fits into the dynamics of its broader environment. We abandon that 
dynamic perspective to move in on a fixed perspective that maximizes 
our view of the object itself. Importantly, however, by doing this, we 
can also change the dynamics (e.g., the effect of the policy target on 
the economy). These measurement and conceptual difficulties with 
traditional economic forecasting and applied macroeconomics are 
probably behind the fact that investment strategy professionals tend 
to lean more toward the camp of economic forecasting that comes out 
of the empirical business-cycle approach to following the economy. 
Basically, the business-cycle approach has proved much more useful 
for investment strategy than theoretical models.

This distinction between the deductive theoretical approach to macr-
oeconomics and the inductive business-cycle approach is illustrated by 
Greg Mankiw’s review of Alan Greenspan’s book The Map and the Territory: 
Risk, Human Nature and the Future of Forecasting. Rather than examining 
Greenspan’s ideas, Mankiw focuses on the fact that the former Fed chair-
man is different from what passes as a traditional academic economist: 
“he is driven less by theory, more by data and practical experience.”1

Greenspan’s practical bent is a good way to describe how investment 
strategists use economics. Greenspan was a student of Arthur Burns and 
Geoffrey Moore, who both built on the work of Wesley Mitchell and 
Simon Kuznets, who guided the NBER in its first decades with a focus 
on measurement, empirical work, and business cycles. Over the years, 
in academia, the business-cycle focus of the NBER has largely been 
overshadowed by the sort of macroeconomics that deductive theoreti-
cal economists prefer. Milton Friedman was an interesting exception 
to this parallel universe of macroeconomists, achieving great success 
in both realms. His Monetary History, written with Anna Schwartz, was 
heavily influenced by the business-cycle approach to macroeconom-
ics that he learned from Burns, who encouraged Friedman to look at 
monetary policy from a business-cycle perspective.

Because the business-cycle approach to macroeconomics has lost 
influence in the academic community, investment strategy is gener-
ally learned practically on the job by people from various backgrounds. 
As noted above, this book tries to help with that process. Ultimately, 
the business-cycle approach becomes a crucial element for applying 
economic forecasting to investment strategy.

1 Greg Mankiw, “Things Didn’t Go as Planned, Alan Greenspan’s The Map and the 
Territory,” The New York Times Sunday Book Review, November 14, 2013.
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What does this mean in practice?

A flexible business-cycle-focused approach tends to characterize the 
way in which macro strategists forecast the economic outlook. It is 
not surprising that the Federal Reserve’s policy-making committee, 
the Federal Open Market Committee (FOMC), also relies heavily on 
this approach, as can be seen by reading the minutes of their meet-
ings. This means a lot of tea-leaf reading takes place, with different 
readers coming to different conclusions. Indeed, to go back to the sig-
nal and noise analogy, one forecaster’s signal could be another’s noise, 
causing the dispersion of analysts’ outlooks to be wide and sometimes 
diametrically opposed.

In fact, some of the best investment opportunities arise when a strat-
egist has confidence in a particular outlook when the market consen-
sus is highly uncertain. Less often, and even more valuable, are cases 
in which the consensus is strong, but wrong. In this case, a strategist 
who sees why the consensus is wrong usually has the best opportuni-
ties to get into an undervalued asset class early.

A good example is the equity market in the winter of 2009. Early 
in the winter, the markets were in the depths of despair, with various 
credit indicators signaling defaults comparable to what had happened 
in the early 1930s. However, policymakers were clearly committed to 
preempting such an outcome and had begun implementing meas-
ures deliberately aimed at preventing a self-reinforcing down-spiral in 
aggregate demand such as that of the early 1930s.

Signs that this was going to work started to appear in various lead-
ing indicators. By March 2009, there was enough evidence to forecast 
that the recession would probably be over by the summer. In fact, it 
was. Stocks, which typically bottom well before a recession ends in 
anticipation of this dynamic, made their bottom in March, about four 
months before the recession ended.

A large number of useful quantitative indicators show what phase 
the economy is in within the business cycle. The most valuable oppor-
tunities for strategists are often at turning points, such as in March 
2009, when the US equity market began one of the strongest bull runs 
ever, as both a cyclical and a secular bull market started. While that 
turning point was evident to some, most missed it. In fact, for the next 
few years, most Americans continued to believe the recession had not 
ended and many money managers acted as if that were the case. By 
the time that perception changed, the market had doubled. It’s an old 
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market adage that “they don’t ring a bell at the top.” Similarly with 
bottoms. There are, however, useful tea leaves that help.

The problem is that because “every business cycle is the same except 
for what’s different,” its starting point is somewhat different from the 
ones before. This means a flexible weight-of-the-evidence approach is 
often more helpful than a rigid mix of indicators rule. For example, 
while the stock market followed its typical leading indicator role in 
2009, foreshadowing the end of the recession a few months later, this 
was not the case in 2002, when the recession had officially ended but 
equities continued to decline for a while longer as the fallout from 
the tech bubble’s bursting weighed on the equity market even as the 
economy began to expand. As mentioned earlier, housing and con-
sumption were less impacted than investment in that recession. It was 
“what was different” that helped explain why equities did not play 
their usual leading indicator role in that cycle’s turnaround. Thus, 
to form a useful economic outlook for investment strategy requires a 
degree of flexibility within the framework of the typical business cycle 
as developed over the years by the NBER.

Another Wall Street adage claims that the most dangerous words for 
investors are “this time is different.” However, these words can also be 
true and extremely valuable. The key is to know whether things are 
truly different or not. A useful paradigm in a world of macroeconomic 
regularities that vary from cycle to cycle is the gestalt approach to per-
ceptual organization, combined with the notion that the economy is 
a self-organizing entity that reconfigures differently in each business 
cycle. As long as there is a business cycle, certain features of the macro 
economy recur in a way that is useful for forecasting. The mix and 
degree of these features vary across cycles, often for reasons that are 
key to understanding “what’s different this time around.”

No one sees this with perfect clarity as it’s unfolding, however. Instead, 
the more astute observers are constructing a gestalt that slowly clarifies 
even as new events unfold to dissolve parts that seemed apparent for a 
while. To illustrate the process, think of the traditional picture used to 
represent gestalt theories of perception, an image that some perceive 
as an old crone, while others see a young woman (Exhibit 1.2). It’s not 
one or the other, but rather, both, depending on the observer’s bias.

To apply this analogy to the business cycle, let’s associate the young 
woman’s image with an expanding economy and the old woman’s 
image with a recessionary economy. Now, the key point is that at any 
particular point in time there are trillions of data points about the 
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economy. Some are contracting and some are expanding. As more and 
more data become expansionary, we can better perceive the image of 
the young woman, while that of the crone fades. Then, as the expan-
sion ages and more economic bits start to contract, the image of the 
young woman transitions to the aged crone. Still, at any point in time, 
some people mainly discern one image, while others see the alterna-
tive, depending on their perceptual organization of economic data.

In this analogy, turning points occur when the weight of the data 
tip the momentum from positive to negative, or vice versa. This way 
of looking at how data bits aggregate to macro concepts illustrates 
why perceptions about the same thing may vary and may even be dia-
metrically opposed. It is also a paradigm that helps explain why the 
consensus of a bigger and bigger sample tends to home in on the cor-
rect image (i.e., the principle embodied in “the wisdom of crowds”). 
The analogy also suggests that as economic analytics for “big data” 
develop, economists might actually become better able to model the 
macro economy.

The other key aspect of this way of looking at the economy is the 
self-organizing principle. Underneath the macro picture at any point 
in time are trillions of bits of economic information. The dynamics 
of how they evolve depends on many influences. From an economic 
viewpoint, the most powerful drivers are incentives. These incentives 

Exhibit 1.2 What Do You See? It is possible to see either a young woman or an old 
woman in this picture. Facial features like eyes, chins, and noses are recognizable 
depending on which woman you “see.”
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drive the organizing of economic activity. Top-down coercion can 
force that organization, but historical evidence suggests that the long-
term structural resilience of the US economy relative to other periodic 
contenders for its preeminent status probably arises from the more 
efficient resource allocation created by micro-incentive structures 
compared to top-down directives that almost by definition rule out 
efficiency in this framework.

Incentives change as the economy evolves, and the economy is con-
stantly reorganizing in step with an ever-changing set of incentives. In 
this process, the business cycle creates a rhythm that is recognizable 
and therefore helpful for investors when properly applied. Weighing the 
evidence from business-cycle indicators is necessarily a combination of 
art (judgment) and science (based on observed repeatable patterns).

Viewed in this light, the business cycle reflects a macro pattern in 
the always-evolving sea of economic data. It shows that there is a 
recurring tendency to go overboard in one direction (recession) or the 
other (inflationary boom) as the dynamics continually unfold. Some 
of this tendency to go to extremes arises naturally in the private sec-
tor, while some of it is related to government policies, monetary and 
fiscal. Indeed, policies can work both to amplify and to dampen these 
cycles. Monetary policy is especially built into business cycles in a way 
we will elaborate throughout the book.

This cyclical dynamic suggests that individual responses to incen-
tives tend to take on group characteristics that cause atomistic behav-
ior to coalesce in collective directions. For example, as profits improve, 
firms eventually reach a tipping point at which more profits require 
more hiring and more capital spending to boost production. At the 
same time, new technologies are shifting the profit-maximizing capi-
tal and labor mix to stimulate new kinds of investment and incentives 
for new labor skill sets.

Likewise, age demographics, labor incentives, immigration, and 
wealth levels help determine who wants to work and how much. For 
example, one of the big misconceptions over the first few years of the 
recovery that began in mid-2009 that caused widespread misinterpre-
tation of economic conditions and missed investment opportunities 
was a persistent association of declining labor force participation with 
a weak labor market and worker discouragement over finding jobs. 
Instead, a deep dive into the issue clearly showed a declining struc-
tural trend in labor force participation, mostly as a consequence of an 
aging population reaching retirement age.
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The downtrend in the participation rate also reflects a changing set 
of incentives to work. For example, income benefits are substantially 
reduced if older recipients work too much and earn beyond a cer-
tain threshold. In the prime working-age population, participation is 
reduced because potential two-income households are penalized rela-
tive to one-income households by the tax code. The second income 
is penalized by a higher effective marginal rate because it generally 
means losing the earned income tax credit, incurring much higher 
child-care expenses, and various other costs of employment that the 
tax system additionally penalizes because of its progressivity. As a 
result, it has become relatively advantageous for median-income fam-
ilies to be one-income households. Finally, lower participation rates 
of young people reflect the social trends of extended childhood and 
education. In a wealthy society, more people can enjoy a longer, more 
carefree childhood without having to work. Waiting longer to work is 
a privilege that young people from rich countries have that is unim-
aginable in most of the poor parts of the world.

Just as important, the returns to higher education that defer labor 
force participation to an older age have increased dramatically relative 
to the returns to less education. Unemployment correlates strongly 
with education. On average, more education means less unemploy-
ment and a much higher lifetime income. This reflects the chang-
ing technology and skill set requirements in the modern workplace. It 
also is a natural result of increased globalization of the economy. The 
United States has a disproportionate share of the world’s highly edu-
cated people. Their value is greatly enhanced by globalization, which 
on the other hand is driving rising inequality not just in the United 
States but throughout the developed world. In sharp contrast to the 
highly educated who benefit greatly from globalization, the less edu-
cated part of the US population has been thrown into a more intense 
labor market competition with a vast, similarly undereducated popu-
lation around the world.

The point of this digression is that, looking over the past century, 
labor force participation has always varied according to the need to 
work and the incentives for work. While the demand for labor by busi-
ness is quite cyclical, the supply of available labor depends on these 
structural considerations. When supply grows faster, demand does as 
well. A look at the relative performance of jobs growth over the post-
World War II business cycles shows clearly that the growth of jobs ulti-
mately depends on labor supply (Exhibit 1.3). This is a variant of Say’s 
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Law: In a well-functioning market economy, supply creates its own 
demand. While it’s true that the profit motive drives business demand 
for labor over the business cycle, there is a positive feedback from the 
supply of labor side. More workers with more income feed back into 
more profits. Those who want and are able to work have historically 
found work in the United States, temporary cyclical difficulties not-
withstanding. That’s why all over the world, people are literally dying 
to come to the United States. This is easily understood by considering 
the self-organizing-around-incentives paradigm of the economy, which 
causes a natural waxing and waning of economic activity that creates 
the business cycle.

Exhibit 1.3 Employment Gains Are Cyclical but Anchored by Labor Force Growth
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2
The Business Cycle

As Victor Zarnowitz observed in a 1991 NBER research paper,1 “Business 
cycles have varied greatly over the past 200 years in length, spread, and 
size. At the same time, they are distinguished by their recurrence, per-
sistence, and pervasiveness. They make up a class of varied, complex, 
and evolving phenomena of both history and economic dynamics. 
Theories or models that try to reduce them to a single causal mecha-
nism or shock are unlikely to succeed.”

Business-cycle analysis has proven to be a useful means for garnering 
insights that have practical relevance for the tactical asset-allocation 
process. For that simple reason, most strategists follow the economy 
and project an outlook based on a more inductive, data-driven approach 
rather than from the models that one finds in theoretical economic 
textbooks. It is also critical, however, to have a working understanding 
of the way policy, especially monetary policy, shapes the macroeco-
nomic environment, and that is why in the next chapter we will focus 
on the macro policy environment’s role in the business cycle.

Poorly conceived macro views, often influenced by political bias, 
are always competing with the best thinking that economists have 
developed over the years. Interestingly, that best thinking has largely 
developed out of historical experience rather than a priori theoriz-
ing. Ex-post reasoning applied to explain historical anomalies seems 
to account for the quantum leaps in macroeconomic understanding. 

1 “What Is a Business Cycle?” NBER Working Paper # 3863, October 1991. This is a 
comprehensive source of information on the history, international dimensions, and 
details of business-cycle analysis. Here we limit the analysis to a more applied look for 
investment-strategy purposes.
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Fed Chairman Ben Bernanke’s unorthodox response to the 2008–2009 
financial crisis owed much to the largely empirical analysis done by 
economists like Milton Friedman, who focused on the lessons from 
the Great Depression of the 1930s. To be fair, the theoretical work of 
economists, like J.M. Keynes, also weighs heavily in the best think-
ing synthesis of how policy can preempt depressions. In a nutshell, 
the modern synthesis of appropriate economic policy boils down to 
avoiding deflation by keeping long-term inflation expectations stable 
at a slightly positive level.

A common mistake many money managers make is failing to appre-
ciate the role that the business cycle plays in shaping relative returns 
across asset classes. The cacophony of viewpoints that one hears on any 
given day in the financial media is often striking in its lack of business-
cycle context. Understanding where you are in the business cycle helps 
focus attention on the relative significance of the mix of data available 
on any given day. It also helps distinguish that significance for different 
categories of investments. Late in a cycle, attention necessarily turns to 
inflation. Signs of increasing price pressures are generally a necessary 
condition for tighter monetary policy, while early in the cycle inflation 
is less of an issue, so that the same monthly increase in the consumer 
price index (CPI) conveys a much different message, for example. For 
this reason, before we can apply the business cycle to investment strat-
egy, we need to focus on the dynamics of the business cycle itself.

Business cycles have been around for over 200 years. As noted in 
the late professor Zarnowitz’s statement quoted above, “they make up 
a class of varied, complex, and evolving phenomena of both history 
and economic dynamics.” For example, as alluded to above, economic 
thought has evolved toward the modern policy response to economic 
fluctuations. The abolition of deflation has changed business cycles. 
The methodological approach cited in the previous chapter comparing 
the economy to a gestalt process of self-organization around changing 
incentives is more consistent with Zarnowitz’s observations about the 
complexity and differences across business cycles, which are much 
harder to capture in a narrow, deterministic model of the sort that 
prevails in much economic theory.

Still, despite change and complexity, the notion of a business cycle 
implies some recurrence that shares important traits with prior occur-
rences. Exhibits 2.1 and 2.2 show the year-over-year growth rates of 
nominal and real (inflation-adjusted) GDP since 1900. In its simplest 
sense, the business cycle is the result of the fact that the economy does 



Exhibit 2.1 US Business Cycle Much Milder since World War II
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Exhibit 2.2 US Business Cycle Much Milder since World War II
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not grow in a straight line. The ongoing evolution required by constantly 
changing incentives created by improving technology, demograph-
ics, and government policies means smooth trend growth is virtually 
impossible. The business cycle in its essence reflects the dynamics of a 
capitalist market economy that is always adjusting to change.

It is striking, nevertheless, that the historical experience since about 
1950 is much less volatile than the experience in the first half of the 
twentieth century and before. Essentially, policy, based largely on the 
lessons deduced from Keynes’ and Friedman’s analyses of the Great 
Depression, has stopped the frequent deflationary collapses that char-
acterized the US economy prior to World War II.

The absence of deflation in the modern era has dramatically reduced 
the amplitude of business cycles since 1950 (Exhibit 2.1). Because 
inflation has generally stayed positive, it has been rare to see a year 
of negative nominal GDP growth. In fact, the financial crisis of 2008–
2009 and the associated recession was the first instance of negative 
nominal GDP growth since the 1940s and the worst since the 1930s, 
helping to explain the unprecedented and highly controversial policy 
response at the time.

The elimination of deflation has been a major factor behind the more 
muted business cycles of the past half century. As can be seen in Exhibit 
2.2, the standard deviation of nominal GDP fluctuations, like real GDP 
fluctuations, is also about one-third of what prevailed before anti-defla-
tion policy became the orthodoxy. While it is obvious that eliminating 
deflation curtails amplitudes in inflation cycles if policy also contains 
the upside moves in inflation, it is less obvious that real GDP fluctua-
tions should be moderated by containing deflation unless the macro 
view that deflation risk hurts real growth in a persistent way is correct. 
This is the key message from the historical experience of eliminating 
deflation: both real and nominal GDP fluctuations have been substan-
tially reduced by activist policy to stop deflationary collapses. Putting a 
safety net under the economy has helped tame the business cycle.

While eliminating deflation has played a key role in moderating 
business cycles, there are several additional factors that seem to have 
damped the amplitude of modern business cycles. Information tech-
nology has made real-time inventory management and more efficient 
supply chain management possible, largely eliminating one of the 
major sources of old-fashioned business cycles: much bigger under- 
and overshoots of inventory accumulation. Automatic stabilizers 
such as unemployment compensation help reduce the fluctuations 
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in aggregate demand by helping to sustain consumption in periods of 
weakness. Countercyclical tax payments that are progressively based 
on income rise more as the economy accelerates and fall when the 
economy shrinks. Banking system collapses have been eliminated by 
deposit insurance. Monetary and fiscal policy have been more delib-
erately applied to governing the economy. Also, the structure of the 
modern economy is less cyclical as the goods-producing sector has 
shrunk relative to service-producing sectors. As we shall see, goods-
producing, and especially durable-goods-producing industries tend to 
be much more cyclical than modern services industries, such as health 
care, education, and government. A bigger share of jobs in less cyclical 
industries helps smooth economic growth compared to an economy 
in which manufacturing jobs dominate. In sum, the structure of the 
postindustrial economy has combined with the much strengthened 
policy safety net to help moderate the modern business cycle.

Still, the business cycle lives. It has been tamed, not conquered. In 
fact, there is also a case to be made that the policy safety net has 
increased moral hazard in a way that allows reckless behavior to accu-
mulate over cycles rather than purging it in each cycle as was the case 
in “the good old days” of more frequent recessions and depressions.

While there are lots of reasons business cycles vary over time, there 
are also features that they have in common over time. The gestalt self-
organizing principle helps us understand the “sameness” dynamic. 
Essentially, a growing economy starts off with early adopters (new busi-
ness models, new technology applications, for example) and restruc-
tured, more efficient operations in existing businesses buying into 
the notion that business conditions are turning up (usually helped 
by more stimulative interest rates as the Fed cuts short-term lending 
rates in recessions to help spur borrowing and economic growth) and 
progresses to the point where growth has created certain excesses that 
need to be corrected by a slowdown. A slowing economy feeds on 
itself until business conditions start to signal a sustainable level of 
activity has been reached.

Inertia in this dynamic seems to create overshoots and undershoots, 
with bandwagon effects bringing in too many optimists and pessimists 
in each phase. In addition, what seems a sustainable level of activity 
can be rendered unsustainable when conditions change. Clearly, if 
something cannot go on forever, it will stop.

In some cases, rather than over- or underproduction being exposed 
by changing economic conditions, it can also be a matter of changes 
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in confidence or outlook, as in the housing boom in the early 2000s, 
when more and more people borrowed more and more money to lev-
erage up in order to take advantage of home price gains that were 
increasingly perceived to be a sure thing. This relates back to the moral 
hazard comments about the downside risks from eliminating deflation 
risks from people’s set of concerns. The absence of deflation over the 
prior half century was a major reason people, including many experts, 
felt that a nationwide decline in home prices was highly unlikely. 
After all, it had not happened since the 1930s, and most Americans 
had not experienced it.

Leverage is a one-way ticket to higher wealth if the leveraged asset 
only goes up in price. The housing collapse was a useful reminder that 
leverage works both ways. As confidence about the house price out-
look waxed and waned, strong cyclical forces were unleashed in both 
directions. More generally, eliminating deflation risk biases economic 
rewards in favor of debtors at the expense of creditors, helping to 
explain why there was an unprecedented leveraging of household bal-
ance sheets through each successive business cycle from World War II 
until it peaked during the 2008–2009 financial crisis. The 2008–2009 
crisis reminded people why their grandparents’ generation had feared 
debt to the point of avoiding it irrationally.

The process of ebbs and flows in different macroeconomic variables 
through a business cycle tends to have certain common characteristics 
across cycles. Variables of interest for analyzing business cycles include 
employment, unemployment, household incomes, retail sales, spend-
ing on durable goods like automobiles, housing investment, indus-
trial production, business orders, shipments, inventories, commercial 
construction, profits, revenues, consumer inflation, producer price 
inflation, wage inflation, productivity, unit labor costs, and GDP infla-
tion, to name some of the main categories. In addition, financial vari-
ables, like interest rates, credit, and money supply are cyclical. We will 
discuss the business-cycle behavior of financial variables in the next 
chapter. Here we focus on the business-cycle patterns of some of the 
real variables as well as profits, labor costs, and inflation.

Business cycle indicators

There is no single measure that tracks a business cycle. The NBER is 
the official arbiter of the beginnings and endings of recessions. The 
period between the end of one recession and the beginning of the next 
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one generally involves a recovery of output lost during the recession 
and an expansion beyond that level until the next recession begins. 
In addition to more moderate cycles since 1950, it is also a fact that 
expansions have been much longer and recessions much shorter on 
average in the modern era. The economy has spent a much larger pro-
portion of time growing in the era of activist policy.

To track business cycles, in its early years the NBER developed a set 
of composite indicators that anticipate (leading indicators), date (coin-
cident indicators), and follow (lagging indicators) the turning points 
from expansion to recession and recession to recovery. Because of the 
variability of cycles, no single indicator works as well as the compos-
ite indicators developed for timing cyclical turns. Over the years, the 
composite indicators have been refined to better serve their purpose.

In recent years, The Conference Board, “a global, independent business 
membership and research association,”2 has assumed responsibility for 
publishing the Business Cycle Index data, which include three indexes: 
the Composite Index of Leading Indicators, the Composite Index of 
Coincident Indicators, and the Composite Index of Lagging Indicators.

The Composite Index of Coincident Indicators is made up of the 
main variables that help determine when recessions begin and end. 
There is a widespread public perception that a recession is defined by 
two sequential negative quarters of real GDP growth. This is a pretty 
good rule of thumb. However, in the United States, the Business Cycle 
Dating Committee of the NBER is the most widely accepted authority 
for dating recessions. The Committee relies heavily on the index of 
coincident indicators because the four components that it includes 
have been determined to best coincide with turning points in eco-
nomic momentum. These four components are employees on non-
farm payrolls, real personal income less transfer payments from the 
government, industrial production, and real manufacturing trade and 
sales. Basically, a recession involves a suitably prolonged decline in pro-
duction, jobs, incomes, and spending. The Cycle Dating Committee 
has a bit of discretion in deciding the necessary duration and degree 
of decline, but generally speaking its decision will usually, but not 
always, coincide with the onset of at least two down quarters in real 
GDP, hence the attraction of that simpler definition.

The Composite Index of Leading Economic Indicators (LEI) is much 
maligned and often ignored by economists and strategists. Partly, 

2 www.conference-board.org.
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that’s because it is put together well after most of its ten components 
have already been released. Some call it the index of misleading indica-
tors. Paul Samuelson famously quipped that it had caused economists 
to predict nine of the last five recessions. Nevertheless, it does provide 
useful information about the economy’s momentum. Unlike the coin-
cident indicators, which largely tell us where the economy is, the LEI 
try to tell us where it will be a few months down the road, offering 
a useful, albeit relatively short, lead time. In fact, there are different 
classes of leading indicators that vary in their lead times—long lead-
ing and short leading. The financial market-related components of the 
LEI, especially credit conditions and the yield-curve spread (the differ-
ence between the ten-year Treasury note yield and the Federal funds 
rate), seem to have the longest lagged effects on the economy, while 
most real activity indicators, such as building permits, new orders, and 
unemployment claims, tend to have shorter lags.

Overall, there are ten indicators in the composite index of leading 
indicators published monthly by The Conference Board:

1. Average weekly hours of manufacturing workers. As noted 
above, manufacturing is more cyclical than the overall economy. 
Producers tend to trim or expand factory hours before laying off or 
adding workers, giving an early indication of changes in the direc-
tion of the economy.

2. Average number of initial applications for unemployment com-
pensation, which gives an early read on rising or falling layoffs.

3. Average consumer expectations for business conditions, which 
combines results from surveys of consumer sentiment.

4. Manufacturers’ new orders, consumer goods and materials. This 
is one of three orders-related indicators. Factory orders tend to rise 
and fall ahead of advances and declines in production (which is a 
key coincident indicator).

5. Manufacturers’ new orders, nondefense capital goods, exclud-
ing aircraft. This indicator helps assess the outlook for business 
equipment investment.

6. Institute of Supply Management (ISM) Index of New Orders. 
Based on a survey of purchasing managers, this index reflects their 
views on whether orders are rising or falling.

7. New building permits, private housing units. This indicator 
gives an early read on residential investment, one of the most 
cyclical sectors of the economy.
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8. Stock prices, S&P500 index. By anticipating changes in profit con-
ditions, stock prices anticipate improving or deteriorating economic 
growth as business activity responds to the changing profits outlook.

9. Leading Credit Index. This indicator tracks credit conditions. 
Easing credit conditions generally fuel improving economic activ-
ity, while tightening conditions precede recessions. This compo-
nent replaced the real M2 money supply, which seems to have lost 
its usefulness since 1990.

10. Interest rate spread (yield curve spread), ten-year Treasury note 
yield minus Federal funds rate. An inversion of this spread (lower 
ten-year yield than the Fed funds rate) has proved one of the most 
reliable precursors of recessions.

Leading indicators are especially important for investment strategy. 
The stock market itself is a leading indicator because it anticipates the 
twists and turns in all the different industries that make up the glo-
bal economy. The mix of industries showing relative outperformance 
varies over the course of the business cycle, conveying information 
about where the economy is strengthening or weakening. Generally 
speaking, when weakening forces are getting the upper hand ahead of 
a recession, broad equity price indices usually decline from their cycli-
cal peaks several months before the coincident indicators roll over 
and signal that a recession has begun. Lagging indicators are useful 
for gauging the contours of a business cycle and provide confirma-
tion that business cycle dynamics are playing out. Also, when lagging 
indicators are showing more strength than coincident indicators, it is 
often a sign that the economy is losing momentum. That is why the 
ratio of the composite coincident indicators to the composite of lag-
ging indicators is considered a leading indicator of economic momen-
tum. If momentum is picking up, the index of coincident indicators 
rises relative to the index of lagging indicators.

The index of lagging indicators is composed of the following:

1. Commercial and industrial loan volume: as a business cycle 
progresses, businesses go from largely self-funding to relying more on 
bank credit, often becoming overextended as the expansion ages.

2. Ratio of consumer installment credit to personal income: as 
consumers feel more secure in their jobs and income, they tend to 
use credit more and, like businesses, can become overextended as 
the expansion ages.
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3. Average duration of unemployment (inverted): as the labor 
market strengthens, it’s easier to find a job and the duration of 
unemployment declines.

4. Ratio of manufacturing and trade inventories to sales: busi-
nesses tend to build inventories relative to current sales as they 
anticipate stronger future sales.

5. Unit labor costs, manufacturing: as the cycle progresses, labor 
costs begin to rise relative to productivity, a sign of a tightening 
labor market, which eventually tends to restrain profits growth 
and the expansion itself. Labor costs are a major determinant of 
profit margins.

6. Average prime rate charged by banks: as the economy strength-
ens, credit demand pushes interest rates higher.

7. Change in the CPI for services: compared to commodity prices, 
prices of services tend to respond to rising demand conditions 
with a much greater lag. This makes overall inflation a long lagging 
indicator.

These lagging indicators are less sensitive to the initial pickup in busi-
ness conditions compared to leading indicators or coincident indica-
tors. When a recession starts, they tend to keep rising for a while after 
the others have already rolled over. Exhibits 2.3 to 2.5 show examples of 
variables with coincident, leading, and lagging qualities, respectively. 
Industrial production, a coincident indicator, usually reaches its peak 
right as a recession (shaded areas) begins (Exhibit 2.3). Employment, 
another coincident measure of aggregate economic activity also tends 
to peak when recessions begin. For this reason, it is often the case that 
people feel best just when an expansion is ending. Conversely, they 
tend to feel the worst when a recession is ending because economic 
activity, measured by coincident indicators like industrial production 
and employment, for example, tends to be at its cyclical low point just 
as a recovery begins. This helps explain why crowd sentiment about 
the economy and the stock market tends to be a useful contrarian 
indicator at major cyclical turning points. In March 2009, for example, 
just as stocks were about to begin a major cyclical bull market, con-
sumers were extremely bearish on the year-ahead outlook for equities. 
The signals from leading indicators (especially taking account of the 
lagged effects of the aggressive monetary policy stimulus and positive 
government measures to stabilize banking conditions) were positive, 
however, providing a great entry point for those investors focused on 
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future prospects rather than the dire readings from coincident eco-
nomic indicators.

As shown in Exhibit 2.4, the yield spread is a good leading indicator 
of recessions. As noted above, when the yield curve inverts, the over-
night federal funds rate is higher than the ten-year Treasury note yield, 
a situation that reflects tight monetary policy relative to economic con-
ditions. For example, in the summer of 2007, the yield curve inverted 
after the Federal Reserve had raised rates from 1 percent to 5.25 percent 
over the prior few years. Despite lots of rationalization for why mon-
etary policy was still easy, or at least not tight, the yield curve suggested 
otherwise, and six months later the economy was in recession.

Finally, Exhibit 2.5 shows the average duration of unemployment, 
a lagging indicator that often keeps rising after a recession has ended 
and a recovery has begun. Businesses tend to expand hours for existing 
employees before hiring new workers, so the average workweek is a lead-
ing indicator. As businesses expand hours worked first, the growth in the 

Exhibit 2.3 Industrial Production Declines with Recessions
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labor force often pushes the unemployment rate higher after a recovery 
has started. This was especially true in the 1970s and 1980s when the 
US labor force was growing rapidly. As the existing workforce resumes a 
normal workweek, businesses begin to hire to expand output, and the 
unemployment rate begins to fall. The average duration of unemploy-
ment continues to increase until employment grows enough to start 
absorbing the pool of unemployed workers that accumulated over the 
recession. As the labor market strengthens, it becomes easier to find a 
job, and the duration of unemployment declines. The average dura-
tion of unemployment peaked at about 40 weeks in 2011, more than 
a year after the recession ended in June 2009. The unemployment rate 
peaked at 10 percent in October 2009, just four months after the reces-
sion ended, and was down to 6.1 percent by September 2014. Waiting 
for the unemployment rate or other similarly intuitive but generally 
lagging indicators to start improving to position investment portfolios 
for a recovery can miss a large part of early-cycle risk-asset outperform-
ance. Leading indicators are more useful from that vantage point.

Exhibit 2.4 Inverted Yield Curve Leads Recessions
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Cycles within cycles

The components of the LEI provide insight into the drivers of the busi-
ness cycle. Several reflect trends in orders, both for business equipment 
and consumer goods. This highlights the role that business spending on 
capital equipment and consumer spending on durable goods, such as 
automobiles, play in driving the cyclical fluctuations in the economy.

The housing cycle is another important force shaping the business 
cycle, and that’s reflected in the fact that building permits are a com-
ponent of the LEI. Finally, the labor market cycle is perhaps the most 
comprehensive cycle, as it reflects conditions in all the parts of the 
economy. That’s why unemployment claims and the average work-
week have proved to be good leading indicators of the business cycle.

These “real economy” cycles interact with financial cycles. Stock 
prices, credit conditions, and the shape of the yield curve are key 
financial variables in the composite of leading indicators. Because the 

Exhibit 2.5 Average Unemployment Duration Peaks after Recessions
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cycle in financial variables is so wrapped up in the monetary policy 
cycle, we reserve the next chapter entirely for a discussion of mon-
etary policy and its role in the business cycle.

Indeed, the more moderate business cycles of the post–World War 
II period have largely been governed by the necessity to contain infla-
tion and avoid deflation, making monetary policy both the cause of 
and the governor of the business cycle in a way that was not so well 
defined in the more laissez-faire, pre-Keynesian era. Understanding 
the role played by monetary policy will be easier following some elab-
oration on the cycles in the real economy.

Business investment

Businesses have to constantly prepare for the future. Their orders for 
big-ticket equipment and investment in long-lived structures depend 
on confidence that economic conditions will require the services of 
any new equipment. By not investing enough, they face the risk of 
not having enough productive capacity to meet demand, thus losing 
business. On the other hand, too much investment is a waste of capi-
tal if it ends up as idle capacity. Over the course of the business cycle, 
confidence about the need for new investment fluctuates with the 
strength of the economy.

Coming out of a recession, there is a lot of excess capacity and rela-
tively little demand for new equipment. During a recession, compa-
nies are in more of a survival mode, preserving cash flow to meet 
obligations by minimizing expenses, especially investment spending 
on big-ticket items. One reason recessions end is this caution about 
spending starts to appear excessive relative to the business opportuni-
ties still available or becoming apparent.

As overly cautious behavior is exposed, businesses, now leaner, prob-
ably reorganized and more efficient, realize the need to stop running 
down inventories, laying off workers, and cutting back investment 
spending. Replacement demand for aging equipment and consumer 
durable goods, as well as the introduction of new technologies all play 
a role in this process, as do more attractive interest rates compared to 
those at the peak of the business cycle. Slowly, the ship gets righted, and 
the dynamic shifts back to the expansionary side. Naturally, there is a 
self-reinforcing dynamic here, as a rising tide starts to lift all boats.

Helping to monitor the business investment situation and the 
strength of the economy is a report that shows manufacturing ship-
ments, new orders, inventories, and the backlog of unfilled orders for 
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capital goods every month. Data on shipments of nondefense capital 
goods, excluding aircraft, from this report are a key input for the cal-
culation of the business equipment investment component of GDP.

Over the cycle, the relationships between new orders, shipments, and 
inventories fluctuate according to whether investment momentum is 
rising or falling. For example, going into a recession, new orders (a lead-
ing indicator) will slow first, while shipments (a coincident indicator) 
will maintain their pace for a while longer. As this mismatch grows, the 
backlog of unfilled orders begins to shrink. With waning demand, ship-
ments start to decline, and inventories start to back up. Firms scramble 
to reduce inventories by cutting back on production. Eventually, inven-
tories get too low, orders start to revive, and the process reverses.

Real-time inventory control has reduced the cyclical role of invento-
ries and damped the amplitude of business cycles. Inventory excesses 
were a bigger force driving the business cycle before sophisticated 
information-processing and logistics technology existed. Nevertheless, 
inventory accumulation in the capital goods sector remains much 
more volatile (cyclical) than the overall economy (GDP).

One result of better inventory management is shorter inventory cycles 
within business cycles as excesses or shortages of inventories are flagged 
more quickly and redressed faster. A more muted cycle of inventory 
liquidation, within the overall expansion that began in 2009, occurred 
between 2011 and 2013. Global growth slowed over the course of 
2011–2012 and capital-goods inventories were worked down. This loss 
of momentum bottomed in late-2012 and early 2013. Over the course 
of 2013, new orders growth outstripped shipments by a substantial 
margin, causing the backlog of unfilled orders to grow at an accelerat-
ing pace (Exhibit 2.6) and sparking an inventory turnaround as glo-
bal economic momentum rose through 2013. By correcting inventory 
excesses before they become extreme, real-time information-processing 
technology has helped lengthen expansions and shorten recessions.

While useful, the monthly capital goods orders data are very noisy, 
perhaps the noisiest of the regular economic data, causing especially 
misleading interpretations of the trend in business equipment spending 
by economists who project too much significance on the big upward and 
downward movements around the underlying cyclical trend. Extracting 
the signal in the behavior of the inventories, orders, and shipments data 
requires smoothing out the noise. In especially noisy data like the orders 
statistics, looking at the past few months’ changes can be highly mis-
leading. Averaging the latest three months’ data and comparing it to 
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the 3-month average 12 months earlier helps separate the trend (signal) 
from the meaningless noise that receives most of the sound-bite atten-
tion in the financial media. In general, the noisier the data series, the 
more it helps to smooth it with a longer-frequency procedure like this.

Longer-term investment in structures tends to lag behind other cycli-
cal sectors like business equipment and housing over the course of the 
business cycle. Research by Alan Greenspan since the 2008–2009 finan-
cial crisis attributes most of the shortfall in the cyclical recovery after the 
crisis to the weakness in investment in long-lived assets like structures. 
One explanation for this reduced willingness to commit capital for long 
periods is low business confidence because of the long-term uncertainty 
around the sustainability of US government finances as entitlements 
are projected to grow much faster than revenues and political stalemate 
has prevented a solution. Another possible explanation for shortened 
investment horizons is the accelerated pace of technological change, 
which makes the economic future ever murkier. More rapid “creative 
destruction” makes a 20-year investment harder to evaluate. Finally, 

Exhibit 2.6 Rising Backlog of Unfilled Orders Signaled Growing Economic 
Momentum in 2013
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there is an ongoing transformation of the US economy from tangible, 
physical output and capital stock to intangible, knowledge-based out-
put and capital. This transformation is evident in the growing role of 
intellectual capital that’s now explicitly measured along with business 
equipment in the overall investment schema of GDP accounts. Rapid 
advances in information technology are transforming developed-world 
GDP from tangible to intangible output at an accelerating rate. It is not 
unusual to hear some analysts distinguish physical output as somehow 
superior to intangible output. In fact, since knowledge-based output 
accounts for most of the growth in the postindustrial stage of develop-
ment, this bias is often the basis for critique of the modern economy’s 
performance. However, this view ignores the fact that invisible output 
is valued according to its worth in the market, just like physical output. 
Otherwise, Bill Gates would not be one of the world’s richest people.

Consumer durables

Spending on big-ticket items tends to be the first to stop when times 
are tough. That’s true not only for business equipment spending but 
also for consumer spending on autos and houses. Day-to-day expenses 
tend to be a top priority. A willingness to loosen the purse strings 
and spring for a new car, boat, or appliance is much greater when the 
economy is humming.

Volatility in household durables spending is consequentially much 
greater than spending on everyday necessities. That’s why consumer 
staple stocks are considered defensive plays for bad times, while con-
sumer discretionary companies thrive in better economic environ-
ments. The financial crisis of 2008–2009 was particularly tough on 
consumer purchases of motor vehicles, which fell by about half from 
their average level of the 1995–2007 period as the financial markets 
seized up. The auto market was hit hard because auto loans were 
heavily securitized and the loss of confidence in asset-backed secu-
rities froze financing until the government created special programs 
to unfreeze lending to the sector. The Federal Reserve in conjunction 
with the Treasury introduced the Term Asset-Backed Securities Loan 
Facility (TALF) to support the securitization of loans to consumers and 
businesses. The program was announced in November 2008 and began 
lending in March 2009, three months before the recession ended. After 
that, auto sales grew steadily and consumer durable goods purchases 
showed their usual cyclical leadership in a recovery.
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Housing

Consumer purchases of housing and automobiles became increasingly 
joined at the hip, with both sectors gaining steam from 1995, hardly 
flinching in the 2001 recession, and finally blowing up after the 2007 
recession hit. As the secular decline in interest rates progressed, hous-
ing refinance and home equity loans allowed consumers to “cash out” 
some of their growing home equity and buy cars with the proceeds. By 
2008, tapping the inflation in the home prices “piggy bank” came to 
an abrupt end. From 1995 to 2007 it was a growing trend.

The long uptrend in housing and motor vehicle purchases, with only 
a minor speed bump in 2001, illustrates the way business cycles dif-
fer. The 2001 recession was largely a correction of excessive business 
investment in technology in the run up to Y2K. Excessive valuations 
of technology stocks marked the end of the 1982–2000 secular bull 
market in equities. Housing and consumer spending barely flinched 
after the technology bubble burst, however, and went on to accumu-
late excesses that came home to roost in the recession that began in 
late 2007. In fact, housing activity had already been slowing for over 
a year before the recession began. Initially, in the first half of 2008, 
the recession seemed mild and contained. The rest of the global econ-
omy was doing well, causing oil and other commodity prices to surge 
and raising worries about inflation. The dollar was weak in foreign 
exchange markets. By the second half of 2008, when the US financial 
system threatened to implode after the collapse of Lehman Brothers, 
the whole world was in recession as the consequent freeze in finance 
caused the worst collapse in global trade since the 1930s.

Housing finance, which had dominated the credit creation process, 
had begun to unravel. Mortgage securities began to blow up in the first 
half of 2008, causing Bear Stearns to fail. The rescue of its credit obliga-
tions by its acquirer, J. P. Morgan, had the unfortunate side effect of mak-
ing investors complacent about the debt obligations of other systemically 
important financial institutions. This created significant moral hazard as 
investors continued to ignore traditional credit valuation criteria on the 
presumption that the government would keep bailing out creditors.

As the contagion spread, policymakers decided that they could not 
stop the credit obligations of Lehman Brothers from failing in September 
2008, which set off events that almost turned into a 1930s bankrun sce-
nario. Fortunately, an aggressive government response pulled the econ-
omy back from that brink. While we will discuss this episode in more 
depth in chapter 8, this digression illustrates the dominant role played 
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by housing and housing finance in the 2002–2009 business cycle. It also 
illustrates the point that “what’s different” about a particular business 
cycle is often a function of where excessive financing has been applied. 
In this case, it was residential real estate. In the earlier 1992–2001 cycle, 
rather than excessive credit creation, it was excessive equity valuations 
that funded an investment boom. While the excessive equity valua-
tions did set the stage for a secular bear market, the recession that fol-
lowed the technology bust was relatively mild and short lived, unlike 
the 2007–2009 recession. The recovery that started in late 2001 was not 
preceded by a rising stock market. This is a rare instance in which the 
stock market failed as a leading indicator. This seems to reflect the unu-
sually big role that equity overvaluation played in the late-1990s boom. 
Big corporate bankruptcies, including those of Enron and WorldCom, 
did not occur until 2002, just after the recession had “officially” ended. 
There were a lot of excesses still concentrated in the equity market well 
after the recovery began in November 2001. As noted above, consumer 
spending and housing investment were barely affected following the 
bursting of the tech bubble. The difference between these two cycles 
also illustrates the point that cycles funded more by equity valuation 
excesses are generally less damaging than those fueled by excessive debt 
growth. We will discuss this difference in more detail in chapter 8.

Additionally, we would note that the early 1990s recession marked 
the culmination of real-estate and junk bond-related debt problems 
that heavily damaged the savings and loan industry. Each business cycle 
tends to be characterized by a unique mix of financial excesses. Still, since 
housing has been the overwhelming source of finance for US consumers 
over the past 65 years, it has played an important role in most US busi-
ness cycles during this time. The 2001 recession was an exception.

Homebuilding is a relatively small part of each quarter’s GDP. Even 
residential investment, which includes the actual building of new 
homes, renovations of existing homes, and the real estate commis-
sions generated by housing transactions, tends to fluctuate between 
just 2 percent and 6 percent of GDP. Despite their small shares of GDP, 
cyclical sectors such as housing can be the “tail that wags the dog” in 
a business cycle because their higher volatility can be combined with 
excessive leverage to generate disproportionate cyclical fluctuations 
around an economy’s long-term trend.

Aside from the direct effect of volatility in the housing sector itself, there 
are indirect effects that impact other sectors. We already referred to the 
role housing wealth played in funding purchases of motor vehicles during 
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the 1995–2007 period. Obviously, a new house needs to be furnished, cre-
ating a whole host of spillover effects throughout the retail sector. New 
housing developments need schools, local government, and businesses. 
Collateral fallout from the housing bust of 2008–2009 included a notice-
able impact on small-business formation in the subsequent recovery. It 
turned out many entrepreneurs had been relying on home mortgage and 
other real estate financing as a source of funding for their businesses. 
When this source dried up, alternatives were slow to develop, especially 
as property values sank and credit evaluation for loans returned to more 
historically normal standards following the unusually easy standards dur-
ing the prior cycle. In essence, real estate wealth made people creditwor-
thy. When that wealth shrunk, so did their creditworthiness.

Building permits to start new residential structures are one compo-
nent of the index of leading indicators. When new permits are high 
relative to actual starts, it’s a sign that building activity will be picking 

Exhibit 2.7 Big Variation in Housing Cycles but Permits Start Falling ahead of 
Recessions
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up. It is the actual building that counts in GDP, so permits are a por-
tent of a pickup in GDP. Exhibit 2.7 illustrates the cyclical behavior 
of building permits. Notice that the massive decline in permits began 
well in advance of the 2007–2009 recession, whereas in other instances 
permits showed a much smaller decline and generally shorter lead 
time before recessions (late 1980s are an exception). This is another 
example of the “variable” nature of business cycles. Exhibit 2.8 shows 
the share of residential investment in GDP. Note how high it got in 
2006 relative to its historical average and how low it remained during 
the recovery out of the 2007–2009 recession. This illustrates the role 
excesses play in creating “booms” and “busts.”

Employment

Business investment, consumer durables purchases, and housing 
are examples of especially cyclical parts of the economy. Aggregate 
employment is cyclical partly because it includes jobs in cyclical sec-
tors and partly because aggregate activity moves up and down with 

Exhibit 2.8 Residential Investment Averages Just Around 5 percent of GDP but Is 
Very Cyclical
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the business cycle. Negative spillover effects from highly cyclical sec-
tors can cause the overall economy to stop growing. These spillover 
effects vary from cycle to cycle. Housing spillover effects were greater 
during the 2007–2009 recession because of all the financial activity 
and related jobs and spending that the housing boom created. Tech 
stock spillover effects were unusually significant in the early days of 
the first Internet boom at the turn of the century.

Certain jobs are much less cyclical than others. In the 1930s Great 
Depression, teachers and government workers were widely regarded as 
fortunate beneficiaries of stable employment. In recent years, however, 
pressures on public finances have challenged this historic advantage 
and even caused fiscal policy more generally to become a destabiliz-
ing, procyclical force.

As a mix of cyclical and less cyclical jobs, overall employment is 
one of the best trackers of whether GDP is growing or not. That’s why 
it is one of the four components in the index of coincident indica-
tors. These four components are available on a monthly basis, making 
it possible to date recessions in the month they start and end. GDP 
is a quarterly measure, making a monthly dating scheme based on 
it impossible. Some analysts use monthly data to track a surrogate 
monthly GDP series. For example, the Chicago Federal Reserve Bank 
puts together a monthly national activity index (CFNAI) comprised of 
85 economic indicators from four broad categories of data. The data 
are weighted in an index and normalized to show whether economic 
growth is above or below trend, and by how much (in standard devia-
tions). The CFNAI is constructed as a coincident indicator of aggre-
gate economic activity. When its three-month moving average falls 
below -0.7 standard deviations, the economy is usually in a recession. 
Employment-related indicators are one of the four broad categories of 
variables that make up this measure.

As mentioned in chapter 1, over long periods of time job growth seems 
to depend mainly on how many people are available to work, that is, 
the growth of the labor force. That’s because the trend growth rate of the 
economy is determined by the labor-supply growth rate and the growth 
in its productivity. Interestingly, low labor-force growth seems to put 
pressure for stronger productivity growth. This seems to have been the 
case in the 1950s, when the low-birth cohort from the Great Depression 
came of age to work. Despite a slow-growing workforce, productivity 
was higher, and the economy grew at a respectable rate. Conversely, 
when the huge babyboom generation was coming of age in the 1970s, 



The Business Cycle 37

productivity growth dropped significantly, suggesting cheaper, abun-
dant labor was substituted for relatively more dear capital.

More recently, forecasters have been surprised by the impact of retiring 
baby boomers on labor force participation rates. Indeed, there was a lot 
of confusion about the state of the economy in the first few years of the 
recovery from the 2008–2009 financial crisis, with many commentators 
attributing falling participation rates to discouraged workers dropping 
out of the labor force because of a weak economy. Deeper analysis made 
clear that the overwhelming reason was baby boomers’ retirement.

Without a major liberalization of immigration, which has been a 
traditional source of strong US labor supply growth, demographic 
trends imply that the US labor supply will grow at a slower pace in 
the next few decades. While most observers assume that this implies a 
slower trend growth rate for GDP, the experience of the 1950s, along 
with current evidence of rising profit margins, suggests that increased 
capital intensity will help make up for at least some of the shortfall 
in labor supply growth. In fact, accelerating technological progress 
makes this alternative view even more likely. In essence, technology, 
artificial intelligence, and robotics are substituting for labor supply 
growth, keeping potential GDP growth healthier than basic demo-
graphics alone would suggest.

In any case, growth in employment can be viewed as the normal 
course in a capitalist economy, in which the labor force is absorbed until 
sufficient imbalances accumulate and eventually interrupt the process, 
causing a recession to correct excesses. Job losses during recessions are 
generally commensurate with the excesses that create the recession.

During the last 50 years, jobs have risen in about 80 percent of the 
months and declined in roughly 20 percent of the months. Better pol-
icy to sustain growth deserves a lot of the credit. These numbers were 
much less impressive in the “good old days.” Even worse, the safety 
net to help unemployed workers barely existed in those days, making 
unemployment a much tougher experience than we can imagine in 
today’s world.

Still, an upswing in the business cycle tends to build on itself, partly 
because a growing labor force that is finding jobs creates new incomes 
that increase demand for new goods and services, sparking a virtuous 
circle of rising jobs and incomes. This is the dynamic behind Say’s 
Law, which as noted earlier, refers to the notion that supply creates its 
own demand. This dynamic works as long as the economy expands. 
Keynes’ contribution was to highlight the need to support demand 
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when confidence is low and this dynamic starts working in reverse. 
Say’s Law seems to be asymmetric, working in good times and break-
ing down in bad (deflationary) times.

Useful measures of the cycle clock

Consumer sentiment

A multitude of indicators can help gauge where the economy is in 
any particular economic cycle. While any one indicator may vary in 
its pattern across different cycles from recovery through recession, a 
group of the indicators taken together can provide a rough, but accu-
rate, idea of whether it is early or late in the cycle.

Within a business cycle, there are interrelated cycles in consumer 
sentiment, monetary policy, credit conditions, and inflation. Turning 
first to consumer sentiment, in the early stage of expansion right after 
a recession, business conditions are generally the worst of the cycle. For 
example, at the end of a recession just as a recovery is beginning, the 
unemployment rate is usually close to its cycle high point. On the other 
hand, there are usually some glimmers of hope that the worst is over 
as is reflected in the index of leading indicators, which is usually rising 
at this point in time, raising the possibility that the turn is underway. 
This mix of weak current conditions but an improving future outlook 
is captured in consumer surveys that ask opinions about the present 
conditions in the economy and expectations for the future.

Exhibit 2.9 shows the difference between an index of consumer 
expectations for the future and the assessment of present conditions 
from the monthly Conference Board survey of households. Notice that 
the gap reaches its cycle high point right after recession, in the early 
stage of an expansion. That is, expectations for the future are highest 
relative to current conditions when current conditions are coming off 
a bottom and the outlook is that things can only get better (and lead-
ing indicators are suggesting such is the case).

Conversely, right before a recession, when current conditions are the 
best, consumers recognize that the economy does not have as much 
room to improve in the coming months and the gap tends to be most 
negative (future expectations are below current conditions measures). 
This is a good indication that things are as good as they get. Notice that 
the historical extreme of this “as good as it gets” sentiment occurred 
in 2000 at the peak of the “dot.com” bubble and equity market “irra-
tional exuberance.” While consumers are generally overly optimistic 
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going into recessions, this measure shows that they do recognize the 
economy is unlikely to get much better relatively. At this stage, they 
would be content if things stayed the same. Unfortunately, “staying 
the same” means not growing, which is what happens in a recession.

As can be seen, a balance between current conditions and future 
expectations (when the difference is zero in Exhibit 2.9) tends to occur 
one-third to halfway into a business expansion. From this vantage 
point, the economy was one-third to halfway through its expansion 
in March 2014. In baseball parlance, that’s the third or fourth inning. 
Eventually, in the later innings expectations for the future begin to lag 
behind current conditions as they heat up.

Since World War II, expansions have been longer and recessions 
shorter, less extreme, and much less frequent than before World War II. 
Long expansions, like those of the 1980s and 1990s, set records for lon-
gevity, lasting about a decade in each case. Those cycles were also under-
pinned by the strongest secular bull market in equities in US history.

In our opinion, the economic expansion and equity bull market 
that began in 2009 marks the beginning of a new secular bull market 

Exhibit 2.9 Expectations Tend to Lag Current Conditions Going into Recession
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in equities after the secular bear market from 2000 to 2009 that cor-
rected the excessive valuations of the “dot.com” bubble that marked 
the end of the 1980s–1990s secular bull. This pattern suggests cyclical 
bull and bear markets in the context of a longer-term secular bull mar-
ket through at least two business cycles going forward.

Monetary policy and inflation

One reason business cycles have been longer and recessions less fre-
quent since World War II is proactive monetary policy. Over the course 
of the business cycle, monetary policy goes through a cycle from max-
imally accommodative to maximally restrictive. Generally, monetary 
policy is most stimulative in the first phase of expansion, when infla-
tion is low and unemployment high. This is reflected in a very steep 
yield curve that embodies cycle lows in short-term money market rates 
along with higher rates in longer-maturity bonds that recognize that 
these short rates are temporary until the economy absorbs more of the 
slack in labor markets and production capacity.

Over the course of an expansion, the yield curve flattens, as the 
Federal Reserve raises short-term rates more than long-term rates rise, 
until at the extreme of maximum monetary restrictiveness the yield 
curve inverts and eventually precipitates a recession. This extreme in 
monetary policy restrictiveness occurs when inflation has become 
a problem and there is much less slack in the labor markets. As the 
recession worsens and the inflation rate falls, monetary policy usually 
moves rapidly to cut short-term rates, and the cycle begins anew.

Judged in this context, monetary policy in March 2014 remained 
in the early innings. That cycle saw a significant risk of deflation, and 
interest rate policy ran into the zero-rate lower bound. This prompted 
several rounds of quantitative easing to add additional monetary stim-
ulus that helped bring down long-term rates. The Fed removed that 
quantitative stimulus by “tapering” its asset purchases. From this van-
tage point, maximum monetary stimulus ended in the spring of 2013, 
when then-Chairman Bernanke announced that the Fed would need 
to start paring its asset purchases by the end of that year. Ten-year 
Treasury note yields promptly rose 100 basis points, signaling the end 
of maximum monetary accommodation.

Taking account of the zero-bound and quantitative easing, which 
were new in that cycle, it seems best to consider that the Fed was about 
a year into its rate-normalization process in March 2014. This would 
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also argue for the recovery to have been about in its third inning at 
most at that point.

This view is also confirmed if we look at Fed policy in relation to 
wage pressures, which fall and rise with the slack in the labor market. 
Ultimately, it is wage pressure that drives the cyclical fluctuations in infla-
tion. Without higher wages, workers can’t afford higher prices. To be more 
accurate, only wage gains above productivity growth generate inflation.

Exhibit 2.10 shows the relationship between the Fed’s policy rate and 
wage growth. Compared to the prior two cycles, the Fed lagged behind 
wage acceleration by not raising its policy rate. In 1994 and 2004, it 
began to hike rates as wage growth picked up from its cycle bottom. 
This time around, it began the tapering process as wage growth acceler-
ated. This was a precondition for the rate hikes that were expected to 
begin in 2015 after the tapering process had been completed.

In 1994, there were six years of expansion after the Fed began raising 
rates. In 2004, there were four years of expansion until the next recession 
after the Fed started raising rates. All in all, from an inflation vantage 
point, wages had accelerated normally for the stage of the cycle by 2014, 
suggesting that there was not as much slack in the labor market as Fed 
Chair Janet Yellen thought. Assuming that was the case, the Fed would 

Exhibit 2.10 Inflation Pressures Pick Up with Wages. Tapering Substitutes for 
Initial Rate Hikes
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hit its 2-percent inflation target sometime during 2016. At that point, 
monetary policy would be about half way through the inflation cycle as 
the gradual transition from accommodation to restriction progressed.

Capacity utilization

Aside from labor market slack, there is slack in industrial capacity 
that varies over the business cycle. As can be seen in Exhibit 2.11, 
the capacity utilization rate in manufacturing tends to bottom at the 
end recessions with maximum slack available for growth. As industrial 
production (a coincident indicator) picks up, the slack in capacity uti-
lization diminishes, and it tends to peak before, or at the beginning 
of recessions. Over the long haul, 80 percent has been considered a 
rough threshold for full capacity in manufacturing, although a secular 
decline in that figure is apparent in the exhibit.

Given the renaissance that we believe is underway in US manufac-
turing, we expect the secular decline through recent cycles in capac-
ity utilization to reverse in coming cycles. The stalling of utilization 
in 2011 coincided with the global slowdown in trade precipitated by 

Exhibit 2.11 Expansions End with High-Capacity Utilization
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Europe’s double-dip into recession. As global growth improved, capac-
ity utilization rose and closed some of the gap left by the slowdown. 
Manufacturing is especially tied into global trade, and its pickup tends 
to have an outsized effect on US factory activity.

From a “cycle clock” vantage point, capacity utilization was not 
particularly high in mid-2014 from a historical perspective, and 
there seemed to be several years of growth possible before capacity 
constraints in manufacturing would pose a barrier to the expansion. 
Automation of increasing segments of manufacturing activity suggests 
bottlenecks are more likely to rise from materials costs rather than 
processing constraints. Automation limits the impact of higher wage 
costs in manufacturing as factories experience the loss of jobs that 
farms experienced over one hundred years ago.

Credit cycle indicators

Finally, a credit cycle clock tends to play out over expansions as bor-
rowers start to tip their toes into the borrowing waters in the early days 
of recovery when lenders are typically most cautious. By the end of an 
expansion, the party is going full steam, with lots of over-imbibers of 
credit and lenders more than willing to indulge them.

This behavioral pattern over an expansion is evident in credit 
spreads. For example, as shown in Exhibit 2.12, the difference or 
spread between high yield (junk-rated) debt and ten-year Treasury 
yields tends to blow out in recessions, diminish as a recovery unfolds, 
and approach cycle lows later in an expansion before rising ahead of a 
recession. Overborrowing by low-quality businesses is a key feature of 
the excesses that ultimately create the conditions for a recession. In the 
late 1990s, this process of deteriorating (rising) spreads was well under-
way before the “dot.com” bubble burst. Probably that’s partly because 
“Y2K” concerns kept the Fed on “easy street” longer than was typical.

The spread also started to rise in mid-2007 as an early warning sign 
of what was to come in the financial crisis. By the winter of 2009, junk 
spreads were discounting a level of credit defaults comparable to the 
worst part of the Great Depression. However, the government through its 
monetary and fiscal policy powers was committed to avoiding another 
Great Depression. The high-yield market turned out to be a screaming 
buy at that point as the anticipated defaults never materialized.

In mid-2014, the spread was back in complacency territory, suggest-
ing that liquidity was abundant in credit markets. Notice that it moved 
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to new cycle lows after the flare-up precipitated by the euro’s near-
death experience in 2011. Essentially, at under 400 basis points, the 
spread was in a similar position to where it was in 1994 and 2004, simi-
lar to the Fed policy-wage inflation relationship. From that vantage 
point, the party was just getting started and had several years to run.

International dimensions of the business cycle

There is a global business cycle. While national business cycles get most 
of the analytical attention and have been scrutinized in great detail, the 
global business cycle is less documented. Partly, that’s because of the 
nationalistic bias in economic and financial organization. Boundaries 
around economic data and their definitions have a heavily nationalis-
tic orientation. Barriers to trade, labor mobility, investment, and other 
capital flows are most severe at the national level. In an information 
age, barriers to information flows are also being fortified at the national 
level. National leaders who control dissent to sustain their power are 
threatened by the possibility of a wide-open Internet. Open societies 
have a comparative advantage in the Information Age.

Exhibit 2.12 Credit Conditions Deteriorate before Recessions
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These limitations on commerce, mobility, and information flows have 
always existed. Technological progress, however, is increasingly eroding 
the artificial barriers that are justified in the name of nationalism. It 
is driving globalization, which in its essence means the dissolving of 
national barriers to business, culture, and ideas at an ever-increasing rate. 
As this happens, the global dimensions of the business cycle become 
more important for the analysis of the domestic cycle. As investors 
diversify away from the extreme home bias that is created by national 
barriers to capital flows, the international dimensions of the business 
cycle also become increasingly important for investment strategy.

Nations built from smaller tribal aggregations dominated the past 
few centuries. The future is about the globalization of humanity and 
what shape it takes. Technology is forcing this despite all the resistance 
embedded in the status quo. Societies that best facilitate this trend have 
tremendous economic tailwinds, which we’ll discuss in more detail in 
our analysis of globalization. For now, suffice it to say that there are 
two extreme paradigms epitomized currently by the United States in 
the avant-garde, and North Korea in the about-to-be-extinct dinosaurs 
of national readiness for this new globalized world. That’s why, with 
each passing day, the globalizing world economy looks more like the 
US economy and less like the North Korean economy. People prefer 
prosperity to starvation. They prefer hope for their children’s future to 
a bleak stagnation. The United States is the largest, richest economic 
bloc, with the most integrated diversity of the world’s people living 
in peaceful harmony under one government. That’s what is needed 
for a successful globalization process to reach its logical conclusion. 
Logical, because it optimizes economic opportunities for the world’s 
people. For many reasons, which will be elaborated in chapter 7, the 
US economy comes the closest of any of the major economies to being 
a prototype for a globalized world economy.

Because the organization of trade, capital flows, and currency 
regimes is always changing, rigid theoretical economic frameworks are 
even more limited at the international level. In addition to the ongo-
ing incremental evolution of global economic arrangements, there are 
quantum leaps in institutional arrangements that create disruptive 
transitions, regime changes that redefine how economic forces influ-
ence trade patterns, and capital flows across countries.

The global business cycle faced a different set of constraints under 
the international gold standard era than during the Bretton Woods era 
or the post-Bretton Woods era of today. During the Cold War period, 
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two big parts of the global economy operated largely independent of 
each other. Emerging markets used this bipolar competition to play the 
two sides against each other, extracting economic favors in the proc-
ess. When the Iron Curtain came down, the two competing ideological 
blocs began to integrate economically. After 1979, China also began 
to integrate its economy with the West. Obviously, these momentous 
changes have had dramatic effects on the patterns of global trade and 
investment, and, consequently, the nature of the global business cycle.

This ever-evolving globalization process means traditional econo-
metric models are unlikely to have fixed parameters to an even greater 
extent than they might in relatively stable domestic economic models. 
The gestalt paradigm of information processing shaped by ever-changing 
economic incentives is probably even more relevant for a global perspec-
tive. It allows for both structural and behavioral changes as institutions 
evolve, regulations adjust, and the weights of different populations 
shift in the aggregate economic pie. Patterns emerge in big global data 
sets. They shape and reshape as incentives change.

Our focus up to now has been on the United States and its business 
cycle. Partly that’s because it is the world’s biggest economy with a 
disproportionate share of the world’s financial assets denominated in 
its own currency, which happens to be the world’s premier reserve cur-
rency. For all these reasons, the US economy tends to play a significant 
role in the global business cycles.

To a large extent, the US business-cycle pattern is also reflective of 
the pattern in other countries that share similar economic structures, 
mainly other rich developed economies.

Together with the United State, these other developed economies 
with roughly 20 percent of the world’s people, account for about half 
of world GDP and a much higher percentage of global wealth. In any 
event, the analysis of business cycles, while taking account of differ-
ences in the relative importance of underlying sectors, such as the 
degree of openness to trade, is not so different across the rich world. 
The degree of cyclical synchronization across countries, however, can 
vary quite a bit. For example, the United States went into a recession 
in December 2007, while the rest of the world, including Europe and 
most emerging markets, continued to grow in the first half of 2008. By 
late 2008, the biggest collapse in global trade since the 1930s had put 
the whole world in recession. With vigorous policy stimulus across the 
world, by 2010 the whole world was growing together at an above-
trend rate. Then, in 2011, Europe and many of the emerging markets 
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tightened their monetary policies. A two-year slowdown ensued, with 
the United States continuing to expand, Europe going back into reces-
sion, and emerging markets losing steam to varying degrees.

Just as there can be differences in the degree of synchronicity 
within a domestic business cycle, as credit, housing, investment, and 
trade cycles, for example, mesh somewhat differently in each overall 
cycle, there are differing degrees of lead and lag across countries, as 
just discussed, as well as differing degrees of relative strength in the 
sub-cycles. The global recovery from the financial crisis was highly 
synchronized. Then, in 2011, divergences arose for various reasons, 
including different policy approaches and the pressing need for struc-
tural reforms in major emerging markets, such as China. By 2013, a 
more synchronized global growth pattern began to emerge once again 
as the global trade and manufacturing cycle benefited from the end of 
Europe’s double-dip recession.

China’s growing role in globalization

These different patterns of global business cycles are evident in the last 
three economic cycles. China played a particularly prominent role in 
the 2001 to 2009 cycle. That cycle capped an extraordinary 30-year 
period that saw China grow from an isolated and insignificant part 
of the global economy to the second-largest economy in the world. 
China achieved a critical mass in many markets, especially natural 
resource markets, that played a major role in the commodity super-
cycle that saw oil prices, for example, go from around $10 a barrel 
at its low point in 1998 to $140 a barrel at its peak in the summer of 
2008. Many other commodities such as gold and copper saw gains 
of 500 percent or more during the Chinese growth boom in the first 
decade of the twenty-first century. We’ll discuss other macroeconomic 
influences on commodity prices in chapter 6. Suffice it to say that 
Chinese demand became an especially large factor in the 2001–2009 
commodity super-cycle.

The primary economic transmission channels across countries are 
trade flows and balance-of-payment financial flows. These shape 
the patterns of the global business cycle. Chinese growth influenced 
both types of flows in the first decade of the twenty-first century to 
an unprecedented degree. To continue its double-digit GDP growth 
streak, China increasingly relied on an ever-growing trade surplus. 
On the eve of the financial crisis in mid-2008, China’s trade surplus 
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had grown to about 10 percent of its GDP. By some measures, it had 
become the largest exporter of goods in the world. The financial sur-
plus that China cumulated from its ever-growing excess of exports 
over imports allowed it to build up foreign exchange reserves in the 
world’s main reserve currency, the dollar. Most of these dollars were 
stored in US government and agency securities. By 2008, China had 
accumulated about $2 trillion in foreign exchange reserves compared 
to only about $165 billion in 2000.

On the one hand, after the Asian currency crisis of the late 1990s, 
and as a growing economic superpower, China needed an adequate 
supply of foreign exchange reserves to protect itself against events such 
as that currency crisis. Indeed, a major feature of the 2001–2009 global 
business cycle was a growing current-account surplus across many of 
the Asian economies, not just China, as they all sought in the wake of 
the late-1990s currency crisis to fortify their national balance sheets 
with sufficient foreign-exchange reserves for future contingencies.

On the other hand, Chinese purchases of US Treasuries with its 
surplus trade receipts blocked one of the natural adjustment mecha-
nisms that would have normally worked to rebalance trade and stop 
the ever-growing current-account imbalances in the global economy. 
Normally, an ever-rising Chinese surplus and US trade deficit would 
have caused the dollar to fall and the yuan to rise. This happened to 
some extent after the summer of 2005, when China finally began a 
controlled appreciation of the yuan, but China’s massive reserve accu-
mulation was a form of currency intervention that preserved some of 
its competitive advantage and allowed its trade surplus to grow and 
maintain a domestic growth rate above 10 percent.

For every trade surplus, there is a trade deficit somewhere else. The 
US business cycle during this period was characterized by an ever-
expanding trade deficit that peaked at about 6 percent of GDP. This 
unusually big deficit enabled China to have an unusually large sur-
plus. Other countries also facilitated this dynamic, with big trade defi-
cits growing in Ireland, the United Kingdom, Spain, and a host of 
other countries. China’s trade surplus recycled into global financial 
markets helped finance housing booms in many of the trade deficit 
countries. A trade deficit only becomes a problem when it is diffi-
cult to finance. Financing by China made it easy and in fact enabled 
unusually big trade imbalances to grow until the excesses in lending 
standards became so egregious that defaults on loans began to prolif-
erate. All the housing booms eventually went bust.
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The key point is that the global business cycle from 2001 to 2009 
was dominated by ever-rising trade imbalances that eventually became 
unsustainable. Recycled surpluses helped finance excessive hous-
ing booms and bubbles to keep this particular global business-cycle 
dynamic going. This cyclical source of instability was a major con-
tributor to the financial crisis.

The 2008–2009 crisis marked the end of that pattern of global 
growth. Since then, a new pattern has emerged. It is a pattern that has 
forced China to grow its domestic demand because it can no longer 
rely on an ever-growing trade surplus. In fact, China’s current-account 
surplus has dropped sharply from about 10 percent of GDP in 2006 to 
about 2 percent of GDP in 2013. In the United States, the 6-percent 
trade deficit from 2006 has shrunk to about 3 percent. This general 
pattern of reduced trade imbalances is a key differentiator of the glo-
bal cycle that followed the financial crisis compared to the one that 
preceded it. Reduced imbalances mean the subsequent cycle is more 
sustainable and less prone to be derailed by the dynamics that under-
mined the 2001–2009 cycle.

This changed dynamic is behind China’s slower growth. Its five-year 
plan for 2011–2016 recognizes the need to transition growth away 
from exports and toward domestic consumption and investment. 
Reducing a surplus from 10 percent of GDP to 2 percent of GDP takes 
away eight points of growth. In the United States, in contrast, going 
from a 6-percent deficit on trade to just 2 percent adds four points 
of growth. The pattern of rebalanced trade narrows the gap between 
Chinese and US growth.

While it’s an international business cycle with a more sustainable 
growth pattern, it’s also a pattern with slower global trade as the struc-
tural adjustments making this transition possible have hit growth in 
other countries that benefited from exporting when the Chinese trade 
juggernaut was ascending. Many emerging markets, like Brazil, have 
had a hard time making this adjustment to the new pattern of global 
trade and investment flows.

For the United States, the timing of the adjustment was fortuitous in 
a couple of ways. The 4-percentage point drop in its current-account 
deficit between 2006 and 2013 was driven by two key factors. First, 
an energy revolution turned it from the world’s biggest oil importer 
into one of the world’s biggest producers. Oil imports were its biggest 
category of imports until recently, making this reversal a particularly 
big help for rebalancing trade. Rapidly increasing exports, including 
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of energy products, further helped the rebalancing of trade. Second, 
an undervalued dollar combined with globalization and rising living 
standards in the developing world have made travel and tourism one 
of the most powerful economic trends in recent years. As per capita 
incomes have increased in the emerging world, the United States has 
seen its services account surplus rise from inbound tourism. This is 
another benefit of having such a diversity of people, including signifi-
cant diasporas from all the major countries and cultures on the globe. 
The country’s close ties with so many people around the world also 
create business connections around the world that offer the United 
States a major comparative advantage and bolster its claims to being a 
microcosm of the globalized world.

New risks are also arising from these new global business cycle 
dynamics. Indeed, it seems to be the case that when the US trade 
deficit becomes too small, say less than 3 percent of GDP, it reduces 
the growth in the supply of dollars to the rest of the world to a level 
that starts to strain finances in the world’s balance-of-payment flows. 
That’s because a small US trade deficit means slower growth in foreign 
holdings of the global reserve currency. This tends to put upward pres-
sure on the dollar and cause financial strains in certain countries that 
find it harder to finance their balance of payments. In many ways, 
this was the dynamic that characterized the 1990s global business 
cycle, when the United States did relatively well, while a succession 
of emerging markets encountered problems in a strengthening dollar 
environment. For these reasons, it is not surprising that China and 
other emerging markets are having more difficulty in the postcrisis 
global business cycle. For the United States, on the other hand, global 
cyclical forces are much more favorable since the financial crisis.

Europe’s incomplete institutional structure for banking, monetary, 
and fiscal policy, and governance has left it in limbo. In addition, while 
most of the world’s formerly big trade surplus and deficit countries 
have restructured to much more balanced trade flows including Japan 
and China, Germany remains a glaring exception. Its trade surplus at 
about 6 percent of GDP in 2013 was the highest among the major econ-
omies and even marginally above its prior cycle peak in 2006 (Exhibit 
2.13). This has severely hampered the ability of the rest of Europe to 
adjust to the new, more balanced nature of the current global business 
cycle. Aside from overly restrictive monetary and fiscal policy, Europe 
is hampered by an inability to rebalance its trade in line with the rest 
of the world because of its “one size fits all” currency system.
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These observations on recent patterns in the global business cycle 
illustrate the role of changes in trade patterns, investment flows, and 
exchange rate policies. They highlight the important new role China 
is playing in the global economy and illustrate some of the reasons 
why the US economy remains such a dominant force in the global 
economy.

Exhibit 2.13 Rebalancing Trade Key in New Global Business Cycle
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3
Monetary Policy

Don’t fight the Fed

The late legendary investor Martin Zweig was one of the first asset 
managers to apply the insights of modern academic monetary eco-
nomics to Wall Street. Even as a professor, before becoming a promi-
nent money manager, one of his maxims was “don’t fight the Fed,” an 
investment rule of thumb that continues to resonate, especially after 
the extraordinary monetary policies that followed the financial crisis 
of 2008–2009.

Those extraordinary actions prompted a host of armchair Fed critics 
to “fight the Fed.” They were, however, overwhelmingly proven wrong 
as their dire predictions of roaring inflation and financial Armageddon 
failed to materialize. Instead, the Fed’s policies worked to save the US 
economy from another Great Depression and by 2012 had put the 
economy on track for a fairly solid and normal business expansion. 
More importantly, investors who “did not fight the Fed” enjoyed one 
of the greatest equity bull markets of all time.

Former Fed Chairman Ben Bernanke’s actions during the crisis will 
go down in monetary history as confirmation of what monetary econ-
omists learned during the half century after the Great Depression, by 
building on the insights of great economists like J.M. Keynes and Milton 
Friedman. Furthermore, the difficult experience of Japan in the two dec-
ades after its double bubble (real estate and equities) burst in the early 
1990s and that of Europe, which lapsed into a double-dip recession in 
2011 while the United States continued to expand, provide alternative 
monetary policy experiments that vindicate Bernanke’s actions as the 
application of the best thinking in academic economics. In sharp contrast 
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to Bernanke’s enlightened measures, the tepid and always behind-the-
curve policy responses in Japan and Europe did not follow this thinking 
and the results speak for themselves. In fact, it was only after Bernanke 
succeeded that the Japanese central bank belatedly adopted his approach 
to end the threatening deflationary undertow. Whether it will work at 
this late stage in Japan’s fiscal crisis remains to be seen. In the meantime, 
the European Central Bank (ECB) repeated the Japanese mistakes of the 
1990s, eschewing a proactive monetary policy for a minimalist “too lit-
tle, too late” crisis-avoidance approach until 2015.

These assertions about the effect of monetary policy and the relative 
success of the US approach compared to that in Europe and Japan—where 
the ECB, under the influence of the German Bundesbank’s traditional 
anti-inflation focus, and the Bank of Japan, which was also governed by a 
traditional pre-Keynesian, anti-inflation view until “Abenomics” forced 
it to change course in late 2012, have hindered a return to normal—
will be developed through the book because they illustrate many of the 
principles discussed throughout. For now, suffice it to say that Japan’s 
economy was stagnant for about a quarter century, and Europe’s econ-
omy seemed to be following Japan under the influence of  old-fashioned 
austerity policies six years after the Great Recession.

There is a reason why the chair of the Federal Reserve Board is often 
called “the second most powerful person on Earth.” The US business 
cycle is heavily influenced by Federal Reserve monetary policy. As 
the dominant financial system in the global economy with between 
30 percent and 40 percent of total financial assets denominated in 
its own currency, the United States tends to be a major driver of the 
global business cycle as well. A discussion of the US monetary policy 
rationale, mechanics, and role in the business cycle will make it easier 
to understand why it’s not a good idea to “fight the Fed.”

Monetary mechanics and learning from experience

The Federal Reserve celebrated its one hundredth anniversary in 2013. 
During the past century, its policy approach has evolved along with 
the US economy and knowledge about best monetary policy practices. 
Still, because monetary policy is generally poorly understood, includ-
ing by many politicians, the Fed is a lightning rod for misplaced criti-
cism and paranoid conspiracy theories.

The way the Federal Reserve conducts monetary policy today reflects 
the evolution of economic knowledge with a heavy dose of learning 
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from experience. For example, out of the cacophony of ex-post ration-
alizations about the causes of the Great Depression a consensus evolved 
over time about how the mechanics of monetary policy broke down 
in those extreme circumstances in a way that demanded extraordinary 
action that was not forthcoming at the time. Eighty years later, in the 
wake of the 2008–2009 financial crisis, Federal Reserve policymakers 
led by Chairman Bernanke developed and implemented extraordinary 
measures that repaired the broken monetary mechanism sufficiently 
to avoid another depression and support an economic recovery. The 
lessons from the 1930s made that possible. So too, did the lessons 
learned from the inadequate Japanese response to its 1990s banking 
crisis and ensuing deflation.

As noted above, while the underlying theoretical basis for the Fed’s 
postcrisis response reflects the best thinking in monetary economics, 
it perplexed many economists and non-economists, including many 
money managers with outstanding track records. Some of these money 
managers strongly criticized the Fed’s unorthodox response and often 
belittled the Fed’s “academic” orientation and lack of “market smarts.” 
Six years after the crisis, it’s pretty clear that the Fed’s insights from the 
best academic thinking worked and the dire consequences predicted 
by critics failed to materialize. Indeed, it is precisely the orthodoxy 
of money managers with “street smarts” that has traditionally been 
shared by central bankers and caused them to fail in preempting prior 
debt-deflation fiascoes. In fact, it was this orthodoxy that lay behind 
the failures of the Bank of Japan and the European Central Bank to 
put their respective economies on a comparably successful track as the 
United States. What seems excessively easy and irresponsible mon-
etary policy by normal standards is precisely what’s required when a 
debt-deflation process threatens the economy and financial system.

Why Bernanke’s therapy proved effective

The Great Disinflation trend that began in the early 1980s with Paul 
Volcker at the helm of the Federal Reserve inevitably brought an even-
tual brush with deflation. Inflation fell from well over 10 percent 
when he began to turn off the monetary spigots, to less than zero 
(deflation) in the wake of the Great Recession. Throughout the early 
2000s, the Federal Reserve was already primarily concerned with stop-
ping this powerful downtrend in inflation from becoming deflation. 
Because low real interest rates were necessary to prevent a deflationary 

  



56 Applied Financial Macroeconomics and Investment Strategy

apocalypse, US monetary policy was mainly in this reflation mode for 
about a decade before the Great Recession.

Still, the US economy fell into the deflationary danger zone dur-
ing the 2008–2009 financial crisis for the first time since the Great 
Depression, and during the four years up to 2012, nominal gross 
domestic product (GDP) growth (inflation plus real growth) averaged 
just under 2 percent, something that also hadn’t happened in the 
United States for such a long stretch of time since the 1930s depres-
sion (Exhibit 3.1). The lowest prior four-year stretch was just a tad 
under 4 percent in the period that ended in 1961.

For many reasons, 4 percent is the minimal growth rate the US econ-
omy appears to need to service its outstanding debt and still allow for 
real trend-like growth in the 2-percent to 3-percent range. Nominal 
GDP growth below 4 percent implies that trend real growth can only 
occur with inflation below the Fed’s 2-percent target. On the other hand, 
nominal growth consistently above 6 percent has been associated with 
inflation above the Fed’s target. Only nominal growth between 4 and 
6 percent has been associated with stable inflation and trend-like real 
growth. This range is also the “sweet spot” for risk assets, as discussed 

Exhibit 3.1 Fed Policies Have Helped United States Move Out of Deflationary 
Danger Zone
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in subsequent chapters. Here suffice it to say that nominal growth dic-
tates the cash flows through the economy. If it’s too low, companies 
and individuals will have a harder time servicing the debt that they 
have accumulated. The higher the debt, the harder it is to service.

Exhibit 3.2 shows that credit growth far exceeded nominal GDP 
growth during the 1980s and the first decade of the twenty-first cen-
tury. These were “bubbles” in borrowing in the sense that debt growth 
was out of line with the capacity of the economy to repay the debt. 
Interest rates were declining throughout these years as inflation came 
down to the Fed’s goal. Lower interest rates and greater relative eco-
nomic stability induced people to borrow more. However, slowing 
nominal GDP growth increasingly reduced their ability to pay back the 
debt. Eventually, with very low nominal growth, debt levels became 
too high even at very low interest rates. The 2008 financial crisis ended 
the progressive leveraging that had built up over the prior 60 years.

The Fed’s aggressive reflation effort succeeded in bringing nominal 
GDP growth back into the “normal” range, thus avoiding a debt-defla-
tion collapse. Indeed, by the third quarter of 2013, the four-year aver-
age of nominal GDP growth rose above the critical 4-percent threshold 
for the first time since 2008. In the process, households managed 
to deleverage from their unprecedented overindebted position, and 

Exhibit 3.2 United States Transitioning from Credit Bubble to Equity Bubble?
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bank balance sheets were repaired. The unorthodox policies of Federal 
Reserve Chairman Bernanke supported the economy so that delever-
aging could occur in a relatively orderly fashion with help from eco-
nomic growth, unlike the debt-deflation debacles of the past, when 
policy actions were not forthcoming to stop the vicious, self-reinforc-
ing down-spiral caused by ever-greater deleveraging pressures in an 
ever-worsening economic environment.

Bernanke’s “muse,” Milton Friedman

The policy response to the 2008 financial crisis was a Great Experiment, 
and the United States was fortunate to receive the therapy that 
proved successful. Basically, while it may be surprising to those who 
believe that the Federal Reserve was irresponsibly printing money, 
the Fed supplied just enough monetary base (reserves) to the bank-
ing system (Exhibit 3.4) to offset the collapse in the money multiplier 
(Exhibit 3.5), in order to maintain a stable growth rate in the money 
supply (Exhibit 3.3). Indeed, as shown in Exhibit 3.3, US money-supply 
growth was fairly steady in the 5-percent to 7-percent range over the 

Exhibit 3.3 Unconventional Monetary Policy Kept Money Growth Stable . . . 
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Exhibit 3.4  . . . By Flooding Banks with Reserves . . . 
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Exhibit 3.5  . . . Sufficient to Offset the Collapse of the Money Multiplier
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period surrounding the financial crisis (2007–2009), which was essen-
tial to preclude a worse outcome given the surge in risk aversion and 
strong deleveraging pressures following Lehman’s collapse.

Bernanke’s actions drew upon Friedman’s analysis of why the US 
economy collapsed in the 1929–1933 period. Back then, the Federal 
Reserve thought it was being sufficiently accommodative by expand-
ing the monetary base. Unfortunately, the growth in the monetary 
base during the Depression was not sufficient to offset the collapse 
in the money multiplier, as banks that were worried about runs on 
deposits hoarded excess reserves instead of lending them out. The 
money supply shrank and the deflationary collapse ensued.

Thanks to Friedman’s insights, Bernanke knew what to do this time 
around when the multiplier fell to less than half its precrisis value 
(before the crisis, a dollar of base money in the banking system sup-
ported about $8 of money supply in the economy; afterwards, it was 
closer to $3 of money supply for each dollar of bank reserves). By creat-
ing an environment for a relatively orderly deleveraging process, the 
Fed’s extraordinary actions to offset the collapse in the money multiplier 
facilitated a much more benign adjustment process to the financial sys-
tem shakeout. For example, while uncomfortably high, unemployment 
peaked at 10 percent this time around instead of the roughly 25-percent 
rate in the 1930s collapse. Indeed, it could have been much worse.

Banks weren’t the only ones hoarding reserves out of fear after the 
financial crisis. In fact, the velocity of money—the ratio of nominal 
GDP to the supply of money—declined throughout the low inflation 
era (since the mid-1990s) as the risk of deflation increased (Exhibit 3.6). 
In this environment, more money is hoarded for principal protection 
and less is spent, so the average dollar of money supply supports less 
economic activity (GDP). Corporations, for example, have accumulated 
massive amounts of cash that are just sitting on their balance sheets. 
The velocity of money is slower. That’s why, despite much alarm, the 
money-supply growth rate has been higher than the nominal GDP 
growth rate without causing inflation. The Fed has just provided the 
amount of money that allowed the economy to grow in a low, stable 
inflation range, which, as experience shows and as discussed later, is the 
best monetary environment for the economy to realize its potential.

As mentioned above, aside from the lessons of the Great Depression, 
Bernanke also learned from the Japanese experience of the 1990s. In 
this case, until “Abenomics” in late 2012, Japanese policymakers always 
thought that they were being accommodative. Yet, Japanese nominal 
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GDP was lower in the third quarter of 2013 than in 1992. That’s two 
decades without any growth in nominal GDP. During this period, real 
growth was less than 1 percent and inflation was negative, clear evidence 
that, while seemingly accommodative, policy never was easy enough to 
eliminate deflation and stagnation, and more needed to be done.

The Japanese case is especially surprising because Japan was one of 
the first countries to respond appropriately to the Great Depression 
crisis in the 1930s and, as a result, recovered well before the United 
States and most other major economies. The prescription it used was 
very close to the US policy response in 2009 that headed off a repeat 
of the 1930s experience.

The finance minister who orchestrated the successful Japanese 
response to the world depression was Takahashi Korekiyo, a fas-
cinating character who is the subject of an excellent biography by 
the historian Richard J. Smethurst.1 His legacy has been resurrected 
with “Abenomics.” Unfortunately, it lay dormant through the 1990–
2012 period of policy muddle. The monetary and fiscal policy mix 

Exhibit 3.6 Hoarding of Liquidity Has Collapsed Velocity of Money
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Takahashi concocted included leaving the gold standard, ending yen 
convertibility to gold, devaluation against the dollar and pound, deep 
interest rate cuts, and authorization to raise the Bank of Japan’s (BOJ’s) 
limit on bank note issuance. On the fiscal front, he increased spending 
without raising taxes by selling the increased debt to the BOJ.

According to Smethurst, “Takahashi’s policies worked, and by 1935–
1936, half a decade before the United States would, Japan returned 
to complete utilization of capacity and to full employment, and did 
so with an inflation rate of less than 3 percent per year.”2 Here we 
have another historical example of a social experiment validating the 
aggressive use of fiscal and monetary policy, including monetization 
of government debt, that successfully stopped a depression.

Europe is also vulnerable to this debt-deflation trap. In the four 
years after the financial crisis, Europe saw its nominal growth rate 
average less than 1 percent, risking a Japanese-like descent into defla-
tion (Exhibit 3.7). Both Japan and Europe have shown a pickup since 

Exhibit 3.7 Euro Area and Japan Moving away from Debt-Deflation Abyss?
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the crisis, but both are far behind the United States in terms of suc-
cessfully reflating their economies. Encouragingly, the first arrow of 
“Abenomics” included a strong reflation effort, and the ECB head, 
Mario Draghi, who took over the helm just in time to avert another cri-
sis in late 2011 and who was trained in the United States by Bernanke’s 
mentor, Stanley Fischer, has tried to overcome Bundesbank resistance 
to Friedman’s lessons. Still, Europe’s slow-moving policy response to 
deflation risks remained the biggest threat to sustained global expan-
sion six years after the Great Recession (Exhibit 3.8). In 2011 and mid 
2012, it threatened to derail the global recovery out of the financial cri-
sis. Finally, in January 2015, Draghi took bold and aggressive action.

The yield curve rules

From an investment strategy perspective, the yield curve is one of the 
most useful metrics for gauging the thrust of Fed policy. When the yield 

Exhibit 3.8 Deflation Risks Remain as Credit Continues to Contract in Euroland, 
Threatening Relapse
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curve is steepest, with the overnight money market rate determined 
by monetary policy very low compared to the long-term Treasury note 
yield, policy is most stimulative. Partly, that’s because banks generally 
pay the short-term rate to gather funds that can be lent for longer 
terms at higher rates. The incentive to do this is strongest when the 
yield curve is the steepest (the spread between long and short interest 
rates is most positive), and that’s usually the case in the early years of 
a recovery. In this phase, “don’t fight the Fed” usually means “be long 
equities or be wrong.”

Policy is tightest when the yield curve is very flat, or even inverted 
(when the ten-year Treasury rate falls below the Fed funds rate), as 
has been the case just before every recession in the past half century 
(Exhibit 3.9). In that case, “liquidity” is expensive: short-term rates are 
high relative to long-term rates. If banks are paying more for sources of 
funds relative to long rates, net interest margins are low, lending slows 
down, and credit gets tight. This also tends to be the part of the credit 

Exhibit 3.9 Yield Curve Spread: Difference between 10-Year Treasury Note and 
Yield and Overnight Federal Funds Rate (shaded areas represent recessions)
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cycle when, as Warren Buffet famously said, we see who’s swimming 
without trunks. Indeed, credit defaults rise and credit risk premia blow 
out to cycle highs. It’s like a game of musical chairs, only instead of a chair 
being missing when the music stops, leaving a loser standing, missing 
liquidity means someone cannot roll over a loan or make a payment.

In the tight phase of the liquidity cycle, the inversion of the yield 
curve reflects a growing market judgment that policy rates are high 
enough to satisfy the Federal Reserve’s tight monetary policy objectives 
(aimed at reducing elevated inflation expectations) and that subsequent 
policy moves are likely to be toward lower rather than higher rates in 
order to eventually re-stimulate the economy out of recession. Since 
longer-term rates reflect the future trajectory of expected short rates, 
an inverted yield curve is often a signal that tight policy has come close 
to its end. Generally, maximum restraint and the most inverted stage 
of the yield curve precede and even continue into the early stage of the 
recession, depending on how serious the inflation problem is. Then, as 
it becomes apparent that economic momentum is fading faster than the 
Fed desires and inflation is headed lower, the yield curve often enters 
its most aggressive steepening phase, with short-term policy rates drop-
ping rapidly until policymakers feel comfortable that the recession is 
over and that policy will support a sustainable recovery.

When the yield curve is in the later stage of flattening and even 
inverting, the “don’t fight the Fed” rule implies getting out of equities 
because a recession usually is on the way. Recessions are bad for equi-
ties because profits are very cyclical and tend to drop sharply in a reces-
sion. This, combined with tight credit conditions, raises the specter of 
growing credit defaults and bankruptcies. On the other hand, the best 
time to buy equities is when the recession has reached an extreme 
point at which its end is in sight. That’s what happened for example 
in March 2009, when equities bottomed about four months before 
the recession ended. As is usually the case at that stage of the business 
cycle, pessimism about the outlook for both the economy and equities 
was extremely high precisely at the best time to invest in a recovery, as 
the steep yield curve was correctly indicating.

The key point is that the yield curve has been the most reliable gauge 
of whether monetary policy is tight or easy. Most other metrics of the 
policy stance have been much less reliable. For example, a common 
mistake is to gauge policy by whether the Fed is raising or cutting 
rates. The problem with this perspective is that monetary policy can 
be “behind the curve.” This was consistently the case in the 1970s, 
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when the Federal Reserve was too slow raising rates as inflation rose 
ever higher. Indeed, conventional wisdom at the time held that policy 
was tight because interest rates were rising. Inflation, however, does 
not keep rising for long in a truly tight monetary policy environment. 
Also, the money supply grew faster and faster even as interest rates 
rose. Partly, the problem was that while nominal interest rates (infla-
tion plus the real interest rate) were rising, real interest rates were fall-
ing because inflation was rising faster than the Fed was hiking interest 
rates. This created an incentive to borrow money and buy real assets 
that appreciate with inflation (hence the accelerating money-supply 
growth and lack of impact on inflation until Paul Volcker pushed 
interest rates high enough above inflation to start reining it in).

A more recent example of how interest rates can be a misleading 
gauge of the monetary policy stance comes from the European experi-
ence following the 2008–2009 financial crisis. ECB officials and most 
market participants talked as if policy was very accommodative in 
2012 and 2013 because interest rates were quite low and had been cut. 
A look at Exhibit 3.8 suggests otherwise. From about the time of the 
premature April 2011 ECB rate hike, the recovery in credit that had 
started in 2010 during the synchronized global expansion was halted 
in its tracks and a massive contraction of credit was set off. The cen-
tral bank’s role in this deflation of the financial system is evident in 
the contrast between the Fed and ECB balance sheets in Exhibit 3.16. 
The differential impact on the economy is evident in the contrasting 
behavior of the unemployment rate (Exhibit 3.15).

The evidence is overwhelming that despite low interest rates, ECB 
policy was too tight rather than accommodative. This classic mistake 
of associating low interest rates with easy policy breaks down in a 
deflationary world. This was a major point made by Milton Friedman 
and Anna Schwartz in their Monetary History of the United States, which 
they explained in great detail. Fifty years later, some policymakers still 
don’t grasp this point, with grave consequences for their countries.

When the banking system is shrinking, the central bank’s balance 
sheet is declining, the money growth rate is decelerating, and infla-
tion is falling toward zero, these are all classic signs that policy is too 
tight regardless of the level of interest rates. If rates are at zero, then 
this scenario cries out for quantitative easing. Bernanke knew this. 
The Bundesbank orthodoxy ignored the obvious.

Conversely, as the Fed raised rates into the 2006–2007 period, the 
conventional wisdom claimed that policy was not especially tight 
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because the Fed funds rate was “just” 5.25 percent, the dollar was weak, 
and commodity prices were soaring. Nevertheless, 5.25 percent turned 
out to be enough to invert the yield curve, strong evidence that a reces-
sion was coming. Since the bond market “thought” a 5.25 percent Fed 
funds rate was high enough in July 2007, the ten-year Treasury note 
yield was lower than that, at 5 percent. Within six months, the United 
States was in recession and the “trunk-less swimmers” began to multi-
ply, culminating in the worst financial crisis since the 1930s.

The Fed’s rationale—“the 2-percent solution”

While the yield curve is a good indicator of the monetary policy 
stance, it does not really tell us why the Fed has adopted that stance. 
For that, it’s helpful to understand the longer-run goals and monetary 
policy strategy.

Since the Greenspan Fed began in 1987, monetary policy has become 
increasingly transparent, with more and more efforts to communicate 
the Fed’s strategy to the general public. This process was largely com-
pleted during the Bernanke years, with regularly scheduled press con-
ferences instituted after policy meetings to explain the Fed’s views and 
reasons for its actions. Some have criticized this transparency as sow-
ing more confusion than necessary. This was the case, for example, 
in the summer of 2013, when the Federal Open Market Committee 
(FOMC) tried to prepare the market for its eventual tapering of asset 
purchases as its third round of Quantitative Easing (QE) was to be 
phased out. Some argued that this attempt at greater communication 
backfired, creating more market volatility than necessary.

While there will always be pitfalls associated with communicating 
something as complex and potentially impactful as monetary policy, 
most scholars would argue in favor of more rather than less explana-
tion of the thinking behind monetary policy actions. As we discussed 
in chapter 1, markets are big processors of information. The more accu-
rate the information, the more efficient this processing can be. Without 
transparency, the markets would have to guess unnecessarily about 
various aspects of the policy outlook. In the past, this created a bigger 
cloud of uncertainty that presumably added to market volatility.

Nevertheless, the fact remains that the FOMC is often just as uncer-
tain about the economic outlook as market participants are. This means 
that there is a natural limit to its policy transparency, a limit that is set 
by the possibility that the Fed may need to change course from what 
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it currently expects. Indeed, confusion over policy is often the result of 
the Fed’s own uncertainty about which way the wind will blow. When 
the wind surprises, both the Fed and the market need to adjust accord-
ingly. The Fed is not omniscient, so there will naturally be miscom-
munication as a result. Nevertheless, a lot of the prior mystique around 
monetary policy before the era of transparency was an unnecessary 
source of confusion of questionable and probably negative value.

In any case, to better clarify its mission, the Fed now produces a 
Statement on Longer-Run Goals and Monetary Policy Strategy. The 
version amended effective January 28, 2014, is presented below. This 
is a concise summary of how the US central bank seeks to achieve its 
statutory mandate from Congress to promote maximum unemploy-
ment, stable prices, and moderate long-term interest rates.

While monetary policy attempts to address deviations from full 
employment in their cyclical context, it acknowledges that the maxi-
mum level of employment is largely determined by nonmonetary fac-
tors that affect the structure and dynamics of the labor market. On 
the other hand, economists believe that the inflation rate over the 
longer run is primarily determined by monetary policy, and hence the 
Committee has the ability to specify a longer-run goal for inflation. 
That goal is 2 percent, as measured by the annual change in the price 
index for personal consumption expenditures.

Statement on longer-run goals and monetary  
policy strategy3

As amended effective January 28, 2014

The FOMC is firmly committed to fulfilling its statutory mandate from 
Congress of promoting maximum employment, stable prices, and 
moderate long-term interest rates. The Committee seeks to explain 
its monetary policy decisions to the public as clearly as possible. Such 
clarity facilitates well-informed decision-making by households and 
businesses, reduces economic and financial uncertainty, increases 
the effectiveness of monetary policy, and enhances transparency and 
accountability, which are essential in a democratic society.

Inflation, employment, and long-term interest rates fluctuate over 
time in response to economic and financial disturbances. Moreover, 

3 www.federalreserve.gov/monetarypolicy/files/FOMC_LongerRunGoals.pdf.
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monetary policy actions tend to influence economic activity and 
prices with a lag. Therefore, the Committee’s policy decisions reflect 
its longer-run goals, its medium-term outlook, and its assessments of 
the balance of risks, including risks to the financial system that could 
impede the attainment of the Committee’s goals.

The inflation rate over the longer run is primarily determined by 
monetary policy, and hence the Committee has the ability to specify 
a longer-run goal for inflation. The Committee reaffirms its judgment 
that inflation at the rate of 2 percent, as measured by the annual 
change in the price index for personal consumption expenditures, is 
most consistent over the longer run with the Federal Reserve’s statu-
tory mandate. Communicating this inflation goal clearly to the pub-
lic helps keep longer-term inflation expectations firmly anchored, 
thereby fostering price stability and moderate long-term interest 
rates and enhancing the Committee’s ability to promote maximum 
employment in the face of significant economic disturbances.

The maximum level of employment is largely determined by non-
monetary factors that affect the structure and dynamics of the labor 
market. These factors may change over time and may not be directly 
measurable. Consequently, it would not be appropriate to specify a fixed 
goal for employment; rather, the Committee’s policy decisions must 
be informed by assessments of the maximum level of employment, 
recognizing that such assessments are necessarily uncertain and sub-
ject to revision. The Committee considers a wide range of indicators in 
making these assessments. Information about Committee participants’ 
estimates of the longer-run normal rates of output growth and unem-
ployment is published four times per year in the FOMC’s Summary 
of Economic Projections. For example, in the most recent projections, 
FOMC participants’ estimates of the longer-run normal rate of unem-
ployment had a central tendency of 5.2 percent to 5.8 percent.

In setting monetary policy, the Committee seeks to mitigate devia-
tions of inflation from its longer-run goal and deviations of employ-
ment from the Committee’s assessments of its maximum level. These 
objectives are generally complementary. However, under circum-
stances in which the Committee judges that the objectives are not 
complementary, it follows a balanced approach in promoting them, 
taking into account the magnitude of the deviations and the poten-
tially different time horizons over which employment and inflation 
are projected to return to levels judged consistent with its mandate.

The Committee intends to reaffirm these principles and to make adjust-
ments as appropriate at its annual organizational meeting each January.
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As a practical matter for investment strategists monitoring the Fed’s 
outlook and future actions, inflation is the primary variable driving 
the monetary-policy stance over the medium term. The real economy 
largely sets the level of full employment. Monetary policy determines 
the inflation rate.

Economists generally believe that a low, stable inflation environ-
ment sets the best possible financial backdrop for the real economy 
and hence employment. Real wages and standards of living depend 
directly on the productivity of labor. Inflation is the result of wage 
gains beyond those justified by productivity gains. Economists 
learned during the 1970s stagflation period, when growth was weak 
and unemployment and inflation were high, that higher inflation is 
not associated with lower unemployment except perhaps in the short 
term. In the long run, it seems to undermine the efficient allocation of 
resources and financial stability, resulting in higher rather than lower 
unemployment. The difficult experience of other countries plagued by 
high inflation over the years has also strengthened the case for a lower 
and stable inflation environment in pursuit of optimal economic per-
formance. Most developed economies have adopted this view.

In addition, 2-percent inflation creates a margin of safety over defla-
tion, which is particularly destructive in a highly leveraged modern 
economy and as a result has become anathema to modern central 
bankers. It also creates a higher safety margin for potential errors in 
inflation measurement and provides some lubricant for economic fric-
tions that would otherwise favor creditors over debtors.

Finally, we would note that 2-percent inflation combined with 
2- percent or 3-percent real growth coming from labor force and pro-
ductivity growth implies a 4-percent to 5-percent nominal GDP growth 
world. Alternatively, zero inflation with the same real growth potential 
implies nominal growth below 4 percent, which seems to be the lower 
threshold for normal US economic performance. The failure of Japan’s 
economy since 1990 and the similar pattern seen in the Eurozone sug-
gest that subpar nominal growth creates stagnation in modern devel-
oped economies with highly leveraged financial systems. Very low 
nominal growth can also sink an economy into a debt trap in which 
interest on debt accrues faster than nominal growth generates revenues 
to service debt. For example, once the market doubts a government’s 
capacity to pay its debt, interest rates soar and the debt trap closes.

The adjustment to zero-inflation often requires too much time and 
deleveraging, and can be too disruptive to allow for sufficient (2-percent 
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or better) real growth. On the other hand, nominal growth between 
4 percent and 5 percent seems to be sufficient to service a more leveraged 
modern economy’s debt and to allow for healthy growth. That seems to 
be the lesson from Bernanke’s “Great Experiment.” As we’ll see in chap-
ter 5, a low and stable inflation rate also seems to provide for the best 
returns on equities. It should not be too surprising that the best back-
drop for the real economy is also the best backdrop for equity returns.

The financial stability role of the Fed

Traditionally, monetary policy has focused on the macro economy, 
interest rates, and inflation, while regulatory policy has focused more 
on banking and financial system oversight. More generally, the Federal 
Reserve describes its mission as falling into four general areas:

conducting the nation’s monetary policy by influencing the mon-●●

etary and credit conditions in the economy in pursuit of maximum 
employment, stable prices, and moderate long-term interest rates;
supervising and regulating banking institutions to ensure the safety ●●

and soundness of the nation’s banking and financial system and to 
protect the credit rights of consumers;
maintaining the stability of the financial system and containing ●●

systemic risk that may arise in financial markets; and
providing financial services to depository institutions, the US gov-●●

ernment, and foreign official institutions, including playing a major 
role in operating the nation’s payments system.4

At the Fed’s inception in 1913, the focus of its mission was centered 
around “safety and soundness” issues because of the periodic bank-
ing runs and collapses that had characterized the preceding century. 
Monetary policy at the time was less important in the sense that the 
gold standard in international payments more or less constrained 
activist policy. Moreover, the notion of a deliberate 2-percent infla-
tion target was heresy at that time.

As a result, before World War II, monetary policy was a more passive 
and constrained policy tool. In the words of the prominent monetary 
historian Barry Eichengreen, it took the disastrous Great Depression 
to break “the golden fetters” that had constrained monetary policy 

4 Federal Reserve Mission Statement from the Board of Governors’ website: www.fed-
eralreserve.gov/aboutthefed/mission.htm.
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activism up to that point. Since then, monetary policy has evolved as 
a more activist tool for managing business cycles. As a result, academic 
interest in monetary policy over the past half century garnered a lot of 
interest as economists learned how to best conduct monetary policy 
for optimal macroeconomic performance. To some extent, this focus 
came at the expense of the Fed’s original primary mandate to promote 
the “safety and soundness” of the financial system. Traditionally, this 
has mainly meant oversight of the banking system.

The financial crisis in 2008–2009 exposed the Fed’s overemphasis 
on macroeconomic monetary policy and neglect of financial stability 
issues. Many Fed critics have conflated this neglect of sufficient regu-
latory oversight with evidence that monetary policy has been “too 
easy” over the past two decades. For example, many observers have 
charged that the FOMC kept rates too low for too long during the 
housing boom years of 2004–2006, causing the reckless behavior that 
created the financial crisis. On the surface, this sounds reasonable.

It does not, however, stand up to scrutiny. If policy was “too easy” 
by the Fed’s stated criteria, high inflation would have been a problem. 
Instead, as noted above, the low rates that the Fed set were necessary 
to keep inflation from turning into deflation. There is no evidence 
from the Fed’s primary long-run mandate that policy has been too 
easy and inflation too high. On the contrary, the Fed has done a good 
job of controlling inflation around its 2-percent target.

The excesses that caused the financial crisis cannot be blamed on 
the Fed’s interest rate policy. While it certainly deserves some criticism 
for inadequate regulatory oversight, the Fed was not responsible for 
all the regulatory lapses, political interference, and prudential lending 
standard breakdowns that allowed the financial crisis to develop over 
six decades. These will be addressed in more depth in chapter 8.

The main point is the Fed has one tool—monetary policy—dedicated 
to one long-run objective—inflation. To focus this tool on other objec-
tives is inappropriate given its Congressional mandate. This means 
that the Federal Reserve should manage financial stability using its 
regulatory oversight tools rather than monetary policy per se. The 
Dodd-Frank legislation in response to the crisis sees to that.

Monetary policy during the business cycle

The monetary policy cycle shapes the business cycle. Likewise, the 
business cycle shapes the monetary policy cycle. It is an interactive 
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process with cause and effect working both ways. Critics often blame 
monetary policy for just about all the excesses in the economy. Often, 
however, those excesses are the result of poor regulatory oversight, 
such as when excessive credit growth and leverage, rather than poor 
interest rate or monetary policy, destabilize particular sectors of the 
economy. The key insight here is that interest rates are ultimately set 
by the Federal Reserve to keep inflation at around 2 percent.

By other criteria, interest rates may seem too high or too low. For 
example, in recent years, savers have complained that rates are too low, 
forcing them into risky investments in search of yield. Of course, this 
complaint was notably absent in the early 1980s, when real short rates 
were quite high by historical standards. In that case, homebuilders bar-
raged the Fed with complaints about overly tight monetary policy.

Still, the fact of the matter is the Fed is captive to its goal of containing 
inflation around 2 percent. Holding its monetary policy to other criteria 
is illogical as long as that’s its mandate. It cannot hit two objectives with 
one “interest rate bullet” just as you cannot hit two birds with one shot 
(because of the Tinbergen rule, which states that for each and every policy 
target there must be at least one policy tool. If there are fewer tools than 
targets, then some policy goals will not be realized). The Fed is shooting 
at inflation, and it has been successful at hitting its target. To blame mon-
etary policy for other shortcomings in the economy implicitly ignores 
the purpose of monetary policy, which is controlling inflation.

This makes inflation the ultimate driver of the monetary policy and 
business cycle, especially the cycles of recent decades as the Fed has 
moved progressively closer to an explicit inflation target of around 
2 percent. This progression has been part and parcel of its move 
toward transparency, telling the public what it is doing and why, in 
stark contrast to the old days, when the Fed was deliberately vague 
about its operations. Yet, even in that world, inflation was ultimately a 
key objective of its policy. Without a specific target, however, the mar-
ket was left to guess how much inflation any particular policy regime 
would tolerate and how well it operated to control price pressures. 
That was the heyday of Fed Watching, when expertise in reading the 
monetary policy “tea leaves” from a less transparent and deliberately 
obscure US central bank was particularly valuable.

Tracking inflation becomes critical in a world in which the business 
cycle is heavily influenced by the monetary policy response to infla-
tion. The reason why you “don’t fight the Fed” is that monetary policy 
restrains business activity when it is most worried about inflation. It 
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does that by raising rates above their sustainable average to the point at 
which the federal funds rate usually exceeds the ten-year Treasury rate. 
As discussed above, this is a powerful signal that the economy will slow 
down to the recession point as the Federal Reserve tries to stop the cycli-
cal uptrend in inflation. The inversion of the yield curve stops the natu-
ral uptrend in profits and usually generates a bear market in equities.

As a recession ensues and inflationary pressures subside, monetary 
policy begins to shift its attention toward containing the recession, and 
in recent low-inflation years, toward preventing inflation from declin-
ing too much and morphing into deflation (when prices begin to actu-
ally decline rather than just increase at a slowing pace, causing growing 
deleveraging pressures in a highly indebted economy). Stimulative pol-
icy, which reduces the federal funds rate below its sustainable average, 
causing the yield curve to steepen, generally reaches its cyclical extreme 
when the Fed is most concerned about fostering a sustainable expan-
sion that will head off deflationary forces. At this stage of the cycle, 
“don’t fight the Fed” means a bull market in equities is good to go.

The policy role of wage inflation

The cycle in inflation is closely tied to the cycle in wages. In turn, the 
cycle in wages is closely tied to the cycle in unemployment. Simply 
put, wage pressures are weak when unemployment is high and there 
is a lot of slack in the labor market. Conversely, a tight labor market 
with very low unemployment tends to occur toward the end of the 
business cycle, when wage pressures are highest and inflation moves 
above the Fed’s target as a result.

Exhibit 3.10 illustrates the movement of the federal funds rate and 
wage growth over the past 25 years. The solid line shows that the 
federal funds rate tends to collapse during recessions (grey shaded 
areas) and reach a bottom early in a recovery. The recovery from the 
2007–2009 recession started with the funds rate already close to zero 
as a result of the financial crisis. Because of this zero-bound limitation, 
to provide the extra stimulus that monetary policy usually provides in 
the first stage of an expansion, the Fed had to use QE, whereby it pur-
chased assets, such as long-maturity Treasury and agency securities, to 
provide more liquidity to the banking system and to keep longer-term 
interest rates low.

Notice that wage pressures tend to drop throughout a recession and 
well into the early stage of a recovery, when labor slack is greatest. 
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Even though the unemployment rate starts falling in the early stage 
of the recovery, wage inflation tends to keep declining a while longer 
because the unemployment rate is still higher than normal. Eventually, 
the unemployment rate drops enough and the labor market tightens 
enough that wage pressures stop falling and start to increase again, 
as in 1994, 2004, and 2013. Wage inflation eventually causes price 
inflation. Because wages lag behind the unemployment rate, which 
itself is a lagging indicator, as discussed in chapter 2, price inflation 
has an even longer lagged response to a pickup in business activity. 
This makes inflation a long lagging indicator of the business cycle and 
explains why monetary policy must be forward looking.

In 1994 and 2004, the pickup in wage pressures was the cyclical cue 
for the Fed to start withdrawing monetary stimulus (“to ease off the 
accelerator”) by raising rates from very low levels. In 2013, with policy 
rates essentially at zero, the first step toward normalizing policy was to 
start tapering the Fed’s asset purchases as a precondition for the even-
tual rate hikes when wage pressures became even stronger.

Exhibit 3.10 Growing Wage Pressures Force Fed to Remove Stimulus (shaded areas 
represent recessions)
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As can also be seen in Exhibit 3.10, wage growth tends to breach the 
4-percent level in the years right before recessions start. That’s not a 
coincidence. With long-term productivity growing about 2 percent, 
wage growth greater than 4 percent implies inflation of over 2 percent 
(4 percent nominal wage gain minus 2 percent “real,” or productivity-
justified, wage gain). To stop inflation from rising too far above its 
target, the Fed clamps down on the economy when growth is generat-
ing excessive wage pressure—that is, wage growth that is too far above 
productivity gains. Essentially, at this stage of the business cycle the 
labor market has become too tight and growth needs to slow down to 
a more sustainable (less inflationary) pace based on the trend growth 
in labor supply and productivity.

These parameters that characterize recent business cycles are not 
written in stone. First, trend productivity growth can change. Second, 
the Fed could target more or less inflation. For example, some critics 
argue that true price stability would target an average of zero inflation 
over time, instead of 2 percent. In that case, the Fed would need to 
respond with tight policy when wage inflation breaches 2 percent (the 
approximate average long-term US productivity growth rate) instead 
of 4 percent, which allows for 2-percent productivity growth and 
2-percent inflation. If productivity growth averaged 3 percent over 
the long haul, the Fed could tolerate 5-percent wage growth instead of 
4 percent and still hit its 2-percent inflation target. The bottom line is 
that inflation depends on the excess of wage growth over the growth 
rate of labor productivity.

What’s the “new normal” for interest rates?

Since World War II, US interest rates have experienced both the most 
extreme secular bear market in US history and the most extreme bull 
market. The bull market saw nominal ten-year Treasury yields fall from 
an all-time peak over 15 percent in 1981 to an all-time low under 2 per-
cent in 2012. That long decline reversed a three-decade uptrend that 
began right after World War II, when yields increased from under 2 per-
cent, a record low to that point in US history, to 15 percent by 1981.

Essentially, the great inflation that began in the mid-1960s and 
peaked in the early 1980s drove interest rates to all-time highs by 
1981 as the Fed was eventually forced to push rates far enough above 
inflation to break its back. Then, for the next decade, interest rates 
remained high in real terms to keep inflation falling. By the turn of 
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the century, rates were back in a range comparable to those of the 
1950s and the early 1960s, the last time nominal rates were relatively 
normal by historical standards.

The historical “norm” for interest rates is likely close to the “new nor-
mal” that will shake out after their unprecedented swings since 1945. 
Before World War II, rates were less correlated with inflation because 
investors could rely on the fact that inflation averaged close to zero over 
long stretches of time. Indeed, the purchasing power of a dollar in the 
1930s was similar to its purchasing power in the 1830s as central banks 
managed money to maintain its purchasing power over time.

The traditional pattern was that inflation would be high during 
times of war, like the Civil War and World War I, when financial disci-
pline was sacrificed to win the wars. The quid pro quo for bondholders 
who helped finance the wars was an implicit commitment to restore 
the purchasing power of money after the war. This required a defla-
tionary period after wars, as was seen during the last third of the 1800s 
after the Civil War and also during the first few years after World War 
I. The highest real Treasury bill interest rate in the twentieth century 
was registered in 1920 around 20 percent when an almost 8-percent 
nominal yield combined with double-digit deflation.

This historical pattern up to the 1940s was one reason most econ-
omists expected a renewed depression when World War II ended. 
Instead, under the influence of the Keynesian analysis of the Great 
Depression, there was no deflationary monetary policy to reverse the 
inflation of World War II. In fact, since World War II, the United States 
has experienced the most persistently inflationary period in its his-
tory, with only minimal short-lived bouts of deflation.

Partly this was deliberate and partly it reflected unintended conse-
quences as central banks were learning to conduct monetary policy 
with a fiat standard rather than the gold standard that prevailed before 
the war. For example, as inflation accelerated in the 1960s and 1970s, 
policymakers raised rates too slowly and were always behind the 
curve. In addition, the notion that higher inflation could buy lower 
unemployment was disproven by the stagflation of the times, and in 
1979 Volcker said “enough already” to the high and rising inflation. 
Since then, inflation has come down to its intended 2- percent target 
as central banks have ratcheted long-term inflation expectations back 
down from levels uncomfortably close to 10 percent. As discussed 
above, this inflation target comes from a post-World War II consen-
sus view among economists that 2 percent is a better inflation target 
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than zero. Inflation too much below 2 percent raises the risk of defla-
tion, and inflation expectations much above 2 percent are considered 
destabilizing.

Exhibit 3.11 shows again this round trip from rising long-term 
inflation to falling long-term inflation, or disinflation. The graph 
shows ten-year averages for ten-year Treasury rates and nominal GDP 
growth, which reflect secular, or structural, moves rather than short-
term fluctuations. Notice that during the rising inflation period, the 
ten-year yield averaged consistently below the nominal GDP growth 
rate, which was driven ever higher by inflation. Basically, interest rates 
were too low relative to inflation throughout the period up to 1981. 
Volcker changed that, and interest rates averaged substantially above 
nominal GDP growth until the early 2000s, when the disinflation 
trend went too far, threatening to turn into deflation.

In fact, the monetary policy experience of the new century has been 
dominated by the desire to stop low inflation from turning into defla-
tion, a policy called reflation. Instead of continuing to push down on 
inflation, longer-term policy, on balance, has been trying to keep it 
up toward 2 percent. Exhibit 3.12 illustrates this long-term struggle to 

Exhibit 3.11 Round-Trip Back to Normal
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prevent deflation. The ten-year average of the Federal funds rate was 
way too low relative to inflation and nominal GDP during the late 
1960s and 1970s. The gap reversed in the 1980s with Volcker’s tighter 
policy, which worked to bring down inflation. Eventually, growing 
deflationary pressures forced easier monetary policy, and policy rates 
have fallen below the trend in nominal GDP growth to stop it from 
declining excessively.

Still, as shown earlier in Exhibit 3.1, the 4-year average growth rate 
of nominal GDP fell below its 60-year range to the lowest level since 
the 1930s, as the Great Recession and mild deflation combined during 
the financial crisis to threaten an even bigger economic collapse. The 
Fed responded by cutting rates to zero and adopting a quantitative 
easing strategy that has succeeded in pushing nominal GDP back into 
the bottom of its likely “new normal” range between 4 percent and 
6 percent. As discussed before, 4 percent appears to be the minimum 
necessary to prevent debt deflation, deleveraging pressures from get-
ting the upper hand, as was the case in the 2007–2009 period when the 
housing finance debacle threatened to bring down the system. Since 

 Exhibit 3.12 Federal Funds above Nominal GDP: Disinflation. Funds below 
Nominal GDP: Reflation Force
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incomes and revenues to service debt grow in proportion to nominal 
GDP, cash flows growing in the 4 percent to 6 percent range seem to 
be adequate to service the outstanding debt in the United States. Less 
than 4-percent nominal GDP growth seems to cause deleveraging that 
can cumulate in a self-reinforcing fashion like the deflationary busts 
that were common before World War II. Over 6-percent nominal GDP 
growth tends to untether inflation from the 2-percent target.

It should be apparent from Exhibits 3.11 and 3.12 that there is a 
strong correlation between the level of interest rates and the trend 
growth in nominal GDP, which is largely driven by the trend growth in 
inflation (since real growth potential is relatively stable, based on labor 
force and productivity growth). If inflation averages around 2 percent 
as the Fed desires, then there is no trend in inflation, only cyclical 
fluctuations around 2 percent. This implies that there will likely be 
no trend in interest rates. They will only fluctuate around stationary 
averages that correspond to the “new normal” range of nominal GDP 
growth of 4 percent to 6 percent, with a likely average of about 4.5 per-
cent over time. This corresponds to the 2-percent inflation target plus a 
“new normal” real GDP growth rate of about 2.5 percent.

In their book, Triumph of the Optimists,5 Elroy Dimson, Paul Marsh, 
and Mike Staunton looked at US Treasury bill and bond yields over the 
last century (1900–2000). The data show that real Treasury bill yields 
averaged about 0.9 percent over the period. The real return to medium- 
and long-term government bonds was 1.6 percent. Presumably because 
of higher inflation risk, the real yield on bonds averaged 1.8 percent 
after 1950, compared to 1.4 percent before 1950, as inflation risks were 
lower in the old monetary regime.

If we add 2 percentage points for inflation to a 0.9 percent real money 
market rate, the historical experience suggests that the nominal Fed funds 
rate should average a bit under 3 percent over the business cycle. Likewise, 
adding 2 percent to a 1.8 percent real yield for bonds gives a nominal ten-
year Treasury yield average just under 4 percent over the business cycle.

These averages are likely reflective of what the “new normal” will 
look like if the Fed is successful in meeting its inflation objective over 
time, assuming a normal credit demand environment, with a caveat. 
Because of weak age demographics for borrowing and an already lever-
aged economy, real interest rates will likely continue to average below 

5 Elroy Dimson, Paul Marsh, and Mike Staunton, Triumph of the Optimists, 101 Years of 
Global Investment Returns (Princeton University Press, 2002).
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normal over the next couple of cycles. For this reason, real interest 
rates could average about a half point below what historical norms 
would suggest. This implies average nominal rates of about 2.5 per-
cent for the short-end and 3.5 percent for the ten-year Treasury over 
the business cycle.

One consequence of the unusually high interest rates during the mid-
1970s to mid-1990s period has been extreme sample bias in perceptions 
of what constitutes “normal” interest rates. Our “new normal” interest-
rate structure is lower than the consensus among economists, including 
Federal Reserve officials. For example, in December 2012, the prepon-
derance (17 out of 19) of FOMC members projected the longer-run 
average for the Federal funds rate in a range of 3.75 percent to 4.50 per-
cent, with a majority expecting 4 percent, or more. Only one member 
expected that the long-run average funds rate would be as low as 3 per-
cent. By March of 2014, the cluster of outlooks among FOMC members 
had moved down a bit into the 3.5-percent to 4-percent range.

There has been a consistent upward bias in forecasters’ outlook for 
interest rates ever since inflation began its long descent in the early 
1980s. The downtrend in inflation was generally underanticipated, 
causing interest rates to come down more than generally anticipated. 
The higher average interest rates of the mid-1970 to mid-1990s period 
have biased “normal” interest-rate forecasts higher than what seems 
likely, in our view.

Real interest rates were unusually high during the 1980s and 1990s 
compared to historical averages. This was part of the dynamic that 
brought inflation down over time. Basing “normal” real interest-rate 
expectations on these unusually high real rates is mistaken in our 
view given the more symmetric risks around deflation and inflation 
in a low inflation environment. High real rates in this environment 
unnecessarily raise the risk of deflation. An interest-rate range more like 
that of the 1955–1965 low-inflation period seems more likely. As a result, 
we expect the consensus view of “normal” interest rates to continue to 
decline more in line with our view based on a much broader historical 
sample rather than one skewed by the unusual interest-rate experience 
of the mid-1970s to mid-1990s period.

The “new normal” yield curve

The gap between the ten-year Treasury note rate and the overnight Fed 
funds rate averaged roughly 100 basis points over the past half century. 
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That is also the case for the 1900–2000 period, using the Treasury bill rate 
as a proxy for the Fed funds rate. As shown in the section above, during 
that period, Treasury bills averaged a 0.9 percent real yield and Treasury 
bonds averaged 1.6 percent. The yield premium on bonds over bills was 
0.5 percent before 1950 and 0.9 percent after 1950. We attribute the dif-
ference to the increased inflation risk premium in a fiat money system.

As shown in Exhibit 3.13, the difference between the overnight 
and the ten-year rate can vary quite a bit over long stretches of time 
(ten-year spans). During the rising inflation era into the early 1980s, 
the difference was much smaller than normal because short rates rose 
faster in response to inflation than long rates rose. This reflected a 
persistent underanticipation of inflation embodied in long rates com-
pared to what actually transpired.

The opposite was true during the falling inflation era, as short rates 
came down faster than long rates because long rates persistently embod-
ied excessive inflation expectations compared to what actually transpired. 
Basically, declining interest rates and inflation were constantly surprising 
a market that was slow to adjust its inflation expectations lower.

What’s more, the reflation effort of the past decade has required 
an easier-than-normal monetary policy to prevent persistent deflation 

Exhibit 3.13 Yield Gap Wider to Stop Deflation
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from engulfing the economy. This is reflected in a steeper yield curve 
than normal, with the yield gap between overnight money and the 
ten-year yield over the past ten years almost double its long historical 
average.

Exhibit 3.9 shows the yield curve spread in contemporaneous rather 
than long-average terms. The historical average of the spread of about 
one percentage point (0.9 percentage point average in the modern fiat 
money period after 1950) is comprised of high-frequency deviations 
that are systematically related to the business cycle. As already noted, 
when the spread is 2 or more percentage points, monetary policy is 
very stimulative. When the spread turns negative, a recession is gener-
ally right around the corner, as it signals tight monetary policy. The 
extreme inversion of the early 1980s seems an outlier that was neces-
sary to break the back of the worst inflation in US history.

If we allow for about 100 basis points of variance around a 3.5 per-
cent average ten-year yield, that would imply a range of 2.5 percent 
to 4.5 percent in long rates in a world in which debt and GDP growth 
are somewhat slower for demographic and excessive leverage reasons. 
For money market rates, more variance, say 200 basis points, on either 
side of a 2.5-percent average rate, would imply a range of about 0.5 to 
4.5 percent over the business cycle. With a peak Fed funds rate at about 
4.5 percent when the Fed is most concerned with addressing inflation, 
long rates would fall in anticipation of an end to the rate hike cycle and 
falling rates through the ensuing recession and early recovery stage. A 
4.5-percent peak in the Fed funds rate would normally go with a lower 
bond yield and an inverted yield curve going into a recession.

Putting it all together and assuming some residual debt-growth 
restraint from the debt supercycle ending in 2006, a good guess for 
the “new normal” is a somewhat lower than average real interest-rate 
structure for the foreseeable future, with the Fed funds rate averaging 
around 2.5 percent and the ten-year Treasury note averaging around 
3.5 percent over the next couple of business cycles. As financial repres-
sion diminishes over time and debt growth normalizes, a half-point 
rise in real interest rates from those levels would restore historical 
norms.

The dollar

As we highlighted above, the Fed’s 2-percent inflation target constrains 
it from controlling other potential targets, such as the foreign exchange 
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value of the dollar, for example. During the period of quantitative eas-
ing it was common to hear all sorts of criticism suggesting that US mon-
etary policy was “debasing” the dollar deliberately to gain a competitive 
advantage in foreign trade. Frequently, when the policy interest rate 
target is cut, one hears the same kind of commentary. Sometimes, the 
comments come from officials in other countries who like to blame 
their domestic economic problems on US monetary policy making the 
dollar exchange rate “too high” or “too low.” Indeed, when the Fed was 
aggressively trying to stimulate the economy, foreign critics complained 
about the so-called dollar policy of “debasement.” Then, when the Fed 
began to curtail its quantitative easing in 2013, the same critics com-
plained when their currencies weakened as a result. Likewise, there has 
been a barrage of criticism from market participants and financial media 
suggesting the Fed targets a weak dollar with its easy money policy.

More generally, it is common to hear commentators on Fed policy 
attribute all sorts of alternative goals to monetary policy other than 
inflation. Some of the conspiracy theorists believe the Fed targets equity 
prices at particular points in time. There was a false but widespread 
view after the 1987 stock market crash that the crash ended because 
the Federal Reserve purchased equities for its own account. This mis-
conception resurfaced during the financial crisis in late 2008.

The Fed targets inflation. Everything else is determined by the eco-
nomic forces that accompany its 2-percent inflation target. For the 
dollar’s foreign exchange value, this means “benign neglect.” The dol-
lar’s foreign exchange value is left to be determined by market forces 
or the intervention of other countries, such as China, that have man-
aged their exchange rate against the dollar.

Still, while the dollar’s foreign exchange value is the province of 
the Treasury Department, and Federal Reserve officials defer to the 
Treasury Secretary as the official spokesperson for the dollar, the dol-
lar’s value over the long run is determined by the US inflation rate 
compared to that of other currencies. Arbitrage through trade and 
capital flows means prices of goods, services, and assets tend to reflect 
global forces of supply and demand. Thus, over the long run, currency 
values tend to reflect the differences in inflation rates that determine 
purchasing power parity, or fair value, exchange rates.

For example, the Japanese yen was the strongest currency in the world 
between 1990 and 2013, when “Abenomics” forced the Bank of Japan to 
finally adopt a 2-percent inflation target. Before that, Japan had averaged 
around zero inflation for almost a quarter century while other developed 
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countries, like the United States, averaged about 2 percent. The Bank of 
Japan was out of step with the “2-percent solution.” As a result, the pur-
chasing power of the yen rose against the currencies of other developed 
economies. The yen went from almost 150 to the dollar in 1990 to almost 
75 to the dollar in mid-2012, essentially doubling in value against most 
other developed market currencies where higher inflation prevailed.

The US dollar policy of “benign neglect” forces other countries to 
adopt a 2-percent inflation target or else see their currencies strengthen 
(if inflation runs below the 2-percent pace, as in Japan before 
“Abenomics”) or weaken (if inflation exceeds that 2-percent annual 
average rate over the long run). Aside from Japan and the Eurozone, 
most other developed economies have adopted the 2-percent target, or 
something close to it. On the other hand, emerging markets generally 
run higher inflation rates. Consequently, their currencies have depreci-
ated against the dollar over long periods of time. That is changing as 
more developing economies bring down inflation expectations. As a 
result, world inflation has declined dramatically since 2000.

Exhibit 3.14 Undervalued Dollar a Major Plus for US Growth after the Financial 
Crisis
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Exhibit 3.14 shows the real trade-weighted value of the dollar (in 
standard deviations from the mean) since the Bretton Woods system 
broke down and the dollar’s foreign exchange value began to float. 
The dollar’s deviation from purchasing power parity or “fair value” 
(its mean for the period) has gone through long cycles. As seen in 
Exhibit 3.14, most recently, the dollar has gone from significantly over-
valued (almost 2 standard deviations above “fair value” or purchasing 
power parity rate) in 2002 to significantly undervalued (below “fair 
value”) in 2013. These long cycles of rising and falling values tend to 
reflect the varying natures of trade and capital flows in different global 
business cycles as a result of growth and interest-rate differentials. The 
dollar’s premier reserve currency status and the fact that the majority 
of “safe-haven” assets tend to be denominated in dollars also accounts 
for some of the short-term fluctuations in its exchange rate. Indeed, 
the dollar tends to rise during “risk-off” episodes and decline with 
growing “risk-on” flows when global business is thriving.

To summarize exchange-rate determination, theory and empirical 
evidence show that the dollar’s exchange rate against different cur-
rencies tends to fluctuate in the short term according to the manufac-
turing cycle and “flight-to-safety” considerations, and in the medium 
term according to deviations from purchasing power parity and relative 
differentials in growth and interest rates. In the long term, the short- 
and medium-term effects wash out, leaving inflation differentials and 
relative purchasing power parity to be the ultimate determinant of the 
dollar’s value against other currencies.

From 1995 until 2002, the dollar went from an undervaluation 
extreme to an overvaluation extreme that reflected an improving US 
financial situation. The US fiscal deficit disappeared over that period 
as the budget was balanced in 2000 for the first time in decades. As 
seen in Exhibit 3.2, the US expansion was more equity financed than 
debt financed. As a result, there was less need to borrow from the 
rest of the world, and the dollar strengthened. As foreign-based dollar 
debtors scrambled to get enough US currency between 1994 and 2000, 
there were several non-dollar currency crises that culminated in the 
Asian currency crisis during the late 1990s.

In contrast, the 2002–2008 period was characterized by a declin-
ing dollar. Countries such as China depended on growing trade sur-
pluses for growth, while other countries, such as the United States, 
enabled those surpluses by running ever-larger trade deficits. China 
recycled the dollars it earned from rising trade surpluses back to the 
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trade-deficit countries as loans. This financed housing booms in defi-
cit countries, like the United States, the United Kingdom, Spain, and 
Ireland, where home prices spiraled ever higher as current account 
deficits got wider and wider. In addition, China’s official dollar pur-
chases stopped its currency from appreciating against the greenback, 
allowing it to maintain a competitive advantage and keep its trade sur-
plus growing. This whole dynamic helped cause, and ended with, the 
financial crisis. Since then, a new global dynamic has taken hold, sug-
gesting the dollar is in the early stage of a strengthening cycle as global 
trade rebalances. China’s surplus has fallen from almost 10 percent 
of GDP to about 2 percent as its economy transitions from export-
led growth to domestic demand-led growth. In the United States, the 
current account deficit has dropped from about 6 percent of GDP to 
one-third that level. This rebalancing is positive for the dollar and has 
created a global pattern of growth more like that of the 1990s.

As noted above, while the dollar goes through long cycles of over- 
and undervaluation, its ultimate value varies mainly according to 
inflation differentials between countries. Most major developed econ-
omies, aside from Japan, have had broadly similar inflation experi-
ences because their central banks also see 2 percent as a reasonable 
policy benchmark. This means that over the long run they maintain a 
relatively stable exchange rate with the dollar.

As more emerging markets garner investment grade status by adopt-
ing more orthodox monetary and fiscal policies, this naturally implies 
lower inflation targets similar to those in the developed world. The 
long tradition of currency debasement in the emerging countries will 
end for those countries that move in the direction of more price sta-
bility over time. For the rest, the barriers to development and rising 
standards of living will remain formidable and unfortunate. Low, sta-
ble inflation expectations that converge with those in the developed 
world seem to be a helpful element for raising living standards and 
more efficient allocation of capital. It is also a necessary ingredient for 
long-term stability in the exchange rate.

The Great Experiment

The gap between the US response to its long disinflation trend and those 
of Japan and Europe has provided a valuable social experiment in eco-
nomic policymaking. Through the 1960s, 1970s and 1980s, central bank-
ers learned the inflationary dangers of fiat money systems. Japan was the 
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first major developed economy to escape the inflationary up-spiral when 
it refused to accommodate the second oil price shock in the late 1970s. In 
the United States, Volcker tamed the “inflation beast.” As part of the proc-
ess of currency unification, the countries that ultimately joined the Euro 
began an inflation convergence process in the early 1980s that started the 
inflation downtrend in Europe. Prior to this inflation convergence, which 
made exchange rate convergence possible, inflation rates in Europe var-
ied widely. Aside from Japan, which went overboard in the deflationary 
direction by the 1990s, the rest of the developed world has successfully 
brought inflation down to around 2 percent, although Europe has strug-
gled since the financial crisis to avoid a Japanese-like outcome.

The powerful economic dynamics that reduced inflation from dou-
ble digits in the early 1980s to the low single digits by the 1990s had a 
momentum that raised the risk of deflation. This was not apparent to 
most central bankers, who had been inculcated with an asymmetric anti-
inflation bias as a result of the 1970s inflation experience. It is not surpris-
ing that Japan, where these disinflationary forces were earliest to arrive 
and were strongest, was taken by surprise. An anti-inflation bias is also part 
of traditional central banking “folklore” because history offers numerous 
examples of ruinous hyperinflation episodes caused by excessive money 
printing. This is an especially powerful memory at the Bundesbank and 
in Germany more generally, where the 1920s hyperinflation remains 
deeply ingrained in the social psyche. What’s more, deflation is mainly a 
pre-World War II phenomenon that most people, including economists 
and current central bankers, have never experienced. For all these rea-
sons, central bankers were unprepared to varying degrees as the risk of 
deflation gradually increased over the past two decades.

The experience from Japan’s 1990s crisis helped awaken these con-
cerns, especially in the United States, where Bernanke had a deep 
understanding of the debt-deflation experience in the United States 
during the 1930s. The key policy takeaway from the lessons of debt-
deflation dynamics is that actions that seem excessive in a normal 
environment are necessary in a debt-deflation environment. What 
would be profligacy in a normal economy—that is, big fiscal deficits 
and aggressively easy monetary policy—is critically important for 
defeating a deflationary threat, as we already discussed in earlier sec-
tions. Flooding the banking system with base money helps offset the 
collapse in the money multiplier when fear becomes excessive.

Fiscal “profligacy” to deal with the crisis caused enormous political 
controversy. Fortunately, in the United States, where the fiscal deficit 
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swelled to 10 percent of GDP during the crisis, the highest level since 
World War II, this political backlash did not stop the recovery. By the 
time fiscal austerity was implemented in 2013, the US economy was 
almost four years into recovery. Most important, the Federal Reserve 
countered that fiscal austerity with a third round of QE to ensure that 
the expansion would not fizzle out.

In contrast, in Europe austerity was pursued too soon and monetary 
policy was hamstrung by the lack of centralized authority. What’s more, 
the ECB made a serious policy mistake by raising its policy rate in April 
2011. As a result, while the United States kept growing, Europe was back 
in recession by the end of that year and the euro’s survival came into 
doubt. The divergent results of the two blocs’ policy responses to the crisis 
is glaring. Just after the recession ended in 2009, the unemployment rate 
in the United States peaked at 10 percent and was about the same as in 
the Eurozone (Exhibit 3.15). By April 2011, when the ECB hiked rates, 
unemployment had slipped a bit in Europe but still remained close to 

Exhibit 3.15 United States Embraces Best Economic Thinking. Politicized Monetary 
and Fiscal Policy in Europe Reject Appropriate Medicine
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10 percent. Thanks to more aggressive stimulus, especially on the fiscal 
side, it had already declined to 9 percent in the United States. By the end 
of 2013, Europe’s unemployment rate had jumped to 12 percent, while the 
US rate was approaching half that level, providing clear evidence that pro-
growth US policies worked, while austerity crippled Europe’s recovery.

In prematurely going for budget balance without support from mon-
etary policy and restored banking health, Europe stifled growth and 
ended up with depression-like unemployment. In the United States, 
stronger GDP growth generated much faster tax revenue growth, and 
the fiscal deficit was little different by 2014 from that in Europe, where 
austerity forced deficit contractions. Arguably, the US fiscal drag in 
2013 was imposed prematurely, as most economists would agree. 
Nevertheless, it came after a more entrenched private-sector expan-
sion was under way. In Europe, fiscal austerity was much more prema-
ture, and the 2011 monetary tightening a costly mistake.

Exhibit 3.16 shows the relative growth rates of the Fed and ECB bal-
ance sheets since the financial crisis. By this metric, Fed policy was 
more than five times as expansive as the ECB policy. In addition, while 

Exhibit 3.16 There Is a Time to Be Expansive
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the Fed’s QE3 policy kept its balance sheet growing in 2013 and 2014, 
the ECB’s balance sheet was already shrinking. It should not be surpris-
ing that the gap between US and European growth widened and defla-
tionary risks rose in Europe by that time.

The main point cannot be overemphasized. When deflation rather 
than inflation is the primary risk in a highly leveraged economy, pru-
dence dictates aggressive policy stimulus that would seem irresponsi-
ble under other conditions. Populist backlash is to be expected in this 
situation, and that’s exactly what happened. Time magazine’s “Man of 
the Year” for 2009, Bernanke, was castigated by the pitchfork wielding 
zealots of monetary and fiscal orthodoxy.

Most people rely on rules of thumb because there are many things 
they do not understand. Monetary policy is one of those things 
many feel qualified to judge despite inadequate insight. “Balance the 
budget” and “don’t print money” are two rules of thumb that work 
under some but not all circumstances. It’s fortunate that Bernanke 
knew the difference. It’s too bad the ECB did not. Like the BOJ before 
it, the ECB came up with all kinds of rationalizations for ignoring the 
obvious. Shrinking your balance sheet as deflationary risks rise makes 
no sense, and the results speak for themselves.

Barry Eichengreen cited “golden fetters” as a mindset that precluded 
a successful policy response to the Great Depression. Indeed, the solu-
tions required for a faster recovery from that financial collapse were 
not in the toolbox of the Gold Standard policy options. Only when 
those fetters were broken and the Gold Standard abandoned did one 
country after another climb out of the deflationary abyss.

Europe experienced its worst economic crisis since the 1930s, with 
an unemployment rate about double that in the United States five 
years after the recession, as a limited mindset prevented the policies 
necessary to reestablish normal growth. The new fetters are “inflation-
phobia” fetters. At their roots, they share the same irrational dogmatic 
belief that proved the “golden fetters” so counterproductive. The idea 
that massive central bank balance sheet expansion must be avoided at 
all costs is one of those ingrained beliefs very closely associated with 
the idea that large-scale money printing should be avoided at all costs. 
History shows that’s not always the case, and as noted above, knowing 
the difference is critical.

As a final bit of evidence on this point, consider the expansion of the 
balance sheet of the Swiss National Bank (SNB) from less than 100 per-
cent of GDP to over 300 percent of GDP (Exhibit 3.17). Has there been 
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rampant inflation in Switzerland? Has its currency been debased? The 
answer to both questions is a resounding no. Deflationary pressures 
on the Swiss franc have been more intense than those on the dollar. 
Because Switzerland has the longest history of political and currency 
stability in the world, the euro crisis caused a huge “flight-to-safety” 
demand for the Swiss currency relative to the size of the Swiss economy 
and financial system. To prevent a destabilizing surge in the franc’s for-
eign exchange value, the SNB sterilized the inflows by providing more 
of its own currency to the market. It offset the surge in demand with a 
surge in supply that maintained price stability. Nobody is accused the 
Swiss of policy profligacy.

Some investment implications of the euro crisis

Before we move on to put the various asset classes—bonds, stocks, and 
tangible assets—into the business cycle framework, let’s summarize 
some of the investment implications of the differing monetary policy 
approaches discussed in this chapter.

Exhibit 3.17 Switzerland Proves the Point. When Fear’s Rampant, It Must Be 
Countered, or It Will Spread
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Exchange rates are largely determined over the very long run by infla-
tion differentials, which in turn are determined by monetary policy, 
whether deliberately or as a side effect of targeting another objective. 
For example, a small country may find it useful to peg its exchange 
rate to that of a major economy trading partner rather than targeting 
an inflation rate. In that case, inflation in the small economy will gen-
erally track that of the large economy over very long periods of time 
assuming it can maintain the peg without too much trouble. Indeed, 
in the short term, maintaining the peg may require withstanding a 
lot of volatility through other adjustment mechanisms, like trade and 
capital flows, rather than inflation.

The experience of Japan and Europe, two major developed regions 
that have chosen a different monetary policy course than the United 
States, offers a clear lesson: lower relative trend inflation means a 
stronger currency. First, Japan has been the main outlier from the 
2-percent inflation trend in other developed economies, with infla-
tion consistently running close to zero since 1990. As a result, from 
over 300 yen to the dollar before the Breton Woods system broke down 
in 1971, its currency appreciated to the point at which it only took 
75 yen to buy a dollar in 2012. Conventional wisdom identifies cur-
rency strength with a strong economy, and the yen was the strongest 
currency in the world until “Abenomics” changed Japan’s deflationary 
monetary policy. Unfortunately, while Japan had the strongest cur-
rency in the world since 1990, it also had the weakest economic per-
formance of any major economy, with nominal GDP flat during this 
period accompanied by mounting government debt. The argument 
for zero inflation as a policy target is not bolstered by Japan’s experi-
ence. Japanese equities were the worst performing of any developed 
economy for over 20 years.

Second, until the financial crisis, Europe’s monetary policy was 
more in sync with that of the United States. After the crisis, the two 
diverged, as discussed above. With inflation close to zero and growth 
averaging only around 1 percent, Europe was at risk of a prolonged 
Japanese-style stagnation with zero to 1-percent nominal growth com-
pared to 4 to 5 percent in the United States. If this situation persists, 
the euro could take the place of the yen as the world’s strongest cur-
rency. This assumes Japan can successfully hit its new policy target of 
2-percent inflation and Europe continues to miss the 2-percent mark. 
If Japan lapses back into deflation, it would join the Eurozone as a 
strong-currency, stagnant economy.
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Ostensibly, the ECB would like to avoid a Japanese-style stagnation, 
and it talks about moving inflation up toward 2 percent. Yet, letting 
money and credit aggregates contract and shrinking its balance sheet 
are inconsistent with its professions to boost inflation and curb cur-
rency appreciation. Like Japan before it, Europe seems to only move to 
avoid tail risks, such as the breakup of the euro. Unfortunately, it has 
not recognized the need for the proactive “profligacy” that is neces-
sary to escape the deflationary vortex. Japan seems to have recognized 
this point after seeing Bernanke’s success, albeit almost 25 years too 
late. Europe seems to have put much-needed political and institutional 
reforms ahead of needed policy stimulus and economic growth. The 
risk is that prolonged economic stagnation will undermine political 
cohesion and create both political and economic instability.

On balance, these considerations, along with much more favorable 
demographics, suggest that the US economy has considerable com-
parative advantage for economic growth going forward. Partly, this 
reflects advantages from developing its natural resource endowments. 
Partly, it reflects a culture that tolerates failure and risk-taking in an 
ever faster changing world driven by technologies that were incom-
prehensible just a decade ago. Still, the role of proactive, well-under-
stood monetary policy also deserves some of the credit. Without it, 
the United States could have found itself in much worse shape follow-
ing the Great Recession.

Whether Europe ends up like Japan in the 1990–2012 period, or 
more like the United States will help determine whether European risk 
assets, such as equities, end up in a Japanese-style secular bear market 
or move more in sync with a better-performing US market. In the 
meantime, tight monetary policy made European fixed-income mar-
kets more attractive and the Euro exchange rate the strongest of the 
major currencies until the ECB’s belated adoption of quantitative eas-
ing. The difference between zero and 5-percent nominal GDP growth 
is significant in its impact on asset returns. The bottom line is defla-
tion risk favors high-quality fixed income over equities, something 
we’ll see when we discuss asset performance in different economic 
environments.
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4
Bonds and Credit

The two main cyclical determinants of fixed-income returns arise from 
duration risk and credit risk. Duration risk reflects the sensitivity of bond 
values to fluctuations in interest rates and depends on the distribution of 
payment through time. The longer the duration of a bond with a fixed 
payments stream, the more sensitive its price is to interest-rate changes. 
Credit risk premia refer to the extra interest rate that lower-quality cred-
its have to pay above the “risk-free rate” to borrow in the markets. In 
good times, these premia tend to be much lower than in crises.

Both sources of fluctuations in fixed-income valuations have a pre-
dictable cyclical pattern. The monetary policy cycle tends to drive the 
interest-rate cycle, which in turn determines when in the business 
cycle it is best to embrace, or to avoid, duration risk. Likewise, there 
is a cycle in credit risk associated with the stages of the business cycle. 
There are times when “fear and loathing” dominate credit valuations, 
and times when complacency rules and investors are willing to take 
much more risk for very little incremental return. We will address the 
cyclical behavior in duration and credit risk in turn. First, however, 
it is helpful to discuss the anchors of longer-term valuation around 
which these cyclical fluctuations occur.

Valuation anchors

As we saw earlier, in the foreign exchange markets we find that the pri-
mary long-term relative-value determinant is the difference between 
countries’ domestic inflation rates because of purchasing-power-parity 
forces. Deviations from this basic anchor tend to be self-correcting over 
very long stretches of time as shorter-term influences get washed out.
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For equities, as we will discuss in the next chapter, the valuation 
anchor tends to be the present value of the earnings capacity of com-
panies. However, just as currencies can deviate substantially from 
their valuation anchors, so too can equities. In fact, secular bull and 
bear markets tend to be associated with correcting excessive devia-
tions from valuation anchors. In 2000, for example, the US equity 
market was the most overvalued relative to its earnings capacity since 
at least 1929. It took about a decade of a secular bear market and two 
business cycles before those valuation excesses were corrected and a 
new secular bull market began. Essentially, earnings had to grow into 
the valuations before normal returns could be expected to resume.

For corporate bonds, the fundamental valuation anchor depends on 
the “normal” structure of the yield curve for Treasuries and the “nor-
mal” credit-risk premia that are paid over and above the like-duration 
Treasury rate, which is used to benchmark credit risk. US Treasury 
credit is treated as if it has close to zero risk of default because the 
government borrows in the same currency that it issues and the debt 
is backed by the full faith and credit of the US government.

The view on inflation is essential for bond valuations and that is 
why part of the underlying interest-rate outlook embodied in our 
“new normal” yield curve for Treasury securities includes a view about 
inflation. Specifically, the “new normal” yield curve that we discussed 
in chapter 3 is based on a 2-percent inflation rate over the long haul, 
with a relatively low risk that this inflation anchor will be disrupted 
by political interference with the Federal Reserve’s long-run goals for 
monetary policy.

An upward-sloping yield-curve anchor assumes a slightly positive 
long-term inflation rate. In contrast, a long-run expectation of suf-
ficiently high deflation would create a persistently negatively sloped 
or inverted curve, as in the United States during the post–Civil War 
era of the late nineteenth century. The main point is that a valuation 
anchor for the fixed-income market, or any US asset market for that 
matter, usually requires a view about the macroeconomic growth and 
monetary policy environment over a longer-term horizon of a decade, 
or more. A lot of the economic instability in the 1970s arose from the 
disruption of underlying valuation anchors as inflation accelerated.

The credit-risk premia anchor also seems to have been affected in 
the mid-1960s as corporate America embraced increasing leverage. 
Corporate BAA credit spreads over Treasuries fluctuated fairly tightly 
around 100 basis points between 1945 and 1965. Then, they took a 
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quantum leap higher that has persisted ever since, with spreads averag-
ing about twice that level. This appears to be related to the downshift 
in profit margins at about the same time. Profit margins are a cush-
ion for debt repayment. Higher margins imply more cash available 
to make debt payments. Lower margins, on the other hand, increase 
credit risk. Increased leverage and rising interest rates seem to explain 
much of the shift to lower margins after 1965.

The credit-spread “anchor” also appears to have increased at about 
the same time with higher interest rates and increased interest-rate 
volatility, raising the question whether the “new-normal” interest 
environment we are projecting creates forces that will reduce the 
credit-spread anchor over time. Such a decline would be consistent 
with our view that profit margins have broken out to a new higher 
secular range as a direct result of the declining labor share of income, 
lower interest rates, and a more efficient allocation of resources in a 
low-inflation environment. Demographics and increased automation 
are powerful forces for this secular shift, which will be discussed in our 
more detailed look at profit margins and equity valuation.

To summarize, valuation anchors are the first step toward establish-
ing fundamental asset values, whether for currencies, bonds, or stocks. 
Some asset values are more easily estimated than others. There are sev-
eral ways to value real estate that establish useful anchors (for exam-
ple, the capitalization rate simply discounts the net rental streams at a 
required rate of return to estimate the present value of the property). 
On the other hand, other assets, such as gold, which doesn’t generate 
an income stream, seem much less amenable to an anchor valuation 
based on financial characteristics.

One characteristic of a useful anchor is that it provides a funda-
mental force for mean reversion. As a result, anchors are the basis for 
strategic allocation over longer time horizons. Good models of anchor 
valuation generally imply the risk and return characteristics that can 
be expected from an asset class over the long term. To deduce these 
returns, capital-market assumptions about inflation, interest rates, 
real economic growth, and regional differences in these parameters 
are among the model inputs that are generally necessary. Together 
with correlations across asset classes, these anchor valuations form the 
basis for strategic portfolio construction.

The conventional approach of asset allocators is to use historical 
averages for many of the required parameters. Accurately understand-
ing structural changes in the fundamental macroeconomics behind the 
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capital-market assumptions that go into valuation anchors is one of the 
most valuable insights an investment manager can have. Indeed, most 
of the crowd operates as if reversion to the historical mean is always the 
appropriate approach for strategic allocation. However, when funda-
mentals change, a new mean can result. Two examples of fundamental 
changes highlighted in this book are (1) likely lower-than-historical-
average future interest rates and (2) higher-than-historical-average 
profit margins. Both have the effect of raising anchor valuations on 
equities and lowering the credit-spread “anchor.”

Our focus in this book is on cyclical fluctuations in asset values. These 
are generally short-term deviations from anchor valuations caused by 
business cycle pressures on average valuation. This is the basis for a 
lot of tactical allocation decision-making. Nevertheless, insights about 
fundamental structural shifts can also add to returns and should be on 
the radar screen of a good strategist. They can be part of “what’s differ-
ent this time” in each business cycle.

Cyclical duration risk and tactical fixed-income allocation

Over the course of a business cycle, Treasury bond yields have a high 
and a low point. Since yields are inversely related to prices, the best 
time to buy (at the lowest price) comes when the long-term yield makes 
its cycle high. Conversely, the best time to sell (at the highest price) is 
when the cyclical low point in long yields is reached. From a tactical 
viewpoint, this is the simple message from the business cycle: as yields 
rise from their cycle low point, it is advantageous to be underweight 
Treasury bonds. As yields peak and begin to fall, it is advantageous 
to be overweight from the “normal” strategic allocation assigned to 
fixed income in general, and Treasuries in particular. By doing this, a 
portfolio achieves a higher return over the cycle than that of a static 
strategic allocation.

Since longer-duration portfolios lose more when interest rates rise 
and gain more when interest rates fall, a higher tactical allocation to 
fixed income and maximum extension of duration within benchmark 
limitations makes most sense when rates have peaked and are set to 
decline. This generally occurs when monetary policy is tight and the 
yield curve is inverted. When long rates are lower than short rates, 
it’s generally a signal that the tightening cycle is near its end and that 
prices for Treasuries are set to increase.
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Usually, this is when the transition from a “bear-flattening” phase of 
the cycle to a “bull-flattening” phase takes place. In the “bear-flatten-
ing” phase (when the Fed is tightening policy), it is a “bear” market in 
bonds because bond prices are falling (long-term interest rates are ris-
ing). While the whole yield curve shifts up, short rates rise more than 
long rates (hence the flattening of the curve). This is the early phase of 
the monetary tightening process when the yield curve is moving from 
maximum steepness to more-than-normal flatness.

The end phase of the tightening process is signaled by the reluctance 
of long-term interest rates to move higher even as the Federal Reserve 
continues to boost short-term interest rates. When the terminal boosts 
in short-term interest rates are followed by declining long rates, the 
cycle has moved into the “bull-flattening” phase, when the yield curve 
can transition from completely flat to inverted. At this point, it usually 
means that the market is judging incoming economic information as 
starting to suggest a recessionary slowdown on the horizon and/or 
waning inflation pressures. Remember that the last tightening phase 
usually takes place in an environment of excessive wage pressure, low 
unemployment, tight capacity utilization rates, and rising inflation. 
These factors tend to keep the Fed tightening until it is convinced that 
it has turned the tide from rising inflation pressures to declining infla-
tion pressures. Anticipation of this tide turn is first seen in longer-term 
bond yields, in which the incentive to catch the yield peak is greatest 
from a tactical business cycle timing point of view.

For example, between June 2005 and July 2006, the Federal Reserve 
raised its funds rate target about 225 basis points from 3.0 percent to 
5.25 percent. The ten-year Treasury note yield rose from about 4 per-
cent to 5.1 percent over the same period. This was a “bear-flattening” 
phase with interest rates rising across the maturity spectrum (“bear” 
phase), but with the overnight rate increase exceeding the ten-year 
rate increase by about 110 basis points (“flattening”).

During the subsequent year (July 2006-July 2007), the Fed held pol-
icy steady at a 5.25-percent funds rate level, while 10-year and 30-year 
bond yields averaged slightly lower. The curve was slightly inverted for 
a year as investors guessed that the Fed had finished tightening. This 
was a good time to overweight Treasuries. Indeed, by December 2007, 
the recession had begun. The Fed quickly cut the funds rate by a full 
percentage point during the six months leading up to the recession. 
A new bond bull market had begun. Those who bought the ten-year 
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Treasury note around a 5-percent yield in late 2006 and early 2007, 
when the funds rate was at 5.25 percent, saw big gains by December 
2008, when yields plummeted to 2.42 percent.

Timing the cycle is not always easy. As already noted, there are often 
idiosyncratic risks associated with business cycles. The financial crisis 
of 2008–2009 again provides a good example. In the summer of 2008, 
many traditional cyclical indicators were behaving as if the reces-
sion would be over by early 2009. The Fed had cut the funds rate to 
2 percent by then, from 5.25 percent at the peak, and the ten-year 
Treasury yield was averaging around 4 percent. The positive 200-basis 
point yield-curve spread was above normal, suggesting an impending 
recovery.

All this changed, however, when financial markets began to roil 
anew in August and September, culminating in the collapse of Lehman 
Brothers. When Bear Stearns had failed in the spring of 2008, its reso-
lution left the impression that creditors would always be protected 
when the government resolved financial failures. That perception 
changed when, to their big surprise, creditors lost everything along 
with equity holders when Lehman failed.

It’s fair to say that these developments were not well anticipated 
by the bond market. They did, however, dramatically extend the bull 
market in Treasury bonds. As a result, investors who were overweight 
Treasuries based on cyclical timing turned out to be doubly blessed 
by the ensuing financial crisis. Corporate credit, on the other hand, 
experienced one of the worst bear markets in credit spreads since the 
Great Depression as the rules of the game were seen to have changed 
dramatically between the demise of Bear Stearns and that of Lehman. 
Uncertainty spiraled. Fears of depression and default skyrocketed. Risk 
appetite plunged. It was the perfect set of circumstances for Treasuries 
to outperform and a perfect storm for corporate credit to underper-
form. The financial crisis exacerbated the “bull steepening” that was 
already under way well before Lehman Brothers collapsed almost a 
year into the recession. The fallout from its collapse forced an extraor-
dinary fiscal and monetary policy response and delayed the start of 
the recovery until mid-2009.

With the Fed funds rate pinned near zero and three successive 
rounds of quantitative easing, the yield curve went through an unu-
sual early-cycle phase of “bull flattening” starting in early 2010 as 
Federal Reserve bond purchases dragged down interest rates across 
the maturity spectrum. Promises of zero rates for an extended period 
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added to the downward pressure on longer maturities. This unusual 
early-cycle “bull-flattening” phase ended in the spring of 2013 when 
Fed Chairman Ben Bernanke signaled that quantitative easing (QE) 
needed to be gradually withdrawn. During the year before that, ten-
year Treasury yields averaged less than 2 percent, testing the lowest 
levels since World War II, the last time when the Federal Reserve had 
engaged in such a massive asset-purchase program.

Bernanke’s signal that asset purchases would be curtailed marked 
the cyclical turning point for a “bear steepening” to begin. Because 
this meant lower Treasury prices ahead and bigger price declines for 
longer-dated Treasuries than shorter-maturity Treasuries, it was the 
time to underweight fixed income below benchmark strategic alloca-
tions and tactically decrease duration. It probably also marked the end 
of the secular bull market in bonds that began in 1981 during Paul 
Volcker’s tenure, when the benchmark ten-year Treasury note yielded 
over 15 percent.

As the market moved from pricing-in the end of the Fed’s long-matu-
rity asset purchases in 2014 to pricing in the beginning of Fed rate 
hikes in 2015, upward pressure on interest rates began to shift from 
the back of the curve in 2013 to the front in 2014, as shorter maturi-
ties are most affected by an anticipated rise in the near-term federal 
funds rate trajectory. This marked a shift from a “bear-steepening” 
phase of the cycle to a more normal “bear-flattening” phase, which 
always occurs when the Fed moves from maximum accommodation 
toward a more normal monetary policy that moves the yield curve 
from extremely steep toward its normal (“average”) shape before the 
actual tightening phase of policy begins to flatten further its normal 
upward tilt.

While the cycle that culminated in the financial crisis had its idi-
osyncratic deviations from the typical business cycle pattern, it also 
conformed fairly well to the breakdown outlined in Exhibit 4.1, 
which summarizes the business cycle pattern of duration risk and 
the optimal tactical fixed-income allocation based on this pattern. In 
particular, if we treat quantitative easing and extended forward rate 
guidance as a substitute for further rate cuts when the zero-bound 
precludes additional interest-rate reductions, then that exceptional 
monetary policy fits nicely into the framework laid out in the exhibit, 
with the notable exception that it added a brief period of “bull flat-
tening” because of quantitative easing that is unusual for that stage 
of the cycle.
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Exhibit 4.1 shows that more generally, starting with the early-recov-
ery phase of the business cycle, there is a period of maximum mon-
etary accommodation. This is the phase in which monetary policy is 
trying to cement the recovery and avoid a relapse into recession. The 
lowest bond yields of the cycle usually occur early in this phase as 
additional rate cuts from the Fed are anticipated and doubts about the 
sustainability of the recovery dominate market sentiment. Since the 
shape of the yield curve reflects the degree of monetary accommoda-
tion over the cycle, the yield curve is usually in its steepest position in 
this phase of the cycle.

As outlined in our discussion of business cycle patterns, at some 
point in this phase of the cycle markets start sensing that the Fed’s 
next move will be a rate hike rather than another rate cut. By that 
time, the bond yield will have normally bottomed and started to build 
in the rising interest-rate trajectory for the coming expansion. As that 

Exhibit 4.1 Fixed-Income Tactical Response to Duration-Risk Cycle
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happens, it’s usually a good time to scale back a tactical overweight 
position in duration to a more neutral weighting.

It is not unusual for the market to swing back and forth at this 
stage of the cycle, going from thinking that the Fed is through easing 
to expecting it to ease again, since the information flow tends to be 
mixed before the expansion is solidified, causing bouts of confidence 
and doubt. The recovery out of the 2008–2009 financial crisis was 
even more uneven than usual in this regard. Indeed, both the sec-
ond and third rounds of quantitative easing came after markets had 
already made moves suggesting that further Fed action was unneces-
sary. Instead, subsequent events intervened to cause the Fed to buy 
more insurance for the recovery. As noted above, 10-year yields only 
bottomed when the Fed was ready to end its last round of quantita-
tive easing.

As Exhibit 4.1 shows, in the next phase of early-to-mid-cycle expan-
sion the Fed moves from maximum accommodation to a more neutral 
policy. By definition, we regard a neutral policy as one in which the 
yield curve approaches its “normal” slope (about a 100 basis-points 
spread between long and short rates). Essentially, that is the indica-
tion that the Fed “has taken its foot off the accelerator and shifted 
into cruise control.” This means that interest rates rise off their lows as 
the Fed normalizes short-term rates for an economy that is in its mid-
cycle “not too hot, not too cold” phase, and the yield curve flattens. 
The transition from an early to a mid-cycle expansion can create the 
biggest losses from duration risks in the fixed-income market. Being 
underweight duration can be most worthwhile in this phase in which 
the Fed normalizes rates as confidence in the recovery solidifies.

As interest rates normalize, preparing for the next phase of ris-
ing rates adds to the pressure to maintain an underweight in bonds. 
Eventually, the yield curve moves from “normal steepness” to “flatter 
than normal,” signaling that Fed policy is becoming “tight” relative to 
economic conditions. The flatter the yield curve, the tighter the policy 
stance. With a tight monetary policy, the risk of recession becomes 
greater than the risk of inflation. The yield curve inverts if the mar-
ket senses that the Fed has gone too far and a recession is imminent. 
Usually this is the signal to increase duration. Ultimately, the optimal 
phase for maximum fixed-income exposure is right before a recession. 
Indeed, aside from benefitting from the cyclical peak in rates, this is 
also the time of the cycle when bonds outperform equities by the big-
gest margin, as we’ll discuss later.
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Fine-tuning exceptions

It should be noted that while the Fed prefers to conduct policy as 
smoothly and predictably as possible, interest-rate policy can veer 
from the cyclical pattern illustrated in Exhibit 4.1. During the 1990s 
expansion, for example, the Fed raised rates 300 basis points between 
early 1994 and mid-1998, from 3 percent to 6 percent. This turned out 
to be too much, and the Fed ended up backtracking by about 125 basis 
points in response to several external crises, as well as the epic failure 
of Long-Term Capital Management in September 1998, related to the 
Russian and Asian financial crises. Despite such mid-course correc-
tions, the yield-curve pattern over the cycle remained fairly normal. 
Eventually, the Fed raised rates to 6.5 percent in 2000, the yield curve 
inverted, and the economy finally went into recession after one of the 
longest expansions on record. Inflation expectations were still coming 
down toward “new-normal” levels in the 1990s, making appropriate 
policy rates lower than the Fed thought in 1995.

Cyclical spread trades in long maturities

While non-callable long-duration bonds are more sensitive to fluctua-
tions in interest rates than shorter duration bonds, some clarification 
is useful as to what we mean by “fluctuations in interest rates.” There 
are potentially different rates for every maturity of bonds across the 
Treasury yield curve. Monetary policy primarily affects the shortest 
maturities by fixing the overnight rate and providing an outlook for 
its level with its forward guidance. In particular, the outlook for mon-
etary policy becomes more uncertain as the time horizon lengthens, 
say from three or six months to eighteen or twenty-four months. The 
cloud of uncertainty, or confidence interval, around the policy rate 
necessarily increases the further out in time the forecast moves.

The particular interest rate that influences the price of a long bond is 
its own coupon rate relative to the coupon rate on a new issue at par. It 
is the change in this relationship that causes fluctuations in the mar-
ket price of a long bond. For example, the market price of a 4-percent 
coupon 30-year Treasury bond is much more sensitive to a rise in the 
new-issue coupon rate to 5 percent than a 10-year Treasury note under 
the same coupon assumptions.

Nevertheless, there is a sense in which a 30-year bond is less sensitive 
to the interest-rate cycle than a 10-year issue. Over the life of a 30-year 
bond, the next one or two years of monetary policy rate setting are 
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less significant than for a 10-year note. In the extreme case of a per-
petuity (an infinite-lived coupon stream), short-term rate fluctuations 
are insignificant influences on valuation with one condition. That 
condition is whether or not the monetary policy in a business cycle 
changes the long-term outlook for interest rates and inflation beyond 
the current cycle. To the extent that a “a new-normal” interest-rate 
structure of the sort described in chapter 3 is an accurate representa-
tion of an anchored long-horizon interest-rate outlook, with the yield 
curve fluctuating cyclically around a “ new normal” yield curve that is 
stationary, long-term bond yields will move in a narrower range than 
shorter-term rates compared to a regime in which yields are affected 
by unanchored inflation expectations.

As the markets have maintained inflation expectations close to the 
Fed’s 2-percent anchor over the past three business cycles, this cyclical 
relationship has become more pronounced. That is, the 30-year bond 
yield has exhibited much less cyclical variability than the 10-year note 

Exhibit 4.2 Spread between Bond and Ten-Year Note Follows the Business Cycle
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yield, giving rise to the cyclical pattern in the spread illustrated in 
Exhibit 4.2.

The 10-year Treasury yield reacts more to changes in the Fed funds 
rate or the monetary policy cycle in a world with well-anchored infla-
tion expectations because the current business cycle is a much big-
ger proportion of the time horizon for a 10-year issue compared to a 
30-year Treasury security. Since the average of short rates over the life 
of the issue is a big determinant of yield to maturity, shorter instru-
ments respond more to near-term policy. As a result, when interest 
rates bottom during the recovery phase of the business cycle, the 
spread between the 30-year bond and the 10-year note tends to reach 
its cyclical peak. Then, as monetary policy moves from maximum 
accommodation to “normalized” rates, the 10-year yield tends to rise 
more than the 30-year yield, compressing the spread. Finally, in the 
last stage of a monetary policy tightening cycle and yield-curve inver-
sion, the 10-year yield can actually rise above the 30-year yield, as seen 
in the late 1980s, late 1990s, and 2006. This roughly 120 basis-point 
range in the spread provides a popular fixed-income strategy over the 
business cycle, in which a duration-weighted tactical short position 
in the 10-year note against a long position in the 30-year bond takes 
advantage of the spread compression over the course of an expansion. 
Obviously, the position can be reversed when recession is imminent 
until a recovery seems assured.

Keep in mind potential structural trend changes

Tactically structuring a fixed-income portfolio based on the business 
cycle is thus fairly straightforward. For example, from a duration-risk 
point of view, assuming a “new normal” interest rate structure with 
average ten-year Treasury yields somewhere around the low to mid 
3-percent level, buying that duration above the average interest rate 
and selling it below can help ladder a portfolio with above-normal 
returns compared to the benchmark.

Greater difficulty tends to arise from making correct capital-market 
assumptions, such as estimating what the “normal” interest rate and 
inflation rate might be, given structural shifts that tend to prevail over 
the longer horizon. As discussed earlier, making correct capital-market 
assumptions is critical. Indeed, many prominent institutional fixed-
income managers were destroyed by the unanticipated rise in infla-
tion and interest rates during the late 1970s and early 1980s. After 
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all, the highest interest rates in US history (at least up to that point) 
looked quite enticing to anyone operating with the old mean-rever-
sion “anchor.” The problem was that interest rates kept moving ever 
higher for several years in the worst bond bear market in US history to 
the dismay of investors who got in years too early in anticipation of 
an imminent mean reversion.

The mean-reversion anchor requires two kinds of knowledge in order 
to be useful. First, the mean can shift with underlying changes in the 
structure of the economy. When that happens, basing a strategy on 
reversion to the old mean can be fruitless, and often outright danger-
ous. Knowing there’s a new mean improves the strategy. Also, mean 
changes can take time. For example, interest rates now are back to 
“normal,” but it took about 50 years to get there. The market can stay 
undervalued longer than one can stay solvent is a common Wall Street 
axiom for a reason. Second, and related, there can be extended periods 
of nonstationarity, when the mean is trending. A fixed mean requires 
a stationary phenomenon. Valuation anchors lose their anchoring 
ability if their determinants are trending in one direction or another, 
causing the mean to trend as well.

The credit-risk cycle and tactical fixed-income allocation

Market perceptions of credit risk fluctuate in a roughly systematic 
way over the business cycle. Fear of default is generally greatest dur-
ing a recession. As a result, the markets build in the biggest credit-risk 
premia during downturns. A sign that a recession may be nearing its 
end is often flashed when credit spreads come off their peaks, suggest-
ing the worst of the fear is over.

Over the course of the recovery and expansion, credit spreads nar-
row to the point that they eventually fall below their cycle average as 
they reflect an excessive confidence that defaults will be lower than 
they ultimately turn out to be. Between the extremes of excessive fear 
of default during recession and the excessive complacency of late-
cycle optimism, there lies an actual cyclical default experience that 
will determine the realized returns to corporate fixed-income invest-
ments. Buying when fear is excessive and selling when it’s absent is 
the basic way to take advantage of the cyclical fluctuations in credit 
spreads.

The underlying valuation anchor that prices credit over the cycle is 
the cash flow generated by corporations that is available to pay back 
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debt and interest expense. In recessions, the information flow is the 
most negative of the cycle, raising the most doubt about payback abil-
ity. At the peak of the cycle, the gestalt created by the information 
flow is most positive, and default risks seem most remote. However, by 
definition, it is at the peak that the gestalt begins to shift in the nega-
tive direction as the first cracks begin to appear from those who have 
gotten themselves overextended. Most bad loans are created in good 
times, when overconfidence causes lending standards to deteriorate.

The extra cushion of cash beyond what is required to pay back inter-
est and principal due on debt is the profit margin. When profit mar-
gins are high, corporations have extra cash flow available to make 
debt payments. Since interest expense is tax deductible, it’s the pretax 
profit margin that is most closely associated with corporate capacity to 
make good on debt obligations. For this reason, there is a close asso-
ciation between credit spreads and profit margins.

If we look over the history of profit margins, we do see that major 
downturns in profit margins are always associated with widening 
credit spreads. The two biggest spread-widening episodes in US cor-
porate bonds since the 1920s occurred in the early 1930s and during 
the 2008–20009 financial crisis. These are the only two times in which 
the spread between BAA corporate credit and comparable-duration 
Treasuries rose above 5 percentage points on a monthly average basis. 
Following the Depression episode, it took over a decade for spreads 
to finally normalize (during World War II). In contrast, thanks to 
the more enlightened policy response following the Great Recession, 
spreads returned to their precrisis normal range much more quickly. 
Still, the self-inflicted European crisis in 2011 created a significant 
degree of relapse in the credit recovery process there. This is another 
of many data points contrasting the results of the Great Experiment in 
economic policy that differentiates the relative effectiveness of the US 
and European policy responses to the financial crisis in 2008–2009.

Exhibit 4.3 shows the BAA credit spread to the ten-year Treasury yield 
since the end of World War II. Between 1945 and 1965 it fluctuated 
around a mean of 100 basis points, rising above that level in recessions 
and falling below it during expansions. Note that the trough in the 
spread tended to occur roughly in the mid-cycle period and that during 
the late-cycle period it was generally reverting to the mean.

The same pattern is evident in the profit-margin measure (shown 
inverted in Exhibit 4.3), which fluctuated between about 15 percent 
and 20 percent during the 1945–1965 period. In each of the three 
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recessions between 1952 and 1962 it briefly went under 15 percent 
at the same time that the credit spread jumped over 100 basis points. 
The profit margin measure used in the illustration is pretax nonfinan-
cial corporate profits divided by nonfinancial corporate output, with 
both measures coming from the National Income Product Accounts 
(NIPA).

There are various measures of profits besides the NIPA account prof-
its, including measures of reported and operating profits from compa-
nies each quarter. However, these often involve window dressing and 
special-item exceptions. In contrast, the NIPA profits come off the tax 
returns filed with the Internal Revenue Service (IRS), where there is no 
incentive for exaggeration. In any event, for macroeconomic business 
cycle research, the NIPA measure seems to be preferable for various 
reasons, not least because the overall accounting system is consistent 
with the profits measure.

Exhibit 4.3 Cyclical Variation in Credit Spreads Jumped to a Higher Range after 
1965 as Profit Margins Shifted Lower (inverted right scale)
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In any case, after 1965 there is a noticeable shift in the range for 
both the profit-margin measure and the spread. This reflects the struc-
tural shift that we referred to in our discussion of valuation anchors. 
The structural shift to lower profit margins and higher credit spreads 
after 1965 coincided with a sharp uptick in interest expense due 
to rising interest rates and increased leverage. Adding net interest 
expense to after-tax corporate profits gives a “total return” measure 
to both equity and debt holders relative to output produced. As can 
be seen in Exhibit 4.4, this ratio has been in the same range over the 
past 60 years, fluctuating mainly between 7.5 percent and 12.5 per-
cent. Since the financial crisis, it has broken above that range for 
reasons we will discuss in the next chapter. The key point for now 
is that unlike the profit margin, the “total-return to capital” meas-
ure has been relatively stable or stationary over the postwar period 
up until 2010. The equity share of output has diminished as the 
interest-rate share increased with leverage. For bond holders, more 
leverage and interest expense means more risk for any given level 

Exhibit 4.4 Profit Margin Shifted Down as More Revenue Went to Debt Payments
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of profit margins. As a result, spreads have been higher on average 
since 1965.

Since 1965, the credit spread measure has fluctuated around 200 
basis points, with bigger deviations topping 300 basis points during 
recessions but seldom falling below 150 basis points. Likewise, the 
profit margin measure shifted out of the 15 percent to 20 percent 
range into a lower 10 percent to 15 percent range.

Note that the post–World War II low point for profit margins 
occurred in the aftermath of the tech bubble’s bursting in the 2001 
recession. There was also a cyclical peaking in the credit spread shortly 
after that recession. When that combination (credit spread just over 
300 basis points and the profit margin close to 500 basis points) is con-
trasted with the next recession between 2007 and 2009 (when credit 
spreads approached 600 basis points and profit margins bottomed 
around 1000 basis points), the critical distinction between the two 
expansions preceding those recessions is clearly evident. The earlier 
expansion and recession were less of a credit event and more of an 
equity valuation bubble event. The subsequent cycle was less of an 
equity event and more of a credit bubble. Indeed, the 1990s expansion 
was less reliant on leverage and more reliant on equity value apprecia-
tion. The 2000s expansion reversed those roles during the secular bear 
market in equities. That’s why the spread widening was twice as great 
and the profit-margin hit only half as bad in 2009 compared to the 
2001 recession.

Basically, the profit-margin change dwarfed the credit-spread change 
in the 2001 recession, while the opposite was true in the 2008–2009 
period. The overreaction in credit-spread widening during the 2008–
2009 recession compared to what was “justified” by the relatively lesser 
deterioration in profit margins created the greatest opportunity for a 
spread-compression trade of the past 60 years. Indeed, in early 2009, 
people were buying into the idea of a 1930s-style depression and, as 
a result, credit was priced for massive defaults. Profit margins did not 
justify that pricing of credit, however, as companies were quick to cut 
costs and liquidate inventory, while aggregate demand stabilized at a 
higher-than-expected level as a result of the aggressive government 
response that restored confidence in the banking system. In this envi-
ronment, inventories and production levels soon turned out to be too 
low. The recovery began at that point.

Obviously, it was a once-in-a-lifetime opportunity to take credit risk 
and get a big payoff. Normally, the opportunities in credit are much 
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more muted. Tactical opportunities over the cycle arise as laid out in 
Exhibit 4.5.

The best cyclical opportunity to profit from spread contraction is 
usually right before a recovery begins, as was the case in early 2009. 
The most rapid decline in spreads is usually at this early recovery 
stage of the cycle. Spread compression usually continues through the 
midcycle stage of the expansion. At this point it is not unusual for 
spreads to fall below a justifiable mean, with the cycle low point usu-
ally occurring well before a recession begins. In fact, one of the signs 
that recession risk is rising is usually a reversal of spread contraction 
and the beginning of a new widening cycle. By the time a recession is 
imminent, spread widening has usually anticipated a deterioration in 
the economy, which has to build up to a critical mass before output 
begins to decline with business cutbacks. Once a recession is under-
way, problems in credit proliferate rapidly. Spread widening becomes 
most pronounced at this stage.

The biggest gains in profit margins tend to come in the early stage of 
the recovery to the midcycle expansion phase. The midcycle is marked 
by a transition from (1) above-average unemployment, (2) below-
 average wage gains and inflation, and (3) above-average slack in produc-
tion capacity to the next phase of (1) below-average unemployment, 
(2) above-average wage gains and inflation, and (3)  below-average 

Exhibit 4.5 Fixed-Income Tactical Response to Credit-Risk Cycle
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excess capacity for growth. The midcycle is the point at which, to var-
ying degrees, the various indicators of economic health start to move 
above their average levels for the cycle.

Rising wages and interest rates cut into profit margins as do rising 
nonlabor costs of energy and materials. As these costs rise and eat 
into corporate revenues, they reduce profit margins and spreads start 
to rise because lower margins increase credit risk. It is not a coinci-
dence that Fed tightening to slow inflation pressures, profit-margin 
pressures, and rising credit spreads tend to be late-cycle indications 
that the expansion is getting long in the tooth. Usually, monetary 
policy is catching up to an economy with substantial “animal spirits” 
at this stage. Often, investment in business equipment and nonresi-
dential structures is at a peak. (Rising investment spending also starts 
to cut into margins, but it’s necessary to expand capacity at the stage 
of the cycle at which supply bottlenecks are also creating inflation 
pressures.)

As profit margins fall going into a recession, businesses have to 
adjust. These adjustments tend toward cost-cutting efficiencies, and 
the mood becomes more defensive and less expansive. These adjust-
ments become self-reinforcing as cutbacks beget cutbacks. Only when 
things have overadjusted to the downside and some catalysts for 
expansion start to emerge does the recession end. Generally credit 
spreads are widest right before that point.

Tactically positioning for corporate bonds over the cycle basically 
involves taking advantage of these cyclical movements in credit 
spreads. Just as there are fine-tuning exceptions to smooth interest-
rate cycles, there are idiosyncratic phases of credit risk-on and risk-off 
not entirely related to the cycle. However, these tend to be more short 
lived and provide trading opportunities rather than having enough 
staying power for tactical reallocation of portfolios.

Tactical strategies blending the interest-rate and  
credit-risk cycles

As Exhibit 4.5 illustrates, the cyclical fixed-income strategies for credit 
risk and interest-rate risks are complementary. The optimal time to 
load up on long-duration Treasuries is usually the same time at which 
a portfolio manager would want to minimize credit risk, namely in 
the run-up to a recession. While both kinds of bonds share interest-
rate risk characteristics, Treasuries are a purer instrument for playing 
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duration risk. They lack credit risk. They are generally not callable 
before maturity. They shine in a risk-off environment.

On the other hand, corporate bonds benefit from an improving 
economy, which occurs when credit spreads generally contract as 
interest rates on Treasuries rise more than corporate bond yields, and 
Treasury prices decline more as a result. Basically, the credit improve-
ment hedges against some of the interest rate rise. For this reason, 
a tactical tilt away from Treasuries and toward corporate credit usu-
ally makes the most sense beginning in the main recovery phase until 
credit conditions begin to deteriorate (which is usually signaled by 
spreads widening late in the cycle). At that point it’s usually a good 
idea to transition back toward Treasuries and away from corporate 
bonds in preparation for a tougher credit environment going into 
the recession and the bigger bang for the buck that Treasuries enjoy 
when rates start to fall most dramatically. Spread widening can more 
than offset a declining interest-rate structure when a flight-to-quality 
panic is in full swing, as many investors learned in late 2008 and early 
2009.

The credit spectrum

Just as interest-rate risks increase as the duration of a bond lengthens, 
credit risk rises as credit quality declines. This means that just as the 
duration mix of the portfolio can be adjusted to take advantage of 
the business cycle pattern, so can the credit-quality mix of the portfo-
lio. High-yield (“junk”) credit spreads are more volatile generally than 
spreads on investment-grade credits.

Exhibit 4.3 used yields on Moody’s BAA-rated corporate bonds minus 
the yields on comparable-duration Treasury instruments as a measure 
of credit risk. Partly, that’s because there is a long history of yield data 
for that credit rating. Partly, it’s because it represents an issue that is 
of medium or moderate credit risk. BAA credits are a notch above a 
speculative, “junk” or high-yield credit. As such, it’s a good representa-
tion of the basic credit situation in corporate America.

High-yield debt generally sees its best returns when bought during 
“the depths of despair” in a recession. In fact, many investors con-
sider high-yield bonds as an equity substitute. Whether you bought 
a stock index or a portfolio of speculative-grade bonds on March 9, 
2009, when the bull market in equities began, returns were spectacular 
a year later in either case. Conversely, at the late stage of an expansion, 
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when recession storm clouds are gathering, spread widening and the 
associated bond-price declines are generally more pronounced for 
lower-grade credits. Improving the quality of credit in the portfolio 
makes the most sense at that stage of the cycle.

Finally, it should be noted that there is a cycle in bank lending to 
businesses that tends to reinforce the credit-risk cycle. This cycle is 
still significant in the United States and even more so in the rest of 
the developed world. Over the years, US corporate borrowing has 
shifted to market instruments and away from bank lending. During 
the 1980s, the high-yield bond market took off in a big way, exacer-
bating the disintermediation of bank lending. Other regions of the 
world have much bigger banking systems relative to their corporate 
bond markets and overall economies. Europe and Japan, for example, 
are much more reliant on bank finance, making the size of their banks 
much bigger compared to gross domestic product (GDP) than is the 
case in the United States. This makes bank credit an even bigger driver 
of the business cycle in Europe and Japan.

Market risks, volatility, and the yield curve

While different kinds of risks influence prices of different asset classes 
according to their financial characteristics, there are also elements 
in the risk environment that create general market risk. For exam-
ple, geopolitical conflict that disrupts the world’s oil supply and sends 
energy prices soaring can cause a global recession that is not predicta-
ble from the stage of the business cycle. During the 2010–2012 period, 
fiscal policy battles raised fears of default on US government debt. 
During that period, measures of policy uncertainty spiked, volatility 
surged, and risk assets suffered because of fears of renewed economic 
weakness. The European financial crisis in 2011–2012 reignited fears 
of a Lehman-like collapse in global finance. In all such cases, elevated 
market volatility is to be expected. Shocks to the economic environ-
ment that are pervasive in their effects raise market risk and increase 
the volatility of returns. Aside from idiosyncratic market risks such as 
oil price shocks, policy conflicts, and financial crises, there is also a 
systematic pattern of market risk that follows the business cycle, and 
which is evident in the cyclical pattern of market volatility.

It is not surprising that the underlying riskiness to returns varies 
across the business cycle. This is suggested by our documentation 
of how credit risk rises and falls at different stages of the business 
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cycle. More generally, as business conditions improve over the cycle, 
the odds of systemic or market-wide risk subside. Conversely, after 
the midcycle, excesses tend to build in leverage and enthusiasm for 
projects that may not pan out. Then, as the business environment 
deteriorates across the board and recessionary forces cumulate, market 
risk increases. This pattern is evident in measures of market volatility, 
such as the VIX, which is the ticker symbol for the Chicago Board 
Options Exchange Market Volatility Index, a popular measure of the 
implied volatility of the Standard & Poor’s (S&P) 500 index. A com-
monly cited gauge of market fear, it is a measure of the market’s expec-
tations for stock market volatility over the next 30 days.

Exhibit 4.6 shows monthly VIX averages since 1985. The VIX shows 
a general cyclicality, with low levels when economic conditions are 
best and complacency is widespread, and rising levels when people 
get nervous about the economic outlook and equity prices become 
more volatile as a result. Over the past two decades, the VIX has 
ranged between about 10 and 20 during the early-recovery phase of 

Exhibit 4.6 VIX Has a Cyclical Pattern
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the business cycle. This was true in the 1992–1994 period and the 
2004–2006 period. As observed in the exhibit, the volatility, or “fear,” 
index tends to jump into the 20 to 30 range in the late cycle, with 
spikes above 30 associated with extreme market nervousness going 
into recessions, or short-lived bouts of anxiety due to specific events 
that tend to end up having only temporary effects on the markets. The 
peaks over 50 coincide with the 1987 stock market crash and the late-
2008 financial crisis. The big spike in the aftermath of the Lehman 
Brothers failure was followed by a lesser one in late 2011 during the 
worst days of the European financial crisis. During the 1987 stock mar-
ket crash, the VIX briefly reached over 140. Then, again, beginning 
with the Thai currency crisis in the summer of 1997, a more general 
Asian currency crisis developed, causing a spike into the high 30s on 
a monthly average basis by 1998 as the Russian debt crisis sank Long-
Term Capital Management. Although the US recession was nearing 
its end, a similar spike occurred around the 9/11 attacks when the US 
stock market was shut down for several days.

Volatility spikes associated with credit-market events such as the 
Lehman crisis often take place during recessions. Still, while recessions 
tend to make credit events more likely, “volatility” events can hap-
pen at any point in the cycle, as the examples above make clear. The 
1987 stock market crash and the 1998 Asian currency crisis, for exam-
ple, were mid- to late-cycle events. Often the Fed responds to these 
events to avoid a recessionary impact from them. For example, there 
was a short-lived reversal of the Fed’s rate hiking trajectory after the 
1987 crash. Similarly, the Fed cut rates a bit in response to the 1998 
events (although within a year it was hiking them again). In the 2011 
European crisis case, inappropriately tight monetary and fiscal poli-
cies had pushed the Eurozone back into recession after a very short 
recovery from the initial financial crisis in 2008–2009. Because of the 
magnitude of the problem, the risk to the rest of the world, including 
the United States, was another Lehman-like collapse in global finance. 
Reflecting this risk, the VIX surged. In this case, constrained by the 
zero-bound on overnight interest rates, the Fed expanded its QE pro-
gram in order to fight headwinds to growth from Europe’s double-dip 
recession.

While volatility events sparked by external crises, such as the Thai 
currency crisis in 1997 and the European banking crisis in 2011, are 
often independent of the US business cycle, higher volatility in the 
late-cycle and recession phase of the business cycle reflects the fact 
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that more things go wrong at that stage compared to the early-recovery 
phase when the risk dynamic is improving. For example, credit down-
grades to corporate and state and local government borrowers tend to 
increase and upgrades decrease, compared to a reverse dynamic after 
a year or two of recovery, when the rising tide improves the financial 
metrics on which borrowers are judged.

Exhibit 4.7 shows the history of monthly volatility against the yield 
curve (as measured by the gap between the ten-year Treasury yield 
and the federal funds rate). The yield curve measure leads volatility by 
about two years. When the Fed is truly tightening policy and the yield 
curve inverts, it tends to predict increased market volatility two years 
ahead. This should not be surprising since the inverted yield curve 
tends to portend a recession, and maximum equity market risk and 
volatility generally occur around recession periods.

Conversely, at some point during the recession, the Fed becomes 
engaged in its most aggressive rate cutting, which, as discussed, tends 
to coincide with the maximum steepening phase of the yield curve. 

Exhibit 4.7 Volatility Cycles Follow the Signals Coming from the Yield Curve 
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In the three most recent business cycles, the yield curve steepened 
to more than a 300-basis-point gap. As seen in the Exhibit 4.7, these 
periods of extreme steepness eventually were followed by extended 
periods of low volatility as the Fed’s support calmed the markets to 
cycle lows usually around 10 to 12 as measured by the VIX.

Thus, market risk tends to be the highest following Fed tighten-
ing and the lowest when the Federal Reserve is most accommoda-
tive. This accommodation is aimed initially at ending a recession and 
ultimately at facilitating a sustainable expansion in order to avert 
the risk that the economy will stagnate in a deflationary morass, in 
which the incentives are to cut costs, lay off workers, and hoard cash, 
rather than spend, hire, and invest. As those downside risks recede 
with increased liquidity, market risk and volatility decline. The steep 
yield curve early in the recovery is the most powerful single indicator 
that a positive economic dynamic is starting to develop and volatil-
ity will eventually subside as market risk declines. These periods of 
maximum steepness in the yield curve coincide with periods when 
the Fed “has the market’s back.” At this stage, “don’t fight the Fed” 
means buy equities.

Conversely, a negative risk dynamic is developing when the yield 
curve turns against expansionary forces by becoming inverted. 
“Don’t fight the Fed” means “look out below” when the yield curve is 
inverted. Maximum market risk and volatility tend to accompany the 
recessions that inevitably follow inverted yield curves. The credit cycle 
is one of the manifestations of this cyclical dynamic in market risk. A 
strengthening aggregate economy reduces downside risks, including 
credit risks. A weakening aggregate economy raises a whole array of 
risks. As usual, Warren Buffett said it best: “only when the tide goes 
out do you discover who’s been swimming naked.” Leverage amplifies 
risk and volatility. It makes the tide go out faster.

The leverage cycle

Excesses tend to accumulate over a business cycle until they reach 
“the straw that breaks the camel’s back” stage, at which point a reces-
sion begins. The tendency for profit margins to shrink, credit risk to 
rise, and market risk and volatility to pick up late in the cycle is not 
especially surprising given human nature. Since “animal spirits” rise 
as economic conditions strengthen, it is not surprising to see a cyc-
lical pattern of leveraging within the business cycle. Indeed, leverage 
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growth tends to peak late in the cycle when “animal spirits” are high 
and credit is easily available. Eventually, rising interest rates to address 
inflation pressures start the process of tightening credit. As the eco-
nomic growth momentum weakens, overextended borrowers start to 
have problems paying off loans and defaults rise. The gestalt shifts 
toward generally tighter financial conditions that turn the cycle from 
rising leverage growth to declining leverage growth.

As shown in Exhibit 4.8, the leverage cycle during the lead up to 
and aftermath of the financial crisis was the most extreme in the past 
several decades. The leverage cycle in the 1990s was quite mild by 
comparison. In part, this reflected the long unwinding of the extreme 
1980s leverage cycle associated with the junk-bonds and savings-and-
loan (S&L) crisis. The contrast between the respective leverage cycles is 
another example of the “what’s different this time” element between 
the 1990s cycle and the early-2000s cycle. Equity valuation excesses 

Exhibit 4.8 Leverage Cycle Most Extreme during the Housing Bubble Period 
(2004–2007)
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drove the former, and home-lending excesses drove the latter. As a 
result, there were significant differences in the patterns of these two 
recent business cycles that arose directly from the difference in where 
the excesses had accumulated. In particular, consumers were hit much 
harder by the housing-leverage-driven banking and economic crisis 
that was worse than anything in recent memory.

The magnitude of overleveraging during the 2000s expansion is 
illustrated in Exhibit 4.8. The measure of non-financial sector lever-
age shown here is a normalized blend of household and non-finan-
cial business sector leverage created by the Federal Reserve Bank of 
Chicago research staff. The household measure is the growth in the 
ratio of household mortgage and consumer debt to the underlying 
assets being financed, namely residential investment and personal 
consumption expenditures on durable goods, such as autos. A rise in 
this ratio means a more highly leveraged household sector. In other 
words, a high ratio means that any given dollar of spending on house-
hold assets uses more borrowed funds. As households stretch their 
finances over the business cycle, perhaps because they feel more secure 
in their jobs or because credit just becomes easier to access, or both, 
they become more vulnerable to economic reversals.

The business-leverage component is computed from the growth rate 
in the ratio of non-financial business debt outstanding to GDP. This 
measure rises when a given amount of GDP growth is associated with 
more business borrowing. When combined, the household-leverage 
component and the business-leverage component provide an aggre-
gate look at the private sector’s changing financial vulnerability over 
the course of the business cycle.

The exhibit shows that in the early recovery stage, the growth in 
leverage tends to fall well below trend (into the –1 to –2 standard devi-
ation range), as seen around 1976, 1983, 1992, and 2010 as poor eco-
nomic conditions, low confidence, and tight credit hurt credit growth 
coming out of a recession. This typically marks the turning point at 
which deleveraging pressures start to turn toward releveraging back 
to normal (where normal equals 0 in the exhibit). During this stage 
of moving from below-normal leverage growth to normal, the econ-
omy is usually in the first half of the business cycle, with several years 
of growth ahead before the next recession. During this phase of the 
leverage cycle, credit conditions tend to turn increasingly easy from 
the tougher standards of the “rapid-deleveraging” phase during the 
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recession and early recovery phase. Difficulties obtaining loans ease. 
As economic conditions improve, banks become more willing to make 
commercial-and-industrial (C&I) loans to small and large businesses. 
As the labor market improves and home prices recover, mortgage and 
consumer lending become more attractive. The cycle following the 
Great Recession provides a good example. When house prices were 
declining between 2007 and 2010, mortgage collateral values became 
suspect and lending terms tightened dramatically. As prices started to 
rise in 2011, worries about home price deflation began to diminish 
and credit accessibility started to rise again.

On the demand side, the need and willingness to borrow rise with 
the growing economy. Also, assessments of future business and con-
sumer confidence are highly procyclical, rising with profits, income, 
employment, and production. The capacity to borrow is also higher 
at the beginning of a releveraging cycle after balance sheets have been 
repaired, and it grows with the economy. Indeed, in the early stage of 
a recovery, a base is formed of optimal balance sheet health for that 
cycle, a starting point that improves with economic conditions. At 
the same time, the pressure on banks and other credit providers to 
expand their business becomes more intense in a recovery, competi-
tion heats up, and borrowers begin to be courted anew after having 
received the cold shoulder during the recession, and a new credit and 
leverage cycle begins.

Countless indicators support this pattern. For example, the share of 
nonperforming loans on bank balance sheets tends to peak early in 
the recovery stage of the business cycle after shooting sharply higher 
during the recession. As lending is still cautious and nonperforming 
loans decline with improving economic conditions when the new 
cycle begins, banks’ ratio of loans to deposits falls and their capac-
ity to lend increases. Appetite for increased lending starts to pick up. 
Similarly, credit conditions in the capital markets tend to be best as 
the recovery transitions to expansion. At this stage of the cycle, a ris-
ing tide lifts all boats, helping both defaults on bonds across the credit 
spectrum and nonperforming loans as a share of aggregate loans to 
continue to decline, bolstering confidence that further leverage can 
be handled. This improving credit picture usually continues until late 
in the expansion.

To encourage more borrowing in this environment of good times, 
banks begin to ease lending standards, and bonds are underwritten 
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with increasingly loose covenants. As credit becomes increasingly 
available, merger and acquisition activity heats up, the degree of lever-
age in deal financing, commercial-and-industrial loans, and mortgage 
lending tends to rise, loan covenants loosen, and payment-in-kind 
issuance picks up. To get more deals done, collateral requirements and 
subordination terms shift from favoring the lenders to favoring the 
borrowers.

As this process continues and leverage rises, there eventually comes 
a point in the business cycle at which the gestalt shifts from improv-
ing credit quality to deteriorating credit quality. “Too much of a good 
thing” starts to become apparent late in the cycle. Changes by credit-
rating agencies shift from favoring upgrades toward more downgrades 
as the economic outlook worsens. Bond defaults and problem loans 
begin to increase.

The deterioration in financial conditions that accompanies a reces-
sion takes time to build up. Inevitably, as seen in Exhibit 4.8, excessive 
growth in leverage spurred by overheated “animal spirits” creates vul-
nerabilities that turn lethal when the monetary policy stance becomes 
focused on slowing the economy to contain inflation. Credit condi-
tions tighten, loans are harder to roll over, and bonds are more diffi-
cult to refinance and must be repaid instead.

Recessions and financial crises tend to be proportional to exces-
sive indebtedness. Exhibit 4.8 shows that since 1973, most recessions 
began with leverage growth above average but within one standard 
deviation from normal. The 2002–2007 expansion was exceptional in 
this regard, with the leverage indicator increasing well over two stand-
ard deviations above normal. The late-1980s show a long, drawn-out 
period of above-normal leveraging associated with the birth of the 
“junk-bond” market and its interplay with the newly deregulated S&L 
industry. The deleveraging following that period was a major drag on 
the economy in the early 1990s. The period from the early 1990s until 
about 2007 was an even more extended leveraging cycle that was only 
slightly interrupted during the 2001 recession. That recession was rela-
tively mild by historical standards and didn’t include a major washout 
of leverage. This, combined with the breakdown in lending standards 
during the subsequent cycle, created an even larger accumulation of 
debt relative to income. One reason the financial crisis in 2008–2009 
was so severe was the extraordinary leverage built up during the two 
expansions leading up to it.
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Credit spreads anticipate loan losses

The financial markets tend to anticipate the deterioration in credit 
quality well before bank loan charge-offs materialize. Exhibit 4.9 
shows the spread between the yield on an index of high yield (“junk”) 
bonds and the yield on the ten-year Treasury note plotted against 
the charge-off rate on C&I bank loans. Spread widening leads the 
rise in charge-offs by about three quarters as bond markets tend to 
respond immediately to new information, while loan charge-offs take 
time. There is usually some negotiation involved, and perhaps wish-
ful thinking, before lenders decide to classify a bad loan as such. In 
any case, the anticipated default rate implied in high-yield bonds pro-
vides a good leading indicator of where credit conditions are headed. 
This warning sign from the credit markets is a valuable leading indi-
cator of a rising risk of recession. As can be seen, both charge-offs and 
spreads tend to bottom during the midcycle phase of the business 

Exhibit 4.9 Credit Spreads Lead Loan Losses
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expansion and start to rise during the last couple of years before a 
recession.

Watch the financial stress indicators

Credit spreads and market volatility (VIX) are examples of stress indica-
tors emanating from specific markets. Aggregate indicators of financial 
stress use different statistical procedures to create a composite measure 
of overall stress. For example, the St. Louis Federal Reserve Bank uses 
principal components analysis to extract financial stress information 
out of 18 weekly series of data. These include US interest rates, yield 
spreads, and other indicators. The individual credit spreads already 
mentioned in this chapter, the BAA bonds index yield minus the ten-
year Treasury yield, and the High Yield Bond index yield minus the 
ten-Year Treasury yield are among the various spread indicators that 
signal financial stress in this measure.

 

Exhibit 4.10 Financial Stress Rises Going into Recessions
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Financial stress comes from different sources at different times. 
During the 2008–2009 period, the greatest stress was coming out of US 
financial markets and banks. Since the St. Louis Fed measure is com-
prised purely of US market metrics, it shows particularly pronounced 
stress around that financial crisis compared to other periods when cyc-
lical stress fluctuations were one-sixth the magnitude of what hap-
pened in late 2008 and early 2009 (Exhibit 4.10)

As seen in the exhibit, general financial stress tends to run above 
average from the late stage of expansions through the early-stage of 
the recovery. Sometime late in the recovery, toward the midcycle, it 
transitions to below-normal levels until excesses build to the point 
at which stress rises above normal again. This tends to coincide with 
the tight phase of monetary policy. In fact, because the slope of 
the Treasury yield curve is one of the best cyclical indicators of the 

Exhibit 4.11 United States Was Primary Source of Stress in 2008–2009. Europe 
Was the Culprit in 2011–2012
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monetary policy stance, it is one of the components of the St. Louis 
Fed’s stress measure.

Since each business cycle is different, the sources of stress vary 
according to where the excesses develop in financial markets. Are they 
in equities, mortgage derivatives, or are they outside the United States, 
say in the European banking system? US bank spreads were the wid-
est among US, UK, and European banks during the immediate after-
math of Lehman’s collapse. By 2010, they were back to normal, while 
Europe’s banks saw spreads blow out to new highs in 2011, after the 
ECB prematurely tightened monetary policy (Exhibit 4.11). Europe’s 
banks were encouraged to buy sovereign debt during the first wave 
of the financial crisis when Lehman failed, as there was a widespread 
market and regulatory view that one European sovereign debt was 
almost as good as another. They were denominated in the same cur-
rency, and the individual government default risks were deemed to be 
quite low. Country-default risk measures were tightly clustered around 
low levels as a result.

That all changed in the second wave of crisis during the double-
dip phase of Europe’s recession. Spreads between peripheral sovereign 
bonds and the “core” countries widened dramatically as the euro’s 
very existence came into doubt. This severely weakened bank balance 
sheets that were overladen with bad sovereign credits that had plum-
meted in value. What had seemed like low risk assets became “junk” 
quality as fiscal crises spread throughout the periphery, raising default 
risk assessments dramatically. Note that the St. Louis Fed domestic 
stress measure shows relatively muted stress spikes in 2011 and 2012 
during the second wave of European financial crisis. A more European-
focused measure would show much greater stress there during that 
time. Indeed, credit default swap spreads for European banks blew out 
in 2011 and 2012 to wider levels than in 2008 and 2009.

The cyclical pattern in financial stress evident in Exhibit 4.10 is a key 
factor in determining tactical allocations of “risk-on” and “risk-off” 
assets. Often just as important, however, are the idiosyncratic sources 
of stress that vary from cycle to cycle. As usual, knowing “what’s dif-
ferent this time” is an important source of investment insight.

 



This page intentionally left blank



129

5
Equities and Profits

Equity prices depend primarily on the underlying earnings of com-
panies. More specifically, they depend on how the market currently 
values the expected future earnings stream of a company. Because 
most of the earnings of most companies are further out in the future 
and less certain than bond payments, returns on equities are generally 
much more volatile than those on investment-grade bonds.

Structural or long-run risk and uncertainty

The degree of perceived uncertainty about the future can oscillate 
quite a bit depending on the policy outlook, geopolitical relationships, 
and the pace of disruptive technological changes, among other things. 
While heightened uncertainty about the future generally implies a 
bigger risk premium for equities over bonds, the source of uncertainty 
can sometimes be more of a detriment for bond returns than equity 
returns. For example, inflation uncertainty is more problematic for 
bond values, assuming the payments streams are not adjusted to com-
pensate for it, as is the case for most fixed-income assets. Also helping 
stocks relatively, there are areas within the equity market that provide 
reasonable protection against inflation. In fact, the rise of inflation-
adjusted bonds in the 1980s was largely a response to the high-infla-
tion experience of the time. On the other hand, deflation is positive 
for bonds, as their fixed payments actually gain real value when the 
general price level falls. In contrast, the impact of deflation on most 
equities is negative, especially for highly leveraged companies. That’s 
because deflation raises the real burden of debt.
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A case in point of the relatively bigger impact of inflation uncer-
tainty on bonds is the secular bear market in bonds from 1965 to 
1982, a period characterized by persistently unanticipated inflation 
that outstripped returns on financial assets. However, the negative 
real returns on bonds during the period lagged the negative returns 
on equities by several percentage points. Conversely, when inflation 
began to trend lower after 1982, the usual excess return on equities 
compared to government bonds narrowed, as both asset classes expe-
rienced over a quarter century of catch-up following secular bear mar-
kets in the 1970s. By about 2010, the average 30-year return on bonds 
(1980–2010) was about the same as the 30-year return on equities for 
the first time in 80 years.

On average, over time, stocks have yielded more than 4 percentage 
points of extra return compared to government bonds to compensate 
for their greater average risk. However, over the past 200 years, there 
have been some rare examples of long periods, such as the 1980–2010 
period mentioned above, when the gap largely disappeared, or even 
became negative, and periods when the gap exploded out to about 
10 percentage points in favor of equities, such as between 1935 and 
1965. There are important structural differences in the macroeco-
nomic backdrop that help account for these significant differences in 
long-term (30-year) returns of stocks and bonds. Understanding the 
fundamental reasons for these structural shifts yields useful insights 
for strategic asset allocation.

Cyclical sources of risk and uncertainty

As with bonds, there are also important systematic differences in how 
equities perform over shorter time horizons (i.e., a business cycle). 
Corporate profits are highly cyclical, and stock prices fluctuate con-
stantly trying to discount them. Mispriced cyclical profit fluctuations 
often cause significant deviations from long-term fundamental valua-
tion levels. Buying stocks when sentiment about profits and the econ-
omy is at a cycle low point and selling them when the profits outlook 
is overly optimistic is a worthwhile approach to tactical allocation.

Uncertainty about the profits outlook swings over the business cycle 
along with uncertainty about other relevant determinants of valua-
tions, such as interest rates and economic growth. Risk, fear, uncer-
tainty, and volatility are highly cyclical, as we saw in the last chapter. 
All of these ingredients work together in a predictable cyclical fashion 

  



Equities and Profits 131

to provide tactical asset allocation opportunities for astute investment 
managers.

In addition, equities vary quite a bit in their cyclical sensitivities. 
Basic necessities such as food, medical care, and utilities are less sensi-
tive to the business cycle than more discretionary spending, such as 
purchases of automobiles and other consumer durable goods, vaca-
tions, or investment in business equipment. As we have seen, housing 
investment is also highly cyclical. Generally speaking, purchases of 
big-ticket items that are infrequent and can be postponed are most 
sensitive to business conditions and, as a result, discretionary-sector 
profits are more leveraged to the business cycle. This makes the rela-
tive performance of the consumer-staples sector compared to the con-
sumer-discretionary sector a useful indicator of how investors judge 
the economic outlook.

Utilities and telecommunications sector performance also exhibit 
defensive characteristics. In addition, as higher-than-normal dividend 
payers, these sectors also exhibit more-than-average sensitivity to the 
interest-rate cycle, generally outperforming when rates fall and under-
performing when rates rise. On the other hand, health-care and tech-
nology sector companies include some of the businesses most affected 
by disruptive accelerating progress in information technology and sci-
ence. This means that they include many rapidly growing companies 
as new applications are brought to market.

Pervasive information technology applications are increasingly 
transformative across most of the economy. On the one hand, this dis-
rupts the franchises of many businesses and forces rapid adjustment 
to the new possibilities. There’s a greater risk of failure in this environ-
ment. On the other hand, the scale of application of new technology 
has created unprecedented wealth and opportunity. These considera-
tions imply that there are growth and value differences within sectors 
depending on the nature of the enterprise. Some health-care busi-
nesses, for example, are mainly technology businesses. Others are less 
so. Some are more defensive, others are more discretionary, so their 
cyclical relative performance may diverge.

Industrial, materials, and energy companies tend to be more geared 
to economic activity than staples, utilities, and health-care businesses. 
As a result, they tend to follow the manufacturing cycle more closely 
than the more defensive sectors. For example, late in the cycle, when 
activity is approaching its peak, strains on natural resource supplies 
and industrial capacity tend to give them increasing price power, 
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helping the revenues and profits of these companies. As a result, they 
tend to be relative outperformers in the second half of an expansion.

Financial stocks also have a cyclical pattern that is tied into the 
interest rate, credit, and leverage cycles that we discussed in chapter 4. 
Their earnings fluctuate with interest-rate margins, lending growth, 
and capital-market activity, which are all highly cyclical. In addition, 
asset-value fluctuations over the cycle can have big effects on the mas-
sive and highly leveraged balance sheets of big financial institutions, 
influencing their equity values along with earnings growth.

Thus, just as there are many dimensions to asset management within 
the fixed-income universe, there are perhaps even more in the equity 
world. These additional dimensions reflect factors that typically gen-
erate uncertainty that impacts valuations. Also, because fixed income 
has a preferential place in the capital structure of corporations, it gen-
erally receives a lower return than equity. By its very nature, equity 
investment is a risky business. Like all risk, however, equity risk can be 
managed. This is true from both a strategic and tactical point of view.

The long-run valuation anchor for equities

Traditionally, stocks have been judged by various valuation methods. 
Dividend yield, price-to-value-of-underlying assets, and price-earnings 
ratios are some of the typical approaches. All of these methods require 
some refinement for useful application, and all are related in some 
way. The connection between the various methods is implicit in the 
following two relationships that define the real return on equities:

Actual real return = Dividend yield + Real share-price appreciation

(1)     or

Required real return = Risk-free real bond yield + Equity risk 
premium.

Equity risk premium

The equity risk premium is defined as the additional yield investors 
demand to take the extra risk associated with equities compared to 
government bonds. As we have discussed in earlier chapters, unlike 
the classical period when inflation averaged zero over long periods, 
the Keynesian period has been characterized by persistent and variable 
inflation, as well as deliberate policy activism to dampen the business 
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cycle. Increased inflation uncertainty, which hurts bonds more, the 
absence of offsetting deflation, and reduced gross domestic product 
(GDP) variability have all worked to reduce the equity risk premium 
compared to the pre-Keynesian period. This is evident in Exhibit 5.1, 
which shows the shrinking differential between the volatility of returns 
on bonds and equities in the post–World War II fiat money period.

The narrowed gap between the volatility of returns on stocks and 
bonds implies a reduced equity risk premium. Indeed, including the 
volatility differential between stocks and bonds returns in an equation 
predicting price-earnings ratios (PEs) from Treasury-yield levels greatly 
improves the model and boosts the PE, consistent with a much lower 
equity risk premium in the current environment.

Dividend yield

Ultimately, the value of a stock lies in the stream of dividend income it 
generates over time. The present value of that dividend stream is one way 
to assign value. The dividend discount model attempts to measure this.

Exhibit 5.1 Lower Volatility Differential Suggests Lower Equity Risk Premium
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The dividend yield-Treasury yield relationship has also been used 
to measure stock valuation. However, it should be obvious from the 
total return equations (1) that dividends are only a partial determinant 
of equity returns and therefore their value. Changes in other return 
determinants can shift the relationship between dividend yield, actual 
return, and fair value. Such shifts explain why the dividend yield-
Treasury yield relationship was disrupted in the late 1950s as the infla-
tion environment changed, and show that the dividend yield is an 
incomplete valuation gauge for comparisons across time.

Indeed, Exhibit 5.2 indicates that up until the late 1950s, the divi-
dend yield on stocks was higher than the yield on Treasury bonds. A 
valuation rule of thumb up to that point in history held that stocks 
were cheap when the dividend yield was well above the Treasury bond 
yield. That made sense before World War II, when inflation averaged 
close to zero over long periods of time, keeping the volatility of bond 
returns low, especially relative to those of equities, as Exhibit 5.1 illus-
trates. However, in the Keynesian world of fiat money, bond volatil-
ity rose relative to equities because of the larger impact of inflation 

Exhibit 5.2 Low Inflation Associated with Higher Dividend Yields Compared to 
Bond Yields
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uncertainty on real bond returns. Investors who relied on the old div-
idends-bonds yield rule of thumb sold stocks in the late 1950s when 
Treasury yields rose above dividend yields, as they perceived stocks as 
overvalued relative to bonds and not worth buying until the dividend 
yield exceeded the Treasury yield again. Those who stuck to that old 
rule of thumb missed one of the biggest equity bull markets in history 
because the dividend yield did not rise above the ten-year yield for the 
next 50 years. Clearly something fundamental had changed, providing 
another example in which traditional “mean reversion” strategies failed 
because of a structural shift in the economy. So what went wrong?

In the pre-Keynesian world of frequent bouts of deflation, as shown 
in Exhibit 5.7, the dividend yield had to exceed the Treasury yield in 
order for investors to be enticed to keep investing in stocks because they 
couldn’t count on stock price appreciation in that environment. For 
example, during the 54-year period between 1871 and 1925, the stock 
market index only increased from four to ten, an average annual pace of 
less than 2 percent. In the persistently positive inflation, post–World War 
II world, more of the return came from price appreciation as earnings 
tend to grow roughly in line with nominal GDP. Also important, since 
the terminal principal repayment on bonds is fixed, it will lose consid-
erable real value in a high inflation world, proportional to the term to 
maturity and the level of inflation over that time. The bond yield has to 
adjust to this loss of value to compensate for inflation effects.

In contrast, dividends are not fixed, so they can increase with infla-
tion. As a result, dividend yields require less of an adjustment than 
bond yields to a higher inflation trend. Each year, the dividend can 
rise by the inflation rate as can the earnings and price of the stock. If 
dividends, earnings, and stock prices rise with the inflation rate, the 
yield can stay the same and the investor is still compensated for infla-
tion losses. The net result in this scenario is a more constant dividend 
yield compared to bond yields.

Thus, a steady 2- or 3-percent dividend yield can remain attractive in a 
high inflation world, while bond yields need to increase relatively more 
to compensate investors. This difference in the way equity and bond 
values respond to inflation helps explain the shift in the dividend yield-
Treasury yield relationship that occurred in the late 1950s as financial 
assets adjusted to the new Keynesian world of higher, persistent infla-
tion. That also explains why, as inflation has come back down to much 
lower levels and the Fed has earned credibility for its commitment to 
low inflation, the dividend yield-Treasury yield relationship has moved 
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back closer to its long-run historical relationship. Indeed, reflecting ris-
ing deflation risks, the dividend yield has recently exceeded the ten-
year Treasury yield for the first time in over half a century.

Thus, one implication of the “new normal,” low-inflation world 
is this restored relationship between dividend and sovereign yields. 
In addition to the United States, this is evident in Japan, the United 
Kingdom, and Germany, among other countries, where the dividend 
yield is now generally much closer to, or even above, the yield on 
long-term government debt for the first time since the 1950s. Not sur-
prisingly, the relationship was first restored, and is strongest and most 
obvious, in Japan, which was the first major economy to see persistent 
deflation in the fiat money era.

Another consequence of the “new normal is the old normal” para-
digm is an increased role for dividends in the overall returns on equi-
ties. Traditionally, roughly half of the return from equities has come 
from dividends and the reinvestment of dividends.

Market value to replacement cost

Another approach to valuation looks at the ratio of the equity market 
value of a company to the replacement cost of its underlying assets. 
This ratio is called Tobin’s Q, after the late Yale professor James Tobin, 
who related this ratio to incentives for investment in physical capital. 
More elementary versions, such as price-to-book value, are also used. 
Basically, if the equity market value of a company is lower than its 
replacement cost, a profit can be made by buying the equity and sell-
ing the company’s assets, or disinvesting. If the equity market value is 
greater than the replacement cost, equities are deemed expensive or 
overvalued, as it pays to sell shares and invest in assets to expand the 
company.

This approach links a strong stock market to strong investment 
growth, and it makes the most sense for tangible assets that have very 
liquid markets. However, as modern postindustrial economies have 
grown increasingly knowledge based, with a higher share of value cre-
ated from intangible, intellectual property, this valuation method has 
become harder to apply. Generally speaking, the market appears per-
sistently overvalued by this metric if intangible assets are not given 
their due. The difficulty of valuing human capital and other knowl-
edge-based assets makes this measure an increasingly questionable 
way to judge the value of the equity market.
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Earnings yield or price-earnings multiple

Ultimately, the earnings paid out to stockholders in the form of divi-
dends or share buybacks are the basis for equity value. If we rewrite the 
relationships in (1) to show the fair value or equilibrium relationship, 
then

Actual real return on equities = k (E/P) + g = r + b = Required real 
return on equities,

where “k” is the payout ratio from earnings, “E”, and “P” is the price 
per share.

In addition to the share of earnings paid as dividends, “k” includes 
the share of earnings used to buy back stock. The part of earnings not 
paid as either dividends or to buy stock is reinvested to grow per-share 
value at an annual rate “g.” Alternatively, the total real return is the 
risk-free real rate “r” on government bonds (for example, the TIPS 
yield) plus the equity risk premium “b.”

This relationship determines the fair market price-earnings multiple 
P/E = k/(r+b-g), where the actual return on equity matches the return 
investors require given the risk-free rate “r.” Given the limitations of 
the other approaches and the feasibility of estimating these param-
eters, this method is more practical for estimating valuation levels.

Valuation in a reflationary monetary setting

Taking the valuation parameters one by one, we can estimate the fair 
market value PE ratio. First, as noted above, the difference between 
the total returns on stocks and government bonds has averaged a bit 
more than 4 percent since 1926. However, this measure of the equity 
risk premium “b” has been quite volatile over subperiods of time and 
has shown a tendency to decline over time. As discussed above, we 
attribute this longer-term downtrend to the shrinking volatility dif-
ferential between stocks and bonds returns since World War II. The 
proactive management of fiscal and monetary policy has dampened 
economic fluctuations and reduced equity-return volatility compared 
to the 1920–1940 period, as shown in Exhibit 5.1. For example, the 
speed and aggressiveness of the fiscal and monetary policy response to 
the 2008 financial crisis dwarfs the 1930s policy response, illustrating 
how much more proactive policy is today compared to the past. At 
the same time, the increased volatility of inflation expectations that 
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resulted from activist fiscal and monetary policy has boosted the vola-
tility of bond returns compared to the relatively more stable-money 
period before World War II. The net result is a narrower risk premium 
“b” for equities.

Second, the average real rate of government bonds has varied sub-
stantially over long periods of time. As we noted earlier, the authors of 
Triumph of the Optimists found that the real return on US government 
bonds averaged about 1.6 percent from 1900 to 2000. The Barclays 
Equity Gilt Study 2014 finds a 2.4 percent real return average for the 
1925–2013 period.

As shown in Exhibit 5.3, the decades since 1982 have been charac-
terized by above-normal rates of return on government bonds as infla-
tion was wrung out. This creates a sample bias that has caused market 
participants, including some Fed officials, to expect excessively high 
interest rates going forward, in our view, and is the basis for our lower-
than-consensus outlook for the “new normal” interest-rate structure 
in the coming decades.

Our view seems to be consistent with the signal coming from the 
Treasury Inflation Protected Securities (TIPS) market. Since it began in 
2004, the 20-year maturity TIPS yield has averaged 1.6 percent. This is 
a superior measure of the real yield compared to actual ex-post bond 
returns, which include unexpected capital gains and losses. Since 
1983, these have generally included gains during the biggest bond 
bull market in US history. Basically, the end of disinflation suggests 
a structural shift to more “normal” bond yields, which also seems to 
be the message from the TIPS market since 1.6 percent happens to be 

Exhibit 5.3 Real Investment Returns by Decade (% pa)

Equities Government Bond Corporate Bond Cash

1933–43 4.8 1.7 –2.6

1943–53 8.8 –2.3 –3.3

1953–63 13.8 0.6 0.9

1963–73 1.7 –1.6 0.8

1973–83 3.6 –2.0 0.6

1983–93 9.9 10.0 9.9 2.5

1993–2003 7.9 5.5 5.5 1.7

2003–2013 5.5 3.4 3.9 –0.8

Source: Center for Research in Security Prices (CRSP).
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the average real return on government bonds during the 1900–2000 
period. The “new normal” is apparently the “old normal” restored 
after a round trip from 1965 to about 2000, when inflation first got 
out of control and was then reined back in.

Third, the dividend payout ratio “k” (which takes account of stocks 
buybacks) and the growth rate “g” of dividends and earnings have 
varied over time as well. Exhibit 5.4 shows some historical values for 
these parameters computed by Professor Jeremy Siegel in Stocks for the 
Long Run.

Two features of the results stand out. Dividend yields and payout 
ratios were higher in the pre–World War II period and, as a result, 
the earnings growth component was lower. In line with our earlier 
discussion, the reverse is true in the post–World War II period. This 
trend of declining dividend yields reached its extreme during the tech 
bubble period (when payout ratios reached their lowest level in at 
least 60 years and stock prices surged ahead of earnings) and has been 
correcting since. Estimates for “k” are getting closer to the historical 
average of about 0.6, with a likely rising tendency given the more favo-
rable tax treatment of dividends relative to ordinary income in recent 
years. Averaging the growth rates in dividends and per-share earnings 
growth shown in Exhibit 5.4 for the recent period gives a value of 
about 1.75 percent for real dividend and earnings growth “g.” This 
is more consistent with the somewhat higher growth rate we expect 
in dividends and the somewhat lower rate we should expect in per-
share earnings as a result of higher payout ratios. Putting these factors 
together results in a PE ratio of between 15 and 21 on current earnings 
in a reflationary, low real risk-free rate environment, with a reduced 
equity premium (of between 3 percent and 4 percent) reflecting the 

Exhibit 5.4 Dividend Yields and Payout Ratios Higher in the Prewar Period (%)

Dividend 
Yield*

Payout 
Ratio*

Real GDP 
growth  

rate

Real growth  
rate of Earnings 

per share

Growth rate 
of Dividends 

per share

1871–2001 4.5 58.8 3.9 1.25 1.09

1871–1945 5.1 66.8 4.5 0.66 0.74

1946–2001 3.5 51.9 3.1 2.05 1.56

*Median Value

Source: Jeremy Siegel, Stocks for the Long Run
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impact of proactive monetary and fiscal policy on the relative volatili-
ties of stocks versus bonds. This compares with a historical average PE 
of about 15 based on the total-return average over history that gener-
ated “Siegel’s constant,” real returns of 6.75 percent. A lower average 
equity risk premium suggests future real returns between about 5 per-
cent and 6 percent.

Long-term equity performance in different inflation 
environments

History (and recent experience) shows that equities go through long 
cycles of sustained over- or undervaluation. History also shows that 
the macro-monetary environment influences the level of key determi-
nants of equity returns, such as the risk-free real interest rate and the 
equity risk premium. In particular, real interest rates vary according 
to the underlying long-term inflation environment and the monetary 
policy response to it. Furthermore, as we discussed in chapter 2, his-
tory shows that activist policy has considerably dampened the vola-
tility of economic growth and presumably, as a result, the equity risk 
premium.

In the post-2000 environment, monetary policy has been aimed at 
preventing persistent deflation, an effort called reflation. As a result, 
real interest rates have been unusually low since 2000, especially com-
pared to the prior two decades when they were unusually high in order 
to bring inflation down from historic highs. Here we discuss the impli-
cations of a prolonged reflationary macro-monetary environment for 
future equity returns and show that long periods of near-equal returns 
on stocks and bonds tend to be followed by long periods of greater-
than-average equity outperformance. This is what we expect in the 
years ahead as reflationary efforts persist.

Low valuations have preceded above-normal returns

Valuations are a useful guide to long-term equity returns. As noted 
above, over long time frames, say more than 50 years, US equities have 
tended to yield around 6.75 percent adjusted for inflation and the 
reinvestment of dividend payments (real total return). Buying stocks 
when they were below the trend line implied by this long-term return 
eventually resulted in above-average returns, while buying stocks 
when they were above it inevitably resulted in subpar returns.
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For example, in March 2009, with the Standard & Poor’s (S&P) 500 
index below 700, the market’s valuation was roughly 40 percent below 
its trend line value of about 1050. During the 140 years up to that 
point, there were only 26 months when the market was that cheap 
relative to its trend (Exhibit 5.5). Aside from wartime, there were sev-
eral months in 1920, 1932, and 1982 when stocks were as cheap as 
they got in March 2009. By this valuation metric, stocks were at a 
once-in-a-generation buying point in March 2009.

This extreme undervaluation was the culmination of a secular bear 
market that began in 2000 from one of the most extreme overvalu-
ation points in stock market history. Many valuation metrics show 
the stock market was more overvalued in 2000 than at any time in 
history, as can be seen in Exhibit 5.5. The secular bull market between 
1982 and 2000 accounts for almost all of the highest rolling 20-year 
price-return averages for equities in US history. As with all other long 
periods of above-normal returns, that long period of above-average 
returns began from a historically low valuation starting point.

Exhibit 5.6 shows that 20-year returns tend to be highest when the 
beginning PE is lowest (starting from a PE of just 10). The top decile 

Exhibit 5.5 A 6.75% Trend Line
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of returns (with dividends reinvested) averaged over 15 percent, with 
just over 11 percentage points of price appreciation. Notice that in the 
bottom half of the total-return distribution, dividends account for the 
majority of returns. In fact, in the bottom decile, price returns averaged 
slightly negative, but thanks to dividends, total returns still averaged 
over 5 percent. Also, note that by the end of the 20-year periods yielding 
the top two deciles of returns, PE multiples were extremely high. The 
strong conclusion from this historical experience is that equity valua-
tions and returns are mean reverting, anchored by long-term macroeco-
nomic fundamentals. However, a full cycle from under- to overvaluation 
and back can take more than 25 years, as the 1982–2009 experience 
illustrates.

As should be expected following a long period of unprecedentedly 
high returns such as that up to the massive overvaluation in 2000, 
performance over the next decade was among the worst for any dec-
ade in history. The Great Recession exacerbated the disappointing 
equity market performance during the decade, with the S&P 500 still 
a third below its 2000 peak and the NASDAQ only about 40 percent 

Exhibit 5.6 Rolling 20-Year Period Returns

1881–2013

Cyclically-Adjusted Price 
Earnings Ratio P/E10 or  
Shiller CAPE for the S&P500

Decile of 
Return Beginning PE Ending PE

20-Year  
Average Return 

(price only)

20-Year Average 
Total Return 

(includes 
reinvested 
dividends)

 1 10 29 11.3% 15.3%

 2 12 23 9.3% 13.2%

 3 14 18 7.8% 12.2%

 4 17 18 6.4% 10.3%

 5 17 17 5.1% 9.9%

 6 18 11 3.7% 7.8%

 7 16 13 3.1% 7.6%

 8 14 14 2.1% 7.2%

 9 13 12 1.5% 6.9%

10 17 11 –0.1% 5.4%

Source: Shiller data.
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of its March 10, 2000 high almost a decade later. The sharp compres-
sion from record overvaluation to near-record undervaluation in such 
a short span is something Americans had not experienced since the 
1930s. Extreme risk aversion was a natural result. This extreme risk 
aversion and massive undervaluation created big investment opportu-
nities for those investors who kept their emotions in check and their 
eyes on the market’s long-term earnings potential.

The role of inflation, deflation, and monetary policy  
trends in valuation extremes

The valuation low points in Exhibit 5.5—that is, December 1920, 
June 1932, July 1982, and March 2009—happen to represent extreme 
episodes in the history of the financial system and monetary policy. 
For example, the July 1982 market low coincided with the highest 
real interest rates in a nondeflationary environment in US history as 
a result of Paul Volcker’s tight policy to break the back of the worst 
peacetime inflation in US history. The other three lows occurred at 
the opposite extreme, with the economy and banking system in the 
throes of the worst debt-deflation cycles of the past 90 years.

Although the nominal short-term risk-free rate may have been low 
near zero in these deflationary episodes, the real rate was higher than 
normal because of deflation. For example, with price declines averaging 
over 10 percent a year in the early 1930s, the then near-zero Treasury 
bill yield translated into a double-digit real risk-free rate rivaling the 
rates on bills in 1982 even after they were adjusted for inflation. In all 
these cases, real risk-free yields rose well above their long-term aver-
ages. While deflation was more severe in the 1920 and 1932 episodes, 
the recent milder deflation threat has also been extremely disruptive 
because leverage today is much more pervasive in the US household 
and financial sectors. In addition, in all these episodes, credit spreads 
widened to record highs. For example, in early 2009, corporate credit 
spreads widened to levels last seen in the 1930s as the markets tempo-
rarily doubted policymakers’ ability to avert a depression.

The required return on equity is the sum of the risk-free government 
bond rate and the equity risk premium (ERP) that investors demand 
as compensation for the risk associated with equity investment. Since 
equity stands further down the corporate capital-structure hierarchy 
than bonds, it’s a given that a record rise in corporate credit spreads 
implies a big rise in the equity risk premium. Since they’re closest in the 
capital-structure hierarchy to equity, the massive widening of high-yield 
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debt spreads probably gives the best indication of the impact of these 
panics on the equity risk premium.

The reason deflationary panics tend to be associated with histori-
cally low PEs is that they raise both the real risk-free yield because 
of the zero bound on nominal interest rates and the equity risk pre-
mium because of their ballooning impact on credit spreads. A PE of 
8 or 9 implies a required real rate of return on equity of more than 
10  percent. The preference for safety and liquidity is highest in these 
panic periods. Hence the flight to Treasury bills.

The 1982 experience was the odd man out in this respect. Rather 
than deflation, it was Volcker’s fight against inflation that kept money 
market rates up around 20 percent. With inflation around 10 percent, 
that still represented an extraordinarily high real yield, and meant 
stocks had to yield even more to be worthy of consideration (i.e., low 
PEs were required). The point is that extreme lows in valuation are 
associated with very high real interest rates, whether because of defla-
tion or the need to fight inflation.

The foregoing makes clear that the best equity-buying opportunities 
in history have occurred when stocks were most undervalued because 
of the kind of panic that sets in during financial crises, whether infla-
tionary or deflationary. More generally, those episodes point out the 
critical role that monetary policy and inflation/deflation trends play 
in influencing the risk-free return and the equity risk premium.

Inflation trends key

When correlating equity returns with inflation, most strategists tend 
to sort returns by calendar-year inflation rates. The results show that 
the best returns generally occur when inflation is “neither too hot 
nor too cold.” Periods of very high inflation or deflation tend to cor-
relate with poor returns because they are associated with periods of 
poor economic performance and financial instability. This is one of 
the many reasons why modern central banks aim for low and stable 
inflation. The nineteenth century was an exception to the rule that 
deflation is bad for equities and economic growth. This was a period 
of so-called deflationary boom in the sense that trend growth was rela-
tively strong as the United States industrialized, while inflation was 
generally negative, as post–Civil War monetary policy was aimed at 
restoring the prewar gold value of the dollar by shrinking the money 
supply, a classic prescription for deflation.
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As discussed, deflation, recessions, and depressions were much more 
frequent prior to World War II. Exhibit 5.7 shows the year-over-year 
growth rate of nominal GDP back to the 1880s. Even the so-called 
1950s golden age shows high GDP volatility compared to the post-
1980 period. The extremely muted GDP cycles from the mid-1980s 
to the mid-2000s, when nominal GDP variation was compressed 
in a roughly 3 percent to 8 percent range, is referred to as the Great 
Moderation. This period saw the most sustained growth with the least 
frequent interruptions by recessions in US history: roughly 12 months 
of recession in just over two decades. This falling inflation period also 
coincides with the strongest bull market in financial assets in US his-
tory and, on the downside, a growing complacency about risk that was 
rudely disrupted by subsequent volatility. Investors came to believe 
that the Great Moderation would last forever, and the equity risk pre-
mium plunged as a result. The massive equity overvaluation that cul-
minated in the Y2K tech bubble set the stage for underperformance 
during the next decade. The underpricing of risk caused by the com-
placency engendered by the Great Moderation also contributed to the 
credit excesses of the 1980–2008 period.

Exhibit 5.7 Is the Great Moderation Over? Not Likely
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Volatility, valuation, and the risk-free real rate have been strongly 
affected by the variations in the patterns of macroeconomic history. 
Prior to World War II, orthodox monetary and fiscal policy aimed for 
zero inflation and balanced budgets. These firm policy anchors were 
associated with the much greater volatility in economic cycles appar-
ent in Exhibit 5.7. The post–World War II Keynesian world, sparked 
by the backlash against this policy orthodoxy because of the Great 
Depression, has been much less volatile as measured by swings in 
nominal GDP.

This stability in GDP growth has come at the expense of persistent 
inflation and fiscal deficits as policy buffered tougher adjustments. The 
latest financial crisis proves the point. Markets were briefly priced for 
protracted deflation and economic depression. However, the unprece-
dented monetary and fiscal response to the crisis, which far exceeded 
the response to the 1930s crisis both in terms of the Fed’s increase in 
the monetary base and the size of the fiscal deficit, precluded a much 
worse outcome. The downshift in volatility after World War II, shown 
in Exhibit 5.7, reflects this fundamental shift in policy regimes.

The point of this diversion into macroeconomic history is that 
there is more to the relationship between equity returns, inflation, 
and relative yields than can be captured in simple year-to-year correla-
tions. There are effects that depend on the momentum, trends, and 
the higher-order derivatives that are missed in simple correlations but 
are implicit in expectations about the future that shape returns. For 
this reason, understanding the broader macro patterns can give more 
insight into valuation than is typically possible using simple correla-
tions. In fact, most correlations are unstable over time, often because 
of changing macro environments. Changing correlations tend to have 
fundamental economic reasons that are ignored when blindly plug-
ging long-term averages into quantitative models. Insightful glean-
ing of this information requires historical knowledge and economic 
understanding that is hard to discern from mechanical statistical 
techniques.

Exhibit 5.8 looks at the 1926–2013 period and several subperiods 
within it. The subperiods were chosen to distinguish fundamentally 
different macromonetary environments. First, looking at the entire 
period, which averages out the quite distinctive subperiods, we notice 
that the annual average total return on equities was 10.1 percent in 
nominal terms (with reinvested dividends). Subtracting inflation 
leaves a 7.3 percent real return average. Because of the strong bull 



Exhibit 5.8 The Trend in Inflation Shapes Asset Returns

Zero Inflation
Low Stable 
Inflation

Rising 
Inflation

Falling 
Inflation Reflation

Low, Stable 
Inflation Entire Period

1926–1945 1954–1965 1972–1981 1982–2000 2001–2008 2009–2013 1926–2013

Annualized Returns

Treasury Bills 1.06% 2.55% 7.79% 6.22% 2.70% 0.06% 3.50%

U.S. LT Government Bonds 4.71% 2.05% 2.80% 12.55% 9.25% 1.94% 5.47%

S&P 500 Index 7.13% 15.67% 6.47% 16.88% –2.89% 17.93% 10.08%

Return from Reinvested 
Dividends

5.46% 3.70% 4.52% 3.16% 1.82% 2.22% 4.03%

Price Appreciation Per Year 1.56% 11.58% 1.85% 13.33% –4.63% 15.40% 5.82%

Inflation Rate 0.10% 1.80% 7.70% 2.60% 2.50% 1.60% 2.70%

Risk-free Real Rate 0.96% 0.75% 0.09% 3.62% 0.20% –1.54% 0.80%

GDP (nominal) 4.60% 6.00% 10.70% 6.40% 4.80% 3.90% 6.10%

Profits* (nominal) 4.10% 7.70% 8.70% 7.00% 7.90% 10.80% 6.50%

Equity Market Valuation  
at beginning of period

Over Under Over Under Over Under

*Profits data start in 1929. GDP profits before tax with IVA and CCAdj

The inflation measure used is the GDP Implicit Price Deflator

Source: Haver Analytics, BEA, Ibbotson
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market since 2009, this is a bit above the longer-term trend return in 
Exhibit 5.5, which is based on a 6.75 percent real return. This 6.75 per-
cent is known as Siegel’s constant after Jeremy Siegel.

Why real returns average around this level is a major question since 
it lies beneath the mean reversion of equity values over very long time 
spans. The answer is found in the long-term earnings growth trend, 
real risk-free yields, and the premium that investors demand for risk-
ier equity investments compared to bonds. Obviously, these determi-
nants of long-term returns can, and do, change as the macro-policy 
environment changes. Siegel’s constant just reflects the average out-
come from these varying factors.

The entire period shows that the normal short-term real risk-free rate 
is usually around 1 percent or less (averaging about 0.8 percent), which 
helps explain why the huge positive deviations from this level created 
undervaluation extremes when real rates on corporate and even “risk-
free” credit soared to the double-digit levels discussed earlier. The real 
long-term risk-free rate has averaged about 2.8 percent, the difference 
between the average yield for long-term government bonds and infla-
tion during this time (5.5 percent minus 2.7 percent). Notice that the 
period of rising inflation during the 1970s and the period of falling 
inflation since 1982 were characterized by substantial deviations in 
the average risk-free rate, both the short-term and long-term rates. 
Monetary policy kept real interest rates too low in the 1970s, causing 
inflation to accelerate, and much above “normal” after 1982, causing 
inflation to keep declining, culminating in the deflation threats of the 
post-2000 period.

The transition from the rising inflation to the falling inflation regimes 
also marked the transition out of the equity bear market from the mid-
1960s when the Dow struggled for more than 15 years to break free of 
the 1,000 level. With falling inflation and interest rates from 1982, the 
Dow rose to eventually become stuck around the 10,000 level starting 
in 1998, not breaking free from it sustainably until 2010. Negative 
real equity returns during the rising inflation period 1972–1981 were 
followed by some of the best returns ever from the 1982 market low 
to the 2000 peak. As noted above, after that, returns rivaled the worst 
outcomes for any ten-year period. This very erratic performance makes 
it clear why equities are a risky asset. Between 1971 and 2008, for 
example, the total annualized return on the S&P 500 index was in the 
5 percent to 10 percent range in only five out of 37 years.



Equities and Profits 149

Outlook for a reflationary environment

Given the important role that the monetary policy and inflation 
environment play in determining the risk-free real interest rate and 
in influencing the equity risk premium, a view about the likely policy 
regime ahead is critical to the assessment of the required return on 
equities. More specifically, the question that arises from these obser-
vations is how can we best characterize the attempted transition that 
is now underway from a falling inflation environment to a low, sta-
ble inflation environment, and what does it imply for asset returns? 
Obviously, this transition is not assured, as the unanticipated brush 
with deflation over the 2007–2009 period made clear. Indeed, there 
are strong deflationary undertows in the global economy and that is 
why the Federal Reserve has had to maintain a lower-than-normal risk-
free rate since 2000. To avoid deflation and rising real interest rates, 
the short-term real risk-free interest rate had to average close to zero 
between 2001 and 2008, and less than zero between 2009 and 2014, 
as shown in Exhibit 5.8. On balance, it has been a decade requiring 
that monetary policy fight deflation, an effort economists call “refla-
tion,” and which requires “abnormally” low interest rates and abun-
dant liquidity. These conditions generally bolster equity values.

Before we get into the implications of successful reflation for equity 
valuation, some justification for the view that deflation has been the 
main threat in recent years is probably warranted since the conven-
tional wisdom was very slow to accept this. The facts, however, speak 
for themselves. First, around the world, inflation has fallen to levels 
not seen in more than a half century. This is not a one-off event due to 
the latest financial crisis, but rather the result of an entrenched trend. 
Nominal GDP decelerated for over a quarter century, and during the 
past 15 years has averaged below the 4.9 percent pace that character-
ized the zero-inflation period 1926–1945 shown in Exhibit 5.8. Zero 
inflation implies some years of deflation to offset the inflation that 
occurs during cyclical peaks.

Second, there is a global savings glut that has driven down returns 
on financial assets around the world. In the last business expansion 
(2001–2007), this excess saving from large trade surplus countries 
like China was recycled to finance housing booms, fiscal deficits, 
and growing current-account deficits in countries such as the United 
States, the United Kingdom, Ireland, Spain, Greece, and some Eastern 
European countries. The global recovery taking shape since 2009 is 
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more balanced as the low savers are in the process of transitioning 
to higher saving rates and slower domestic demand growth. This is 
already evident in the collapse of the US trade deficit from almost 
7 percent to only about 2 percent of GDP by 2014 and the rise in 
the household saving rate from zero to 4 or 5 percent. The excesses 
that absorbed the global savings glut in the 2001–2007 cycle were still 
being corrected and remained a headwind for the global expansion 
five years after the Great Recession.

The offset to this additional demand deficiency will have to come 
from increased domestic demand and lower saving in the high-saving 
countries. The transition takes time, however, and is especially diffi-
cult in Europe and China. In the United States, fiscal stimulus helped 
sustain aggregate demand for a while as the economy reeled under the 
stress of the Great Recession and its aftermath. Without a global rebal-
ancing, however, a chronic savings glut implies an aggregate demand 
deficiency that would keep downward pressure on wages and prices. 
Successful reflation would stabilize the downward trend in US nom-
inal GDP and inflation. A global rebalancing of savings would help 
reduce the deflationary undertow in the global economy and lead to 
more balanced world growth, lower overall economic volatility, and 
better returns.

Implications of successful reflation and of a low  
nominal GDP growth, stable inflation environment  
for equity valuations

The “new normal” is the old normal

From a long-term perspective, the pre–World War II orthodoxy implied 
zero inflation over long periods. A dollar in the 1930s had the same 
purchasing power as a dollar in the 1830s. After World War II, the world 
began an experiment with fiat money and countercyclical fiscal policy 
that has been hugely successful when judged by the collapse of GDP vol-
atility shown in Exhibit 5.7. Nevertheless, it took time to learn how to 
manage this new fiat-based monetary policy and fiscal deficits. Inflation 
threatened to get out of control in the late 1970s and early 1980s. Since 
then, it has progressively gotten lower to the point where deflation has 
become the main threat. That is why extraordinary measures such as 
zero interest rates and quantitative easing were put in place.

In essence, the United States is attempting a transition to a low, 
trendless inflation environment. The “new normal” of low and stable 
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inflation is the “old normal” that prevailed before the mid-1960s. This 
outlook for low and stable, trendless inflation shapes the valuation 
parameters for the US equity market going forward.

A glance at Exhibit 5.8 shows two subperiods of relatively low, trend-
less inflation: the period before and just after World War II. Inflation 
was a bit higher in the latter period (1.8 percent versus 0.1 percent). 
The short-term risk-free real rate was about 1 percent in both cases. The 
real cost of long-term credit was much higher in the prewar period, 
making bonds relatively more attractive compared to the 1954–1964 
period, when equities show their greatest relative outperformance 
compared to long-term government bonds. Equity returns were about 
twice as high in the latter period (15.7 percent vs. 7.1 percent) because 
of the extreme initial undervaluation coming out of World War II 
(Exhibit 5.5). Also, despite comparable real growth in both periods, 
profits growth was almost twice as high in the latter period.

One of the insights from these low-inflation periods is the changing 
importance of dividends in the overall return. Because of poor stock-
price appreciation, dividends accounted for about three quarters of 
the return in the first period. Despite very strong price gains in the 
latter period, dividends still accounted for about a quarter of returns. 
Dividends also made up the bulk of the returns in the 1970s bear mar-
ket, although inflation was high enough to swamp total returns and 
leave real returns negative.

It is the 1982–2000 period that stands out as a protracted period 
with the lowest contribution from dividends to total returns, in 
large part as a reflection of the unusually strong effect of PE multiple 
expansion on total return. Since 2000, dividend yields have gener-
ally been rising from all-time lows, and dividends provided the only 
return to equities while prices declined between 2000 and 2009. A 
consequence of a low-inflation world is a bigger role for dividends 
in total returns compared to the unusual 1982–2000 world of rising 
PE multiples.

As Exhibit 5.8 shows, a long-term period of accelerating inflation, 
such as 1972–1981, is bad for both stocks and bonds. However, as 
noted above, because the interest and principal are fixed, unexpected 
inflation is worse for bonds. This is evident in Exhibit 5.8, which 
shows that long-term government bonds averaged just 2.8 percent in 
total return compared to 6.5 percent for equities during that time. 
Still, since inflation averaged 9 percent, both asset classes had nega-
tive real returns, with bonds just hit harder. Stocks have much better 
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hedging features against inflation, such as the rise in product prices 
that offsets to some extent inflation-driven cost increases. Companies 
with real assets and fixed financial obligations also benefit. On the 
other hand, taxes tend to undermine the inflation-hedging features of 
equities since capital gains are taxed without adjustment for the real 
losses caused by inflation.

The role of the monetary-macro environment and the valuation 
starting point provide two important reference points for strategic 
asset allocation. A reflationary environment is relatively more favor-
able for stocks than bonds. In contrast, unsuccessful reflation that 
turns into deflation, as almost happened in 2008–2009, favors govern-
ment bonds over stocks. As that deflationary scare dissipates, relative 
equity outperformance should continue given the relatively low level 
of interest rates.

Exhibit 5.9 US Companies Are Earning a Bigger Share of Profits Abroad
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The profits cycle and margins

Profits make the world go round

Over the very long run, profits have tended to grow roughly in line 
with nominal GDP. For example, as shown in Exhibit 5.8, between 
1926 and 2013, profits and nominal GDP averaged just over 6 percent 
annual growth rates. Clearly, there can be substantial periods when 
profits grow significantly faster (2001–2013) or slower (1972–1981) 
than nominal GDP. In particular, lower but positive inflation periods 
seem to be better for profits growth relative to GDP than high infla-
tion periods.

Since GDP growth measures domestically based production, it 
excludes the foreign-based production growth that creates an increas-
ing share of US companies’ profits (Exhibit 5.9). Assuming globaliza-
tion continues and US corporations maintain their strong position in 
global commerce, it seems reasonable to expect that corporate profits 
growth will exceed domestic output growth for the foreseeable future. 
Leading-edge technology and highly efficient corporate organization 
make many US companies among the most productive in the world. 
This gives them an edge in global competition, and is helping the 
majority of the world’s population move out of subsistence poverty at 
the fastest rate in human history.

To the extent that US nominal GDP growth is likely to run at just 
around 4 percent to 5 percent in coming years, based on slower growth 
demographics and low inflation, we would expect a rising share of 
foreign-sourced earnings to keep the underlying profits trend at least 
as strong as the historical average (growth of 6 percent to 7 percent per 
year). The United States has a large amount of capital invested around 
the world, which generally earns a much higher rate of return than 
the debt it owes to the rest of the world yields. Given the US experi-
ence since 2001—slower-than-historical-average nominal GDP growth 
and faster-than-historical-average profits growth—there is a good case 
for better-than-normal profits growth while the rest of the world keeps 
chasing US living standards.

Aside from this long-term trend, there is a significant cyclical com-
ponent to profits growth. In fact, there is much more cyclical variation 
in profits than there is in GDP. Profits rise much faster earlier in the 
recovery and during the expansion than GDP, and begin to slow down 
late in the business cycle before falling more than GDP during reces-
sions. The profits cycle is a key factor behind the cyclical performance 
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of equity prices and provides the basis for tactical asset allocation. In 
addition, within the equity market, different sectors perform better or 
worse relative to other sectors and the overall market according to the 
comparative advantages and disadvantages reflected in relative earn-
ings growth during the various phases of the business cycle.

Profits growth is the result of revenue growth and/or margin expan-
sion, where the margin is the share of revenues left over after a com-
pany covers its expenses. While corporate revenues tend to grow in 
line with GDP over the long term, they are very cyclical and particu-
larly sensitive to the cycles in big-ticket spending on consumer dura-
bles and business equipment. These items are more cyclical than GDP, 
and so are corporate revenues. Other cyclical areas such as housing 
and commercial construction also drive the revenue cycle.

The profit margin is cyclical as well, and depends on the cyclical 
variation in expenses relative to revenues. Labor costs are the biggest 

Exhibit 5.10 Labor Costs Share of Corporate Revenues Is Highly Cyclical. 
Demographics Have Likely Caused Structural Shift Down
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expense for corporations (Exhibit 5.10), typically accounting for 
60 percent to 66 percent of US corporate value added between 1950 
and 2004. Since then, however, the labor share of compensation has 
fallen to historical lows. As we shall discuss below, this drop appears to 
be structural, implying a structural rise in the average profit margin.

For now, note that the first half of an expansion tends to be charac-
terized by a falling labor-cost share, while the second half tends to be 
characterized by a rising labor share of costs. As a result, profit margins 
tend to rise toward a peak in the midcycle and then decline, generally 
bottoming in, or around, the recession, when the labor-cost share of 
revenues peaks.

Other nonlabor expenses are also somewhat cyclical, but generally 
less significant than labor costs given their smaller share of total costs. 
For example, interest expense rises with growing business investment 
in equipment and structures to meet rising demand as the expansion 
progresses, as well as with interest rates. This means that they are lower 
early in the cycle and higher later in the cycle. However, they are easier 
to hedge than labor costs. In fact, chief financial officers (CFOs) take 
advantage of the interest-rate cycle to lock in low interest rates and 
avoid the margin drag when rates rise. The long downtrend in interest 
rates since 1982 and the Fed’s zero-rate policy have allowed companies 
to lock in low long-term rates and minimize interest-rate expense rela-
tive to the 1970s and 1980s, when interest rates were extraordinarily 
high by historical standards. This is another factor behind the rising 
trend in margins of recent years.

Energy and materials costs also tend to heat up later in the cycle, 
adding to growing margin pressures from labor and interest costs. 
In addition, geopolitical shocks to oil prices can shift the balance of 
profits from oil users to oil producers, squeezing the margins of the 
former. What is more, when unemployment is near its cycle low and 
inflation starts heating up, the Fed starts addressing it with rate hikes. 
Its effort to slow down growth in order to limit inflation pressures 
puts additional downward pressure on margins by slowing revenue 
growth, causing businesses to start cutting back and reinforcing a loss 
of macroeconomic momentum that slows revenue growth further. The 
various feedback loops that drove expansion start going into reverse at 
that stage of the cycle, eventually causing a recession.

By affecting how fast or slow business hiring and capital investment 
occur, profit growth is a leading indicator of the economy, a charac-
teristic confirmed by its strong correlation with the Conference Board 
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Leading indicator of economic activity. In addition, as we saw in chap-
ter 4, profit margins are also key to the cycle in credit spreads because 
they are one of the best financial metrics indicating how much extra 
cash cushion corporations have to make good on debt payments. Low 
profit margins in recessions increase risks of default, and as a result 
are associated with bigger credit-risk premia on corporate bonds. 
Conversely, peak margins in the midcycle expansion reflect high con-
fidence in the financial health of corporations. This tends to create 
complacency about the ability of lower-grade credits to make good on 
debt repayments. Thus, in essence, the profits cycle drives the credit 
cycle.

For all these reasons, the profits cycle also drives the cyclical swings 
in equity prices. In a recession, the economy goes through a process 
that reflects businesses’ response to falling profits. With weak reve-
nues and a high labor share of costs, the squeeze is on profits. Survival 
depends on making tough choices, and these include layoffs when 
sales fall to levels that require less production. Still, while layoffs accel-
erate, there are risks to excessive cyclical layoffs because there are many 
frictions in the labor market that don’t exist for other inputs. The cost 
of finding and training workers for the next cycle creates an incentive 
to lay off prudently and hang on to good workers even as revenues 
dwindle. This, combined with the fact that changes in employment 
occur with a lag to changes in profits growth of about two quarters, 
helps explain why the wage share of revenues is cyclically highest in 
a recession.

Inventories are much easier to adjust than the number of employ-
ees. All across the economy, inventories are drawn down from the 
excessive levels that piled up at the end of the expansion. New orders 
decline, the backlog of unfilled orders shrinks, production growth 
slows, and goods from inventories meet demand that previously 
required new production. This adjustment process eventually reaches 
a point at which inventories are too low and the orders backlog starts 
to build up again. Partly, this happens because pessimism about sales 
starts to exceed reality. Partly, it happens because stimulative policies 
start to turn aggregate demand higher.

In a self-reinforcing downturn, revenues decline, credit defaults 
increase, and layoffs accelerate, reducing consumer demand and caus-
ing sales to decline further. The process repeats until something stops 
it. Self-reinforcing cutbacks in labor demand, inventories, orders, 
and production vary according to confidence. In a panic, there is no 
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downside limit to the cutbacks, absent some catalyst to stop the panic. 
If policymakers sit back and let it happen, the liquidation cycle can 
go far enough to ruin most businesses, cause mass unemployment 
and wipe out much wealth before running its course. The 2008–2009 
financial crisis raised the specter of such a ruinous liquidation cycle in 
the absence of unprecedented government intervention.

In any case, profits growth and profit margins shrink in a reces-
sion and cost-cutting is the natural response. Eventually, cost-cutting 
and revenue growth become sufficient to stabilize margins, and profit 
growth begins anew. The best time in the business cycle to buy stocks 
is late in a recession when the dynamics for recovery are falling into 
place. This catches the earliest stage of a profits recovery, when the 
acceleration in profits growth is generally the strongest. With equity 
prices most depressed during the recession relative to long-term earn-
ings growth potential and the strongest profits rebound of the cycle 
usually taking place when the recovery begins, the strongest cyclical 
gains in equities prices usually occur in the first year or two of recovery. 
The cyclical bottom in equity prices usually takes place a few months 
before the recession ends, as smart forward-looking buyers begin to 
anticipate the turn toward recovery.

One interesting exception to this cyclical pattern is the 2001 reces-
sion, which ended in November 2001, according to the National 
Bureau of Economic Research (NBER) cycle-dating committee, but was 
not preceded by a turn in equities. In fact, that cyclical bear market 
in equities did not end until about a year after the recession was over. 
The overvaluation of the market in 2000 reached a historical extreme 
by many measures, and the role of the equity market in fueling the 
prior expansion had been greater than normal. This meant there were 
more valuation excesses to correct than usual. In addition, fraud and 
extreme lapses in corporate governance in many massively overval-
ued companies, such as Enron and WorldCom, were only discovered 
after the recession ended, keeping investors nervous about equities 
as the recovery began. The special role of the stock market in the late 
1990s boom and excesses associated with it are another example of 
“what’s different” in particular cycles. Aside from this notable excep-
tion, equity prices have generally been a very reliable leading indica-
tor of recoveries.

As the economy approaches midcycle and margins peak, equities 
tend to exhibit more “normal” returns in line with GDP and earnings 
growth. The fastest earnings growth is typically the first year or two of 
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the recovery. Margins rise rapidly as operating leverage is greatest com-
ing off the bottom of a recession, when capacity utilization is lowest. As 
firms increase production and sales when a recovery gets underway, they 
are able to cover more of their fixed costs as employees and the capital 
stock become more fully utilized. Recall that the average length of the 
workweek is a leading indicator, as existing workers put in more hours 
before new workers are hired. Salaried workers are paid regardless of how 
fast output grows; therefore, as their output increases, so do margins.

As a result of this operational leverage, it is not unusual for corpor-
ate profits to grow many multiples of GDP growth in the early recov-
ery phase of the business cycle. Gains from 30 percent to 60 percent 
are not unusual in the first year of a profits recovery. That is why stock 
prices often see their biggest gains at that stage of the cycle as well. 
For example, peak year-over-year profits growth topped 55 percent in 
the fourth quarter of 2009, six months after the 2007–2009 recession 
ended. On a calendar-year basis, profits averaged over a 20-percent 
gain in 2010, the first full year after the recession. The S&P 500 index 
bottomed at 676 on March 9, 2009, about four months before the 

Exhibit 5.11 Tactical Strategies for Equity Investment during the Business Cycle
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recession ended. By the third quarter of 2010, it had risen to 1141, a 
gain of about 70 percent.

Earnings growth tends to moderate from that initial cyclical surge 
and so do stock prices. Exhibit 5.11 shows how earnings and stock 
prices tend to follow the business cycle. A cyclical bull market in stocks 
tends to continue until a recession threatens the growth of profits. 
As this point approaches, the market usually is losing momentum 
as strong hands are selling to weak hands, in a distributive process 
that indicates that the market is tired and topping. This is the optimal 
time to lighten up on equities, overweight high-quality credit such as 
Treasuries, and avoid weak credits like high-yield bonds.

Lower quality (i.e., higher leverage, lower credit rating, high-risk) 
company stocks tend to lead the market out of a recession. They get 
hit the hardest in a recession and reach valuation levels that put a 
lower probability on their survival. The same is true about low-quality 
bonds. A recovery gives junk bonds a new lease on life. Companies are 
able to roll them over for the next cycle. Stocks of highly cyclical (high 
beta) companies leveraged to the business cycle generally outperform 
when the recovery begins as well.

As the cycle progresses and the late-cycle expansion turns into reces-
sion, this dynamic transitions to the other extreme. Low-beta, defen-
sive stocks with less earnings vulnerability to the recession, such as 
utilities, health care, and telecom companies, are preferred in this 
environment, along with consumer staples stocks. People still need to 
eat and drink in a recession, but they don’t need to drive a new car. 
Instead, they get the old car fixed.

Generally, the profit cycle is not as smooth as Exhibit 5.11 suggests. 
Year-over-year profit growth hits occasional bumps in the road due 
to temporary disruptions to demand caused by weather or temporary 
shocks to confidence. In addition, the mini cycles within the business 
cycle can keep doubts about the sustainability of the profits expansion 
alive. A good example is the 1980s expansion. During the first five 
years of that new cyclical and secular bull market, stocks and profits 
did quite well. By 1987, however, the profit cycle had turned sharply 
negative, while equity prices kept rising by an additional 40 percent in 
just seven months. The stock market crash on October 19, 1987, saw 
the Dow Jones Average drop over 20 percent in one day, its biggest 
one-day decline ever. The crash was taken to be a leading indicator 
that a recession was imminent. Instead, lacking a fundamental basis 
for recession, the economy recovered, including a new profit up-cycle 
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after what turned out to be a midcycle pause in the expansion and a 
valuation correction for equities.

A more modest interruption of the US profits cycle occurred after two 
years of recovery from the 2007–2009 recession. The global slowdown in 
2011–2012 precipitated by tight monetary and fiscal policies in Europe 
adversely affected US earnings abroad. Europe is the biggest source of 
external earnings for US companies, and it went back into recession 
after its policies were tightened prematurely. This hurt emerging mar-
kets and confidence in the global growth outlook as well. As a result, US 
corporate earnings growth, especially foreign-sourced earnings, slowed 
to a standstill by late 2012 before reaccelerating with global growth as 
Europe crawled out of its double-dip recession.

In sum, hiccups in earnings inevitably occur over a business cycle. 
Generally, however, the main pattern is a surge in profits growth in 
the first year or two after a recession, followed by a moderation that 
eventually turns negative by the end of the cycle. Strong economic 
growth at high capacity utilization and low unemployment rates are 
the death knell for profit margins. Declining profit margins after the 
midcycle eventually drive a deteriorating credit situation in an econ-
omy that is also typically more highly leveraged after several years of 
expansion and rising confidence.

The case for higher margins

As we saw in Exhibit 5.10, the labor share of income generated by 
corporations has plunged below the 60-percent to 66-percent range 
that had prevailed since World War II. There are at least two obvious 
reasons for the reduced role of labor in economic output.

First, technological change is proceeding at an accelerating pace 
as information processing capacities and speeds surge. A cell phone 
today has much more processing power than the room-sized comput-
ers that helped send the first man to the moon. Initially, technology 
replaced millions of people in clerk-like jobs at large institutions, such 
as insurance companies. As artificial intelligence approaches and sur-
passes the natural intelligence of people, machines are increasingly 
doing jobs that people used to do. This has significant implications 
for the labor share of income in the economy. Generally speaking, it 
means higher profit margins and a lower labor share of income.

Second, throughout the developed world, including the United 
States, the population is aging. There is an unprecedented share of 
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the population living past 65 years of age, when people tend to leave 
the workforce. When the US social security system was created in the 
1930s, most people barely made it to retirement age. The duration of 
retirement was just a few years on average. Today, it’s not unusual for 
people to spend 20 years or more in retirement.

This means that a growing fraction of the population will spend a 
lot more time outside the labor force than before. The collapse in the 
share of labor compensation into a new lower range since about 2001 
when the first US baby boomers turned 55, coincide with the new 
downtrend in the labor force participation rate as these baby boomers 
retire. With lower labor force participation and advancing technol-
ogy, profits growth has outstripped GDP growth by a wide margin 
and more than can be accounted for by the typical cyclical pattern. 
Not coincidentally, up until 2001, the older population’s share of the 
total population was fairly steady at about 28 percent. By 2014, it had 
jumped by about 6 percentage points to 34 percent, about the same as 
the fall in the labor share of income (Exhibit 5.12). Labor force partici-
pation drops sharply after age 55 to about half the participation rate 

Exhibit 5.12 Higher Profit Margins Pay for the Retirement of an Aging Population
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of the prime-age working force (25–54 years old), from about 80 per-
cent to 40 percent, so the rising share of the 55+ cohort is significantly 
depressing the overall labor force participation rate.

These two forces for a lower labor force share of income raise a 
host of questions that are better addressed in chapter 7, in which we 
talk about globalization and technological change, as well as demo-
graphic factors as forces driving long-term investment themes. Here, 
suffice it to say that the capital share of income is naturally ris-
ing as the labor share declines. This rising capital share is necessary 
because as more people live in retirement, it is the capital income 
from their savings and investments that pays for their retirement. 
Automation makes possible replacing people with more capital. As 
a result, the compensation from this production shifts from workers 
to capital owners, that is, the bondholders and shareholders in the 
company.

Disproportionately, older people with a lifetime of savings are the 
shareholder and bondholder beneficiaries of this trend. In fact, this 
aging of the population is also one of the main factors behind the rising 
inequality in the distribution of wealth and income. In an advanced 
economy, older people are wealthier than younger ones who are just 
starting careers, businesses, and are saving for old age. Thanks to the 
marvels of technology, the economy is transitioning to return more of 
the income it generates to fund the incomes of the growing share of 
the population that is out of the workforce. These very strong forces 
for a reduced share of labor income create the rising profit margins 
seen in recent years. This is a structural shift.

The huge concentration of global wealth in the hands of retirees 
in the developed economies represents the capital that will help the 
younger developing world population raise its productivity and stand-
ards of living. Millionaires represent less than 1 percent of the world’s 
population. In 2013, 80 percent of them lived in the United States and 
Europe. While less than 20 percent of the world’s people live in the 
wealthy developed economies, they own the majority of the world’s 
capital. Aging populations in these regions will increasingly depend 
on returns to this wealth for their retirement income. Younger popu-
lations in the developing world, where the other 80 percent of the 
world’s people live, can raise their living standards more rapidly by 
working with the capital provided by the rich world. This capital is 
the basis for more rapid increases in their labor productivity, which 
is the key to rising living standards. The trend of US corporate profits 
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increasingly coming from abroad (Exhibit 5.9) is likely to continue 
given the high concentration of global wealth held by US companies, 
their high productivity, and cutting-edge technologies. In addition, a 
disproportionately high share of the top global brands is concentrated 
in US multinational companies.

Sectors and cycles

Macroeconomic trends and cycles influence not only the relative per-
formance of asset classes but also the relative performance of sectors 
within the stock market. Before discussing the usual pattern of rela-
tive performance over the typical business cycle, it’s useful to illus-
trate some of the longer-term, macroeconomic influences that have 
driven relative sector returns over the past half century. This is import-
ant because deviations from the usual cyclical pattern can be over-
whelmed, or considerably diminished, by these longer-term trends.

Exhibit 5.13 Monetary Policy and the Dollar Affect Oil Price Trends
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Long-term trends

A good starting point is the energy sector, which was relatively sta-
ble until the early 1970s, when the dollar became a fiat currency for 
international transactions after the Bretton Woods system broke down 
in August 1971, when President Richard Nixon suspended the green-
back’s convertibility to gold. Organization of Petroleum Exporting 
Countries (OPEC), which got paid for oil in dollars, quadrupled the 
price of a barrel shortly thereafter from $3 to $12. As illustrated in 
Exhibit 5.13, the inflation-adjusted price of oil rose sharply through 
the 1970s, peaking shortly after the Iranian Revolution in 1979. Not 
coincidentally, this was a period that culminated in high inflation and 
a weak dollar, trends that sharply reversed once Volcker’s anti-inflation 
policies began to work in the early 1980s. From 1980 to about 2000, 
real oil prices declined, reaching an inflation-adjusted value last seen 
before the first oil price shock in 1973. Since the turn of the century, 
oil prices have quadrupled in real terms, trading near their 1980 peak 
since 2008 except for a brief period during the recession and early-
recovery period and again after the summer of 2014.

The observed trends in oil prices are also associated with trends in 
commodity prices more generally, which we’ll address in more detail 
in the next chapter on tangible assets and commodity investing. The 
performance of the energy and materials sectors of the equity market 
is highly correlated with the prices of their underlying commodity 
outputs relative to production costs. As a result, the relative perform-
ance of the energy and materials sectors over the past 50 years has 
been heavily influenced by the macroeconomic trends driving the real 
values of their underlying commodity output.

This can be seen in Exhibit 5.14, which illustrates the relative 
underperformance of the energy sector during the declining oil price 
period until the real oil price bottom in 1999 and the subsequent 
relative outperformance during the 2001–2008 quadrupling of real 
oil prices. As global rebalancing ensued after the financial crisis and 
China downshifted to slower growth, questions arose about the stay-
ing power of the global commodity super cycle that dominated the 
2002–2008 world expansion and investment landscape. On balance, 
the real price of oil was relatively weaker after 2010 and energy stocks 
underperformed.

The trends in energy and commodity prices over the past 50 years 
reflect an assortment of longer-term macroeconomic influences. Trends 
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in the dollar’s foreign exchange value have been associated with rela-
tive commodity price changes. For example, a weak dollar was associ-
ated with the strong energy and commodity price trend of the 1970s, 
while a strong dollar was associated with the reversal of this trend dur-
ing the first Reagan administration. An exception, or counterexample, 
is the 1985–1995 period, when the dollar was generally weak against 
the other major currencies, yet commodities, including energy prices, 
were also weak. The explanation for that apparent anomaly seems to 
lie in falling inflation expectations and the relatively high real inter-
est rates that characterized US policies until about 2000, when refla-
tion became necessary to stave off cumulating deflation forces, and 
policy shifted from the high real rates that drove disinflation to lower 
real rates. As discussed in the next chapter, low real interest rates are 
favorable for stronger tangible asset prices, while high real rates create 
headwinds associated with commodity bear markets, such as the secu-
lar bear from 1980 to 2000, when oil and gold prices fell by 80 percent 

Exhibit 5.14 Energy-Sector Relative Performance Follows Oil Price Trend
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in real terms through two of the longest business expansions in US 
history.

The flip side of these trends in commodity prices is the relative per-
formance of the net users of energy and materials as inputs as opposed 
to the producers, who benefit from higher prices. For example, low 
energy prices are positive for the profits of transportation compa-
nies, which did relatively well during the 2010–2014 period of stable 
and falling energy prices. Consumer spending also suffers or benefits 
according to the vicissitudes of energy markets. These simple exam-
ples illustrate the constant relative value churning that takes place 
within the various sectors of the equity market in response to both 
long- and short-term forces, many of which arise from the underlying 
macroeconomic trends affecting the global economy.

Anatomy of a secular bear market

Often, the response to macroeconomic trends will cause overshoots that 
leave the sectors benefiting from a soon-to-end trend extremely over-
valued relative to its neglected, disfavored brethren. For example, in the 
early 1980s, energy, gold, and bonds were priced as if the 1970s inflation 
trend and double-digit interest rates would last indefinitely. Instead, the 
next two decades of disinflation reversed the trends in all three asset 
class values, making energy and gold underperform, while bonds and 
other beneficiaries of nominal interest-rate declines outperformed.

In fact, the steady decline in nominal interest rates from 1981 helped 
drive the most powerful secular bull market in equities in US history, 
with P/E multiples expanding from around 10 to over 30 by the time 
the bubble eventually popped in 2000 after the Y2K tech frenzy. During 
that bull market, technology, media, and telecom (TMT) companies 
were all the rage as the first round of internet buildout created a multi-
tude of new companies with plans to monetize the information high-
way. Inflows by retail investors to equity funds consistently exceeded 
flows into bond funds, growing to more than $500 billion at the peak 
in 2000. This exuberance for equities grew more pronounced through-
out the 1990s, and was most extreme at the top. By 2000, many tech 
companies were absurdly overvalued when the bubble burst. On the 
other hand, energy, materials, and “old industrial” companies were 
priced as “has-beens” without a future. This set the stage for the rela-
tive performance shift that began with the new cyclical bull market in 
2002 (a cyclical bull market in a secular bear market that saw the S&P 
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500 index first top 1500 in 1999 and then languish below that level 
for most of the next decade).

When the market crashed in 2001, investment preferences began 
a structural shift, as pessimism about stocks became more and more 
entrenched. Indeed, the bias toward bonds grew and persisted even as 
a strong new equity bull market began in 2009, with flows into fixed-
income funds surging to $600 billion by 2011 and equity outflows 
remaining the order of the day.

Pessimism about equity investing tends to be greatest just when 
optimism is most rewarding, however. For example, a Conference 
Board survey of households conducted monthly since 1988 illustrates 
the contrarian value of excessive optimism and pessimism about 
equities at turning points. The survey asks respondents whether they 
expect stock prices to be higher or lower over the next 12 months. 
Interestingly, optimists generally prevail by the widest margin late 
in the cycle going into recessions when bear markets begin, while 
negativity is most pronounced at the end of recessions and early in 
the recovery, when stocks are about to see their best gains. The gap 
between optimists (higher prices expected over the next year) and pes-
simists (lower prices expected over the next year) has proven to be a 
good contrarian indicator. For example, at the end of the first quarter 
of 2009, when the stock market bottomed, the average gap between 
optimists and pessimists registered its lowest reading in the history of 
the series, with pessimists far outnumbering optimists. A year later, the 
S&P 500 index was up by more than 50 percent, the biggest 12-month 
gain during the entire history of that particular sentiment measure. 
This entrenched pessimism about equities lingered until 2014, and 
retail money flows continued to favor bonds over equities as a result.

During this decade of persistent pessimism about equity investing, 
the cyclical bull market of 2002–2007 included an important rotation 
away from the overvalued TMT stocks of the 1990s “irrational exuber-
ance” period into the laggard sectors like energy, materials, and indus-
trial stocks that were neglected during the internet bubble period. As 
a result, while the S&P 500 index worked its way back to the nominal 
peak levels of 1999 by 2007, the sector mix of market value had shifted 
dramatically. Many “new economy” large-cap technology stocks that 
had soared in the late 1990s were still at a fraction of their peak 2000 
valuations. In fact, when the S&P 500 index briefly topped 1500 again 
in 2007, the technology-stock-laden NASDAQ composite was still 
only about half of the peak price it had reached in March 2000. On 
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the other hand, “old economy” companies such as banks, coal, steel, 
and energy producers led the bull market and gained a larger share 
of equity market capitalization. Energy and materials companies par-
ticularly benefitted from the boom in China, where three decades of 
double-digit growth had created an economic critical mass that was 
increasingly important for the world’s expansion. Its rapid industrial 
development essentially created a replay of the 1950s-type winners 
during the post–World War II rebuilding and industrialization of the 
developed and successfully developing economies of that time.

Nevertheless, while these “old economy” companies outperformed 
during the 2002–2007 cyclical bull market, the “new economy” com-
panies that shined in the previous bull market in the 1990s slowly but 
surely increased their earnings even as their stock prices languished. 
As a result, by the time a new secular bull market began after the finan-
cial crisis, these stocks had gone from extremely overvalued in 2000 to 
extremely undervalued in 2009, which positioned them well to lead a 
new bull market based on their strong earnings power and relatively 
attractive valuations. Furthermore, the fact that they increasingly 
provided the dividend growth in a market that once again respected 
the major role of dividends in total long-term returns enhanced their 
investment appeal.

During the general remixing of performance between 2000 and 
2007, with overvalued TMT stocks lagging and undervalued old econ-
omy (energy, materials, and industrials) outperforming, the finan-
cial sector marched to its own drum. As we have discussed in other 
places, the 1990s expansion was driven more by equity market valu-
ation excesses and less by credit-fueled excesses. As a result, consumers 
barely flinched in the 2001 recession. Also, while housing stalled a 
bit, it was a very mild interruption in what turned out to be a strong 
15-year rise in building activity that culminated in the credit and 
housing bubbles of 2004–2006.

The valuation of the financial sector grew with the mortgage lending 
it provided based on rising home prices. Thus, financial sector stocks 
participated in both the 1990s and early 2000s cyclical bull markets, 
showing relative outperformance through both expansions as well as 
the 2001 recession. From about 8 percent of the total S&P 500 market 
capitalization in 1991, the market capitalization of the financial sec-
tor grew to about 22 percent of the total market value by the time the 
housing market began to roll over in 2006. The 2007–2009 financial 
crisis corrected a very long run of financial sector outperformance that 
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was strongly associated with its financing of an unusually long hous-
ing boom that stretched over two business cycles. From its peak of 
22 percent of the overall market capitalization in 2006, the financial 
sector fell by half to just under 11 percent in the first half of 2009.

The relative performance of financial sector stocks in the 2001 and 
2007–2009 recessions is a consequence of the fundamentally different 
business cycles that led up to those recessions. Generally speaking, finan-
cial stocks should underperform in a recession. However, they did not 
underperform in 2001. In turn, they underperformed with a vengeance 
in 2007–2009 because of the largely debt-based nature of the excesses in 
the 2002–2007 expansion and the massive accumulation of imbalances 
in the economic and financial system that needed to be corrected.

These examples show how the differences in relative sector perform-
ance over a business cycle cannot be judged purely in the context 
of business-cycle patterns. Energy and commodity price cycles can 
stretch over multiple cycles, helping or hurting the affected sectors. 
Also, excesses can accumulate in various sectors during more than 
one cycle, as seen in the housing and financial sector valuation cycles 
that went on for about 15 years without the benefit of a significant 
adjustment in the intervening recession. With falling interest rates, 
the long disinflation cycle from the early 1980s played a prominent 
role in many of the trends and cycles in asset values. The “new nor-
mal” world of lower inflation and interest rates is different, and many 
of the pre-1965 relationships that were disrupted after inflation took 
off are being restored as a result. This new source of relative stability 
should make tactical asset allocation based on business-cycle patterns 
relatively more important as a source of excess return going forward.

Summary of tactical asset allocation by sector

The differences in sector performance over the business cycle are 
largely the result of the strength and timing of the various subcycles 
that make up the overall business cycle. For example, although this 
was not the case after the 2008–2009 financial crisis, the housing 
cycle usually leads recoveries. Companies with businesses related to 
homebuilding, housing finance, and housing-related spending tend 
to perform with the housing cycle. Investment in business equip-
ment follows a cycle that is key for producers of equipment, like some 
industrial and technology companies. Also, the interest-rate cycle is a 
more powerful influence for some companies (Utilities) than others 
(Energy). Consumer durables spending, like business equipment 
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spending, has a disproportionate impact on some companies (Autos) 
compared to other companies that also rely on consumer spending 
(Staples and Health Care). The cycle in credit and credit spreads influ-
ences the performance of companies dependent on borrowing, like 
real estate investment trusts (REITS), housing, and autos. The profits 
cycle influences real investment and financial activities. Tactical sec-
tor strategies take account of these considerations.

Given the crosscurrents that influence relative sector performance, it 
can be difficult to isolate pure business cycle effects from other funda-
mental factors influencing returns. As a result, sector allocation needs 
to incorporate more than just business-cycle considerations. That said, 
there are some relationships that have proven reliable over the years.

Defensive sectors

Health care, consumer staples, and utility companies tend to be less 
cyclical than other sectors that depend more on discretionary spending. 
Defensive company revenues tend to hold up relatively better in reces-
sions, and as a result they outperform in weak economic environments. 
All three sectors’ prices performed better in the recessions of 1991, 2001, 
and 2007–2009 than the overall S&P 500 composite index.

Prices of utility companies are also more sensitive to interest-rate 
fluctuations. They are often considered bond proxies as they tend to 
deliver more of their returns in the form of dividends rather than price 
appreciation. The return of inflation and interest rates to a lower “new 
normal” range has caused valuations of utility companies to shift back 
to the higher PE multiples that prevailed in the 1950s and early 1960s. 
This one-off structural shift caused a temporary bout of relative out 
performance as they revalued. From a cyclical standpoint, their relative 
performance follows the interest-rate cycle discussed in chapter 4.

Cyclical sectors

Consumer discretionary, financials, materials, energy, and indus-
trial companies (MEI) tend to have more volatile revenues than the 
defensive sectors, causing their stock prices to fluctuate more than 
the overall market average (i.e., they have higher-than-average beta). 
The consumer discretionary and financial sectors tend to be early-cycle 
equity market leaders compared to the MEI sectors, which are late-
cycle leaders. Partly, this reflects the higher proportion of international 
revenues in the late-cycle sectors and the fact that the United States 
tends to lead the global business cycle in and out of recessions. For 
example, the financial and consumer-discretionary sectors peaked in 
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the first half of 2007, well before the recession started in December 
of that year. Industrial sector prices peaked at about the same time as 
the overall S&P 500 index in the fall of 2007. While the United States 
was well into recession in the first half of 2008, the rest of the world 
was still growing, and upward pressure on energy and materials prices 
grew through the early summer of that year, when they eventually 
peaked. The rest of the world went into recession shortly thereafter.

Telecom and information technology

The telecom services sector has consolidated and become a very small 
part of the overall market, shrinking from about 10 percent of total mar-
ket capitalization in the early 1990s to only about 2 percent in 2014. 
While margins in most sectors have been trending higher in recent 
years for reasons discussed earlier, the telecom sector is an exception. 
Compared to their historical average, its margins dropped more than 
50 percent and are now the lowest on average of any other sector.

On the other hand, the information technology sector soared from 
about 5 percent of stock market capitalization in the early 1990s to over 
30 percent at the peak of the Y2K bubble. After the bubble popped, it 
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settled into a 15 percent to 20 percent range. Information technol-
ogy is transforming the world (telecom services are the backbone of 
this transformation). This is a long-term growth story with less of an 
apparent cyclical component. Since the late-1990s bubble, the infor-
mation technology sector has mainly been in a long-term correction 
and consolidation phase from which it is finally breaking out to the 
upside. Perhaps more cyclical behavior will eventually emerge. For 
now, this younger part of the economy is dominated by rapid growth 
and development. Exhibit 5.15 summarizes the typical relative per-
formance pattern of the sectors over the business cycle.

Domestic versus foreign-sourced sector earnings

As noted earlier, one reason the value of the US equity market has grown 
larger relative to GDP is the increasing share of profits that companies 
are earning abroad (i.e., from economic activity not included in US 
GDP, Exhibit 5.9). The share of earnings coming from overseas opera-
tions varies dramatically across sectors. For example, heavily regulated 
and domestic service-oriented sectors tend to have much lower than 
average foreign-sourced revenues and profits. These include the tele-
com, utility, and financial sectors. The first two get minimal revenues 
from abroad, while the financial sector receives less than 20  percent of 
its revenues from abroad compared to roughly a third for the S&P 500 
aggregate (Exhibit 5.16).

Exhibit 5.16 Average Foreign Sales as % of Total Sales

2009 2010 2011 2012 2013

Energy 31% 30% 31% 33% 35%

Information Technology 58% 58% 58% 58% 56%

Materials 43% 45% 47% 48% 47%

Industrials 35% 36% 38% 37% 37%

Consumer Staples 32% 35% 36% 36% 36%

Health Care 33% 33% 33% 34% 35%

S&P 500 32% 32% 33% 33% 33%

Consumer Discretionary 26% 25% 28% 28% 30%

Financials 17% 17% 18% 18% 18%

Utilities 4% 4% 5% 5% 4%

Telecommunication Services 2% 3% 5% 1% 1%

Source: Standard & Poor’s.
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At the other extreme are the information technology and materials 
sectors, in which close to half or more of revenues come from outside 
the United States. The United States’ comparative advantage in sci-
ence and technology makes it a global leader in technological innov-
ation and the application of new technology to economic activity. In 
addition, vast US natural resource endowments and state-of-the-art 
technology allow it also to sell large volumes of materials to the rest 
of the world. For example, the United States has long been the largest 
exporter of agricultural products in the world. In addition, this com-
bination has recently also turned it into the largest exporter of refined 
oil products.

As a result of this widespread variation in sensitivity to external eco-
nomic growth, relative sector performance depends not just on the 
US business cycle but also on the business cycles in other regions of 
the world. When global growth is highly synchronized, this regional 
dispersion in revenue sources is less significant. However, it can make 
a big difference when the United States is out of sync with the rest of 
the global economy, as happened in 2011 and 2012. The United States 
continued to recover during those years, while Europe went back into 
recession. In addition, China and the emerging world slowed down 
dramatically. During that period, companies that relied primarily on 
US domestic demand did relatively better than those more dependent 
on sales in Europe and emerging markets. This turned out to be a sig-
nificant factor for relative sector performance.

Changes in the foreign exchange value of the dollar can also cause 
disproportionate effects on the revenues of companies that sell a lot 
outside the United States. Because of the impact of the dollar on com-
modity prices, the relative performance of the energy and materials 
sectors is particularly sensitive to the value of the dollar.

It should also be pointed out that within sectors there are compa-
nies and industries that depend to differing degrees on foreign versus 
domestic demand. For example, within the health-care sector, hos-
pitals are more reliant on domestic conditions, while medical device 
and pharmaceutical companies are global players.

The asynchronous global growth pattern also worked to differenti-
ate the US equity market from those of other countries in the first 
five years of the recovery that began in 2009. US stocks outperformed 
the general global average partly because of better policy support for 
the recovery compared to other countries and partly because of the 
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changed nature of the new growth cycle, which required a rebalanc-
ing of global trade flows. For example, China shrank its trade surplus 
from 10 percent of GDP to a third of that level between 2008 and 
2013. This was a substantial drag on its overall growth rate, which 
fell from over 10 percent to around 7.5 percent as a result. In the 
United States, in contrast, the complementary adjustment required 
shrinking the trade deficit from 6 percent of GDP to about 3 percent 
by 2013. Fortunately, this adjustment was facilitated by a dramatic 
increase in US domestic energy production. The boom in US energy 
output simultaneously added to GDP growth and reduced the biggest 
single category of imports. The United States went from the world’s 
biggest energy importer to the world’s biggest energy producer and biggest 
refined oil products exporter in less than a decade. The benefit of much 
lower energy prices than in the rest of the world as a result of the 
energy boom offered the United States an additional relative stimulus 
to growth.
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6
Commodities and Tangible Assets

Unlike bonds with fixed coupons, tangible assets generally offer much 
more protection against unexpected inflation. On the other hand, 
high-quality noncallable bonds, such as Treasury coupon securities, 
offer much better protection against unanticipated deflation, which 
enhances their real returns. Since deflation has been rare and inflation 
prevalent in the new world of fiat money since World War II, com-
modities and other tangible assets, like real estate and collectibles, have 
become important asset classes for a broadly diversified portfolio.

While most tangible assets are usually held for periods longer than a 
business cycle and depend on more idiosyncratic influences—such as 
“location, location, location” in the case of real estate—commodities 
have proven to be a useful asset class for tactical allocations over the 
business cycle. More specifically, a portfolio that invests in a broad 
index of commodity futures that is rolled over in successive periods 
when the futures contracts expire has proven to be an excellent diver-
sifier in a broader portfolio.

Empirical research finds that a long commodities futures portfolio 
at least matches equity returns over long periods of time with superior 
skewness properties and no extra risk. In addition, its return correlates 
negatively with both stock and bond returns. When using Treasury 
bills as the margin collateral for the futures position without lever-
age, fully collateralized commodity futures have essentially the same 
returns and Sharpe ratio as equities.1

Direct investment in commodities is less effective for diversifica-
tion than the futures-based approach. Commodity prices have gone 

1 See, for example, Gary B. Gorton and K. Geert Rouwenhorst, Facts and Fantasies about 
Commodity Futures, Yale I.C.F. Working Paper No. 04–20, February 28, 2005.

  

 

 



176 Applied Financial Macroeconomics and Investment Strategy

through long secular bull and bear markets based on various trends 
in macroeconomic variables like inflation and the strength and mix 
of global growth relative to long-term commodity supply condi-
tions. Over the very long run, periods of strong commodity prices 
have increased the incentive to search for cheaper alternatives and to 
develop new technologies that reduce production costs.

The energy price surge over the 2002–2008 period is a good example. 
It sparked the development of, and made practical, a host of new prod-
ucts like electric cars and solar power to reduce energy use. In fact, the 
energy content of developed economies’ GDP began to fall in the early 
1980s in response to the energy price surge of the 1970s. This trend 
got extra impetus when oil prices quadrupled during the 2000–2008 
period. In addition, high prices stimulated investment in new sup-
ply. Fracking technology made natural gas relatively abundant in the 
United States, causing its price to collapse following alarmingly high 
levels in the decade prior to the Great Recession. It also contributed 
to an unexpected oil boom in the United States that saved the world 
from a crude-oil supply crunch given worsening production condi-
tions in Organization of Petroleum Exporting Countries (OPEC) and 
many other oil-producing countries, and turned the country into the 
world’s largest energy producer. All of these considerations mean that 
commodity investing, particularly direct investment in commodities, 
is fraught with risk, just like equities.

On the other hand, direct commodity investment has proven to 
be a good hedge against inflation, as have most other tangible assets. 
Equities are more of a mixed bag in this regard because company assets 
can be a blend of good or bad inflation hedges, depending on the busi-
ness. As we discussed in the previous chapter, stocks of commodity 
producers, like energy and materials companies, have proven to be bet-
ter inflation hedges than those of companies with inflation-sensitive 
input costs and an inability to pass on the rising costs. For example, a 
mortgage REIT that holds a portfolio of fixed-rate loans that is financed 
with short-term funds would be an extreme example of a company 
that would be hurt by rising inflation and its impact on interest rates.

Research also shows that the business cycle is the key driver of total 
returns to a commodity futures portfolio regardless of the supply back-
drop. The supply cycle changes the mix of total return, with more return 
from spot-price gains and less roll return in a tight long-term supply 
environment, and less spot-price return and more roll return in a situ-
ation of ample long-term supply. Overall, however, as global growth 
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strengthens over the business cycle, returns to commodity futures 
portfolios increase.

Lower real interest rates are supportive for commodity prices. High 
real yields, like those that prevailed in the United States from 1982 until 
about 2000, favor financial assets over nonyielding commodities, such 
as gold, which was in a secular bear market during that period. Since 
2000, real yields have been lower than normal, and commodities have 
done well, enjoying their strongest bull market since the 1970s, another 
decade in which real yields were quite low, even negative, much of the 
time as inflation outpaced ever-rising nominal interest rates.

Of course, other factors influence commodity prices as well. The rapid 
growth of emerging markets, especially China, had a major impact on 
commodity prices in the 2001–2008 expansion. Intensive industrial 
development more than tripled China’s gross domestic product (GDP) 
between 2000 and 2013, when it averaged over 10 percent real growth 
per year, turning it into the largest consumer of numerous raw materi-
als, including copper and gold.

As China settled into a much slower growth mode, concerns that glo-
bal commodity demand won’t be sufficient to absorb the massive sup-
ply increases from a decade of rapid investment increased. Nevertheless, 
China will likely remain the biggest consumer of many commodities 
and an important source of commodity demand growth even as its eco-
nomic growth slows to about half the rate of the 2000–2010 period and 
its mix of commodity demand adjusts to the new pattern of its more 
domestic-demand-led growth. A 5 percent annual real GDP growth 
rate from its current size is roughly equivalent to its output gains when 
it was growing over 10 percent at the peak of the commodity super 
cycle. What’s more, countries like India have a lot of catching up to do 
to reach even China’s current living standards. Strains on global com-
modity supplies are bound to occur when they do.

More generally, pressures on commodity prices tend to build when 
global growth is in the later stages of the business cycle before a reces-
sion. Commodity bears counter that whatever demand increase results 
from rising global growth, it’s likely to be swamped by massive overca-
pacity in many commodity markets because of the investment boom 
that naturally followed higher prices and tightening supplies during 
the last decade. In this view, commodity prices are in a new secular 
bear market because of oversupply.

Still, as shown in Exhibit 6.1, throughout the 1980–2000 secular 
bear market in commodities there were cyclical price patterns, when 
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prices generally fell during recessions and the early recovery stages, 
and then strengthened as expansions matured. This cyclical pattern is 
at the heart of the diversification benefits that commodities add to a 
portfolio of stocks and bonds. In fact, it’s the difference in the cyclical 
patterns across the three broad asset classes that creates the diversifi-
cation benefits that commodities add to a portfolio over the business 
cycle.

The cyclical pattern of commodity prices

One of the reasons research shows that an allocation to commodity 
futures correlates negatively with stock and bond returns is the dif-
ference between the performance of commodities in different phases 
of the business cycle compared to stocks and bonds. Stocks usually 
have their best returns of the cycle starting late in a recession, when 
expectations for an imminent recovery are coalescing. These high 

Exhibit 6.1 Commodities Consolidating in a New Higher Range Following 2001–
2010 Super Cycle
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returns usually continue during the early stage of the recovery, when 
operating leverage generates the fastest cyclical growth in profits. For 
example, the first 12 months of the cyclical bull market that started in 
March 2009 show the Standard & Poor’s (S&P) 500 price index jumped 
over 50 percent, its biggest 12-month gain since the start of the prior 
secular bull market in 1982.

Conversely, stocks anticipate recessions just as they foresee recover-
ies. That’s why stock prices are a component of the index of leading 
indicators. For example, the broad stock indices peaked months before 
the recession began in late-2007. Bonds are also highly anticipatory. 
High-quality bonds like Treasuries tend to have their best returns going 
into recessions until the baton is passed to equities late in the reces-
sion. On the other hand, bonds usually have a tougher time when 
monetary policy shifts from accommodative to restrictive later in the 
cycle, when inflation becomes more of a concern.

It’s at that point when inflation becomes a concern that commodi-
ties tend to receive the relative performance baton. This is also evi-
dent in the commodity sectors of the equity market dominated by 
energy and materials stocks, which tend to be relative outperform-
ers late in the business cycle. For example, while the overall market 
peaked shortly before the US recession began in December 2007, the 
energy and materials sectors continued to move higher with com-
modity prices until the summer of 2008. This is evident in Exhibit 
6.1, in which the breakout to a new higher secular commodity price 
range occurs around 2005 and continues well into the recession. 
More generally, inflation tends to lag behind growth, so that during 
the slowing phase into a recession, commodity prices are still firm 
because capacity utilization and demand are still near peak levels. 
This is the phase when equities are usually underperforming heading 
into their cyclical bear stage, while commodity prices are cyclically 
strongest.

As shown in Exhibit 6.1, commodity prices eventually fell by the 
middle of the 2007–2009 recession when the global economy followed 
the United States into the slump, and the financial crisis caused the 
biggest collapse in commodity prices since the 1930s. Notice that the 
collapse in the CRB index bottomed at the top of the old secular range 
that had prevailed from the late 1970s until about 2005. Oil and cop-
per prices also retested the top of their old ranges and bounced higher, 
supporting the view that commodities had moved into a new, higher, 
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secular range. Helping to support prices, the Chinese government has 
shown a willingness to add to its strategic commodity stockpiles when 
prices are low.

In any event, as a new business cycle unfolds, the economy eventu-
ally moves into the expansion phase when higher capacity utilization, 
lower unemployment and rising inflation pressures tend to eventually 
favor commodities relative to stocks and bonds.

The supply cycle

The relative cyclical performance of stocks, bonds, and commodities 
tends to be a demand-driven phenomenon reflecting the impact of 
strengthening demand running up against supply constraints. The 
degree of commodity price response to this obviously depends on the 
availability of commodity supply capacity to meet rising demand. For 
example, for agricultural commodities, supply issues often boil down 
to weather patterns that are erratic and therefore less systematic. For 
energy and mining commodities, in contrast, there was a highly cor-
related investment boom over the 2000–2010 decade in response to 
high and rising prices that often reflected rising marginal costs of pro-
duction. Energy costs are roughly a third of production costs for other 
commodities, so rising energy prices are a force for rising prices else-
where, other things equal.

The supply cycle for commodities is generally much longer than 
a business cycle because it takes a long time to respond to commod-
ity price signals and to find and develop new sources of supply. For 
example, the supply response to the commodity price boom of the 
1970s eventually created a situation of ample supply starting in the 
early 1980s, when a secular bear market in commodities began as a 
result. Despite fluctuations in demand over business cycles, supply 
was generally adequate to prevent unusually strong price pressures. As 
can be seen in Exhibit 6.1, prices were confined to a nominal range, 
and by 2000 were at the bottom of that nominal range that went back 
to the mid-1970s and breakdown of the Bretton Woods exchange-rate 
system. With inflation indices up substantially, commodity prices fell 
in real terms from 1980 until 2000.

That long period of price weakness discouraged investment, and by 
2000 the world had shifted again from an ample supply backdrop to 
a tight supply backdrop. The ensuing commodity price bull market 
provided the incentives to bring on new supply, especially after 2005, 
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when prices broke out into a new, higher long-term range. By the end 
of 2010, when prices peaked, worries that China’s reduced growth 
prospects and newly developed excess supply capacity would weigh 
on prices combined to spark a chorus of bearish calls that the com-
modity super cycle was over.

That may or may not be true. What did seem clear, however, is that 
the incentives to invest in certain areas, like mining, were consider-
ably diminished by 2012, and ongoing energy investment seemed to 
be succeeding in providing enough supply to prevent the price spikes 
that had curbed global growth whenever it got much above 4 percent 
during the prior decade.

The long supply cycle from the ample supply situation in the early 
1980s that eventually transitioned to the tight supply situation of the 
early 2000s to about 2010, when a newly ample supply environment 
arose once again, covers a 30-year period. As a result, there are suf-
ficient empirical data to contrast the returns to commodity futures as 
an asset class over the course of business cycles in both a tight supply 
and an ample supply environment.

Commodity returns during both demand and supply cycles

The results from comparing returns to commodity futures portfolios 
in business cycles with ample supply versus tight supply backdrops 
show that total returns vary across the business cycle broadly in the 
same pattern in both supply environments.2 Commodities tend to 
provide the most diversification benefit (negative correlation) to both 
stocks and bonds during the slowdown phase of the business cycle, 
when the economy is operating at high capacity and inflation persist-
ence is supporting commodity prices. This late-cycle diversification 
advantage starts slowly in the expansion phase and becomes more 
pronounced during the slowdown phase. It’s fairly minimal during 
the contraction and recovery phases. These conclusions hold in both 
the ample supply and tight supply phases of the long-term invest-
ment cycle.

Since the economy went through the contraction and recovery 
phases between 2008 and 2013, it’s not surprising that the diversifica-
tion benefits of commodities were negligible during that period and 

2 See, for example, Damien Courvalin, Jeffrey Currie, and Michael Hinds, The Strategic 
Case for Commodities Holding Strong,, Goldman Sachs Commodities Research, April 23, 
2014.
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that confidence in the asset class wavered. The prime diversification 
advantages lie in the expansion and slowdown phases, which were yet 
to play out at that point.

Total returns to commodity futures portfolios are comprised of the 
return from changes in spot prices, the returns from rolling futures 
contracts, and the return from the collateral that backs the futures 
contracts, usually short-term Treasury bills. If the futures curve is flat 
through time and the spot price stays the same, all of the return boils 
down to the yield on Treasury bills. If the spot price rises over time, as 
is more likely to be the case in a tight future supply environment, the 
spot portion of the return is relatively higher compared to an ample 
future supply environment, in which spot prices are softening. Roll 
returns, on the other hand, tend to be negative in a tightening sup-
ply environment compared to an ample future supply environment, 
in which there is generally more backwardation in the futures curve, 
reflecting downward futures price pressures from expected excess 
long-term supply capacity. Buying a contract with a lower futures price 
than spot price (backwardated curve) means you sell it high when 
contracts expire, to purchase a lower-priced futures curve and so forth. 
This positive “roll” component to the total return is bigger the more 
backwardated the curve is. The more excessive the expected supply 
situation, the more backwardated the futures curve is likely to be, as 
producers try to hedge their future production revenues in a weaken-
ing price (excess supply) environment.

Thus, it’s not surprising that the roll component is a relatively bigger 
share of total returns and that the spot return is a smaller component 
in a declining price, ample supply commodity environment. What’s 
perhaps more surprising is that the roll return can be sufficient to keep 
total return attractive. This is the key to commodity returns in a range-
bound long-term price environment like that between 1980 and 2000. 
High real interest returns on collateral also helped in that environ-
ment. Total return seems to concentrate later in the cycle in an excess 
supply versus a tight supply environment, which makes sense since 
it takes a bit more recovery and expansion to get to the peak cycli-
cal prices (that come when commodity markets tighten) if the overall 
long-term supply situation is more ample.

To summarize, the diversification benefits of commodities tend to 
be greatest in the expansion and especially the slowdown phase of 
the business cycle. They are relatively insignificant in contractions 
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and recoveries regardless of whether the long-term supply backdrop 
is tight or ample. Also, in a generally tightening supply environment, 
more of the total return comes earlier in the business cycle from spot-
price appreciation and less from roll compared with an ample supply 
environment. These observations are consistent with the relative per-
formance of commodities over the past few years and are summarized 
in Exhibit 6.2.

Idiosyncratic diversification benefits

In addition to late cycle diversification benefits, commodities also 
provide a hedge against certain specific events that reduce returns on 
stocks and bonds. For example, having an exposure to energy can off-
set losses in other assets when oil prices surge. Likewise, a drought 
or other weather problems that cause food prices to spike can also 
raise inflation and slow growth, especially in developing economies, 
where food is a major expenditure category for the population. These 
types of events are not cyclical or systematic in a way that creates 
a regular diversification benefit from owning commodities. Instead, 
they are more like unpredictable disasters that require event-specific 
insurance. Over the years, various events have caused major spikes in 

Exhibit 6.2 Correlations between Returns on Equities and a Commodity Futures 
Portfolio Vary during the Business Cycle
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energy prices. One of the reasons commodity futures have provided 
equity-like returns with strong diversification benefits is the positive 
contribution from owning commodities during these idiosyncratic 
episodes, especially those associated with energy prices.

Oil investments have proven to be a particularly good hedge against 
inflation as well as against risks related to oil-supply disruptions asso-
ciated with flaring geopolitical crises (Exhibit 6.3). For these reasons, 
and given the chronic risk to oil supply due to geopolitical instability, 
some investors prefer a commodity index that has a particularly heavy 
energy weight to bolster the diversification and inflation-hedge prop-
erties of the commodity component of a portfolio.

Commodities and the dollar

As noted above, voracious Chinese demand and low real interest rates 
were two of the main ingredients accounting for the “super cycle” in 
commodity prices during the 2000–2010 decade. Another component 

Exhibit 6.3 Oil Has Proven to Be a Good Inflation Hedge
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was a generally weak foreign exchange value of the dollar. Because 
their prices are often quoted in dollars, commodities as an asset class, 
and gold in particular, can be closely associated with the value of the 
greenback. As shown in Exhibit 6.4, the breakdown of the Bretton 
Woods system in the early 1970s has been followed by unusually pro-
nounced cycles in both the dollar’s forex value and commodity prices. 
A strong dollar has generally been accompanied by weak commodity 
prices, while a weak dollar is often associated with rising commodity 
prices. The commodity super cycle occurred during a period of dollar 
weakness. Gold prices averaged about $270 per ounce in 2001, down 
from a peak annual average of just over $600 per ounce in 1980. That 
two-decade bear market in gold ended when the dollar began to depre-
ciate in 2002. By 2012, gold averaged $1,600 per ounce as the dollar 
had depreciated 20 percent on a broad trade-weighted basis.

One reason for the relationship between commodity prices and 
the dollar is the greenback’s special role as a means of payment in 

 Exhibit 6.4 Weakening Dollar Associated with Strengthening Commodity Prices 
and Vice Versa
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international markets. No other currency is as widely used in the glo-
bal transactions system. If the dollar falls in value against other major 
currencies, it means OPEC, for example, is losing global purchasing 
power by quoting oil at the same dollar prices. This creates an incen-
tive to raise dollar prices for oil just to maintain constant purchasing 
power. This was one of the forces for big OPEC price hikes after the 
United States suspended the Bretton Woods payments system in 1971. 
Also, countries with currencies against which the dollar depreciates 
can afford more oil, driving up demand and causing upside pressure 
on prices, all else equal.

Tangible assets and secular shifts in the macroeconomic 
environment

As we have seen in the earlier discussion, there have been four broad 
macroeconomic environments in the United States since World War 
II. Up until the mid-1960s, inflation was fairly low and stable, with 
typical cyclical fluctuations between about zero and 4 percent and an 
average around 2 percent. Interest rates reflected that nominal envi-
ronment. Then, from 1965 until about 1981, inflation trended higher 
and inflation expectations became untethered, playing catch-up with 
actual inflation. The Bretton Woods fixed-exchange rate system fell 
victim to this instability in the early 1970s. Interest rates rose through 
each cycle, but remained low in real terms until Paul Volcker arrived 
and reversed the trend. From the early 1980s until about 2000, real 
interest rates averaged unusually high levels as monetary policy sought 
to reduce inflation over several business cycles until inflation expecta-
tions were well anchored around about 2 percent, a policy known as 
“opportunistic disinflation.” As inflation and inflation expectations 
declined, interest rates fell through each business cycle, with succes-
sively lower valleys and peaks. Falling interest rates drove secular bull 
markets in financial assets.

Exhibit 6.5 shows that tangible assets’ share of household wealth 
over the postwar period tracked the shifts in the macroeconomic envi-
ronment. In the first 20 years after World War II, inflation was low, 
interest rates were relatively stable, real-estate values were relatively 
stable, commodity prices were well behaved, and stocks were in a 
strong bull market. Financial assets gained share relative to tangibles 
in this environment mainly because stocks were extremely underval-
ued after the Great Depression and World War II.
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In contrast, rising inflation during the 1965–1980 period is associ-
ated with a rising share of tangible wealth. There are several other 
factors behind this rise, aside from the fact that tangible asset prices 
rose relative to financial assets during this period. For example, people 
buy more tangible assets to hedge against rising inflation. Housing is 
the main asset for most US families. Real estate inflation accompa-
nied the rise in general inflation especially in the late 1970s. Fixed-rate 
mortgages were the dominant means of housing finance at that time. 
Rising home values and fixed mortgage payments generated a lot of 
housing wealth. Financial assets like stocks and bonds were in a secu-
lar bear market during this period and lost relative value to tangible 
assets.

After the inflation trend reversed from up to down in the early 1980s, 
the new disinflation trend favored financial assets over tangible assets. 
Household wealth moved back in favor of financial assets during the 
long secular bull market in stocks and bonds during the 1980s and 
1990s, until the tech bubble burst in 2000.

Exhibit 6.5 Rising Inflation Good for Tangible Assets. Falling Inflation Good for 
Financial Assets. Stable Inflation Good for Both
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The fourth structural shift tracks the reflation efforts since 2000, 
when monetary policy has had to deal with the risk of deflation for 
the first time since the 1930s. The lows for policy rates since 2000 
have been 1 percent in the cycle following the tech crash and zero in 
the cycle that culminated in the 2008 financial crisis. Low real interest 
rates have been necessary to keep inflation close to the Fed’s 2 per-
cent target. Negative real rates are bullish for tangible assets, especially 
those without a yield like gold. No yield is better than the negative 
yield on cash substitutes. From 2000 until about 2007, real estate did 
well in this environment until, like the equity bubble in the late 1990s, 
“too much of a good thing” caused a massive deflation in overheated 
home values across much of the country, sharply reducing the share 
of tangibles in household assets.

On balance, the reflation era has been good for both stocks and real 
estate, as both benefit from very low real rates. A one-time revaluation 
to a “new normal” lower rate environment is more of a one-off event 
rather than a persistent trend, however. For example, utility stocks 
have risen to higher multiples more comparable with their 1950s valu-
ations when interest rates were also low and stable, and multiples were 
significantly higher than was the case in the higher-rate environment 
of the 1965–2000 era.

Yielding versus nonyielding tangibles

As in the case of individual equities, there is substantial variation in 
the characteristics of different tangible assets. As a result, sweeping 
generalizations are not always possible. For example, some equities 
are good inflation hedges, others are not. It depends on the mix of 
assets and liabilities on the balance sheet of the company, and the 
income and cost characteristics of the business. Inflation sensitivity 
varies across those dimensions. Likewise, different tangible assets have 
different sensitivities to the inflation and interest rate environment at 
any particular time. Generally speaking, however, tangible assets are a 
good asset class to hedge against inflation risk.

Some tangibles come with a yield and others do not. For example, 
gold, art, and other collectibles generally depend on price appreciation 
for any return. The higher interest rates, the less any given amount of 
price appreciation exceeds the opportunity cost of holding a nonyield-
ing asset. Of course, as was seen in the late 1970s, price appreciation 
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can accelerate with inflation when rising yields lag behind inflation, 
causing nonyielding tangibles, like gold, to provide attractive returns 
even when nominal interest rates are rising. In general, however, high 
rates are a negative for nonyielding tangibles, while low rates are 
more favorable as they represent a lower opportunity cost of foregone 
return.

Real estate and farmland are examples of tangible assets with the 
benefit of a potential yield. They are also sensitive to interest rates. 
Higher rates tend to reduce their net present value, other things equal. 
Still, unlike, nonyielding collectibles, they have the potential to off-
set higher rate effects with revenue streams that can rise in both real 
and nominal terms. If rents or crop prices rise faster than inflation, 
real returns can rise, increasing the value of tangibles with yields. 
Generally speaking, over the course of the fiat-money era with infla-
tion persistently positive, tangible assets have proven to be a useful 
hedge against inflation. Those with a yield have the added benefit of 
providing an inflation-hedged income stream.

Globalization and tangible assets

One consequence of globalization is a shift in relative valuations com-
pared to a world in which worth is determined primarily in a national 
market protected from global economic forces. Nowhere is this more 
apparent than in the sharp rise of inequality of wealth and income in 
the developed countries. Rising inequality is an apparent side effect of 
globalization across the developed world, even in the Nordic countries 
that pride themselves on progressive policies to fight it.

In the United States the widening gap also reflects the greater diver-
sity of its population. Before the world was so open to trade, lower-
skilled, less-educated US workers had a stronger relative labor market 
position compared to today’s world, in which they face much more 
open competition with the low-skilled, less-educated part of the popu-
lation that makes up the vast majority of the world’s seven billion 
people. The relative labor market position of this part of the US popu-
lation has been weakened by globalization of the labor force. This is 
generally true all across the developed world, where less-skilled and 
less-educated workers have seen their incomes stagnate.

In contrast, there is a growing lifetime earnings premium for college 
graduates relative to nongraduates that is a key driver of rising inequal-
ity in the United States and other countries. Accelerating technological 
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change underlies this need for better-educated workers. Over the past 
three decades, the share of US employees with a college degree has 
jumped from one in five to over one in three. The share of the US 
working-age population with a college degree is more than five times 
the global average.

Globalization makes a college-degreed US worker much more valu-
able compared to when the national workforce was competing just 
among itself. The jump from one in three in the US workforce to one 
in fifteen in the global workforce makes a college degree relatively 
more rare in the world market than it is in the United States, and the 
opportunities consequently much greater for college graduates than 
before. This helps explain why the premium on college education 
keeps growing as the world economy globalizes.

It’s not just college degrees that have become more valuable in a glo-
balizing world driven by rapid advancements in technology. Athletes, 
musicians, actors, filmmakers, technology entrepreneurs, and global 
brands of all sorts are much more valuable when the market potential 
is seven billion people instead of just 325 million. As a result, rela-
tively more rare forms of human capital have seen disproportionate 
gains from globalization, while more common forms of human capi-
tal have become less valuable in a globalized economy.

For those at the top of the income distribution, wealth accumulation 
has been more rapid as globalization progresses. The number of bil-
lionaires and millionaires is growing rapidly. This is having a dramatic 
impact on the tangible asset market. The rarer the asset, the more 
intense the competition among millionaires and billionaires bidding 
up its price. Whether it’s a trophy penthouse property in London or 
Hong Kong, or a sports franchise in Spain, the pool of wealth avail-
able to inflate its value is growing much faster than the underlying 
economy or markets for more mundane properties. Supply is rela-
tively fixed for museum-quality art and prime location real estate. At 
the same time, demand is growing rapidly as globalization creates a 
concentration of wealth never seen before in human history in both 
its scale and scope. From this vantage point, a globalizing world econ-
omy is very bullish for tangible assets as more and more wealth chases 
too few “Picassos.”

These trends are behind a massive bull market in tangible assets 
around the world. Billionaires are bidding up the prices of the best real 
estate, the priciest art, and other collectibles as rapidly rising, unprec-
edented wealth fights over the world’s rarest collectibles. The demand 
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is rising faster than ever before, and the supply is basically fixed. As 
globalization intensifies, the pressures on high-quality tangible assets 
are likely to build until either wealth stops expanding or prices over-
heat to the point at which they have to adjust.

This general phenomenon is most obvious in the upper echelons 
of the wealth spectrum, but it exists further down as well. More and 
more millionaires are created each year in the globalization process. 
As large numbers of people across the world are accumulating wealth 
as never before, their demand for tangibles, like vacation homes and 
precious metals, is likely to support a robust tangible asset market.

In emerging markets, like India and China, where gold has a special 
cachet as a store of wealth against multiple contingencies, the grow-
ing middle classes, running into the hundreds of millions of people, 
are likely to allocate their rapidly accumulating savings at least partly 
to this traditional store of value. The rapid accumulation of wealth in 
the wake of globalization is likely to pressure tangible asset prices as 
never before. The flip side of rising inequality in the rich world is ris-
ing living standards in the poor world, where people are moving out 
of subsistence poverty at the fastest rate in history. This is creating a 
rapidly growing mass market for affordable tangibles as well as the 
most sought-after rarities.
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7
Investing for Long-Term Change: 
Challenging the Conventional  
Wisdom

So far, we have focused on cyclical patterns that recur in the US econ-
omy and their relative return implications for different asset catego-
ries. In addition, we have highlighted the important role played by 
secular trends in macroeconomic variables like interest rates and infla-
tion in shaping investment returns. Of particular importance for the 
investment outlook is the return of interest rates and inflation to more 
normal historical levels from the unusually high real interest rate envi-
ronment of the 1980s and 1990s, when tighter monetary policy was 
bringing down the trend in inflation. Restoring rates and inflation to 
the lower levels that prevailed in the 1950s and early 1960s has re-
established some structural relationships that were disrupted by the 
rising inflation environment that began in the mid-1960s. Once again, 
dividend yields on stocks are higher than yields on most Treasury 
securities, and dividends have become a more important source of 
the overall return to equities. Credit spreads are fluctuating around 
a new lower mean that reflects higher profits margins, like those that 
prevailed before high and rising inflation started to undermine busi-
ness performance. Overall, real and nominal interest rates have settled 
back into a “new normal, like the old normal” range.

Also important, these macroeconomic forces are operating in an 
underlying environment of accelerating change that is transforming the 
global economy at an ever-faster pace. Technological change is stimu-
lating this transformation and driving the globalization process. While 
there is a natural human tendency to use the more recent past as the 
basis for judging trends in the economy, the evolution of the economy 
creates new patterns that don’t make sense from this past perspective, 
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but do yield clues about the future that often defy the consensus view 
of where things are headed. Understanding where things are headed is 
an important input to better investing, while extrapolating the past is 
often a disastrous approach to planning for the future, especially in an 
increasingly fast-changing world. It is human nature to use recent trends 
as the basis for future expectations. However, old conventional wisdom 
standards have become increasingly irrelevant for judging the future. 
Savvy investors try to distinguish when the past is not prologue.

Here we look at the shortcomings of some of the conventional wis-
dom that dominates the social narrative and focus on the role that tech-
nology and globalization are playing in shaping the dynamics of the 
world economy and the investment outlook. Areas of controversy with 
important investment implications include (1) demographics and the 
role of automation and artificial intelligence in the jobs of the future and 
potential economic growth, (2) the issue of insufficient US saving, grow-
ing government debt, and the implications of the United States being 
a net debtor with a persistent current-account deficit, and (3) growing 
income and wealth inequality, and its potential consequences and solu-
tions. Two well-known examples of widespread misunderstanding that 
caused very different views about the investment environment follow-
ing the Great Recession, and discussed here, surround the deceleration 
in the labor-force participation rate and the low saving rate in the United 
States. However, before we look at specific areas of controversy, we need 
to discuss the forces shaping the future, the secular tailwinds of change.

Surviving the future

Contrary to popular belief, it was Herbert Spencer, building on Charles 
Darwin’s work, rather than Darwin himself, who coined the phrase 
“survival of the fittest.” A more accurate description of Darwin’s the-
ory is suggested by another observation also often misattributed to 
Darwin that comes from an unknown source according to which it is 
not the strongest of the species, nor the most intelligent that survives. 
It is the one that is most adaptable to change. In the struggle for sur-
vival, the fittest win out at the expense of their rivals because they 
succeed in adapting themselves best to their environment.

Fitness, in essence, is defined as the ability to survive by adapting to 
change. The same concept applies to societies. In our view, for exam-
ple, the critical factor behind the resilience of the US economy is its 
success in adapting to a rapidly changing world. The ability to adjust 
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to the secular tailwinds of change will determine whether the United 
States can keep the preeminent position it has maintained over the 
past century despite threats from various periodic contenders, like the 
Union of Soviet Socialist Republics (USSR) during the Cold War, Japan 
in the 1980s, and more recently, China.

Globalization is a force for cultural convergence that tradition resists 
to varying degrees. The main risk is that tyrants relying on brute force 
overcome the “soft power” tendency toward this future. The society 
best able to assimilate this cultural convergence is likely to prove the 
dominant society in the future, and the United States has a number 
of advantages in this accelerating process of cultural convergence. The 
cultural diversity of the US melting pot essentially makes it a proto-
type for how the world’s diverse population can live together peace-
fully under one government, assimilating all of the world’s cultures. 
The difficulties of the Eurozone project since the financial crisis show 
how daunting this assimilation can be.

In any case, investing in a world of accelerating change is increas-
ingly challenging as it requires “looking further than the eye can see.” 
If everything stayed the same, that would be easy since what you see 
now would be what you would see later. In a rapidly changing world, 
however, successful investing requires anticipating change and its 
implications for particular asset returns. The longer the time horizon, 
the harder it becomes to visualize an asset’s likely ultimate perform-
ance. The faster things change, the harder it becomes to see ahead.

Here we look at some major macro drivers of long-term change 
as a prelude to inferring some long-term investment conclusions. 
Ultimately, good long-term investments will include some of the ben-
eficiaries of the secular tailwinds of change. For other investments, 
these same forces can be headwinds that undermine their returns or 
even drive them to extinction. Understanding these differences is crit-
ical to long-term investment success.

The secular tailwinds of change

Technology

Technological change is arguably the most powerful force shaping the 
future of mankind. Its pace has been slowly accelerating over the past few 
centuries and has begun to pick up speed more rapidly in recent decades. 
It is now approaching a critical inflection point at which change will 
become so rapid and powerfully transforming that in an unprecedented 
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way it will strain the human capacity to think even a decade ahead. 
According to prominent futurists like Ray Kurzweil and Vernor Vinge, 
this inflection point is likely to happen in the next two or three decades. 
This contrasts sharply with the past, when technology evolved over cen-
turies and, as a result, successive generations of humanity experienced 
similar living standards and lifestyle roles, as farmers using unchanged 
methods of production over multiple generations, for example.

The concept of “the technological singularity” refers to this inflection 
point and the emergence of superintelligence through technological 
means. This is in its early stages, as artificial intelligence, biological enhance-
ment, and brain-computer interfaces are now becoming more sophisti-
cated. The implication is a much faster-changing,  harder-to-comprehend 
future than contemplated in the past. This means a much murkier out-
look over investment horizons and a much faster pace of creative destruc-
tion that can turn a high-flying equity market winner (such as Polaroid in 
the 1960s) into an obsolete investment dog. When the amount of tech-
nological change packed into a year rises at an ever-increasing rate, more 
highfliers will become dogs more quickly unless managements can har-
ness superintelligence to successfully ride a “faster-bucking bronco.”

If we think of our five secular tailwinds in relation to each other, 
technological change is the prevailing wind that blows through all the 
others for good or ill (Exhibit 7.1). It is the most powerful and perva-
sive force. Understanding the other major drivers of long-term change 
requires to an ever-increasing degree an ability to see how technologi-
cal change is impacting changes in globalization, the environment, 
demographics, and governance.

Globalization

One important implication of faster technological change is a faster 
potential pace of globalization. Over the past 200 years, the developed 
world has blazed a path of unprecedented prosperity by harnessing 
technology to raise living standards. In recent decades, developing 

Exhibit 7.1 The Secular Tailwinds of Change

Environment Demographics

Technological Change

Governance Globalization

 

 

 



Investing for Long-Term Change 197

economies, especially in Asia, have moved their people out of subsist-
ence poverty at the fastest rate in human history by rapidly adopting 
the technologies that the rich world took over two centuries to create. 
The blueprint for development is there for all to see. Modern commu-
nication has taken it to the most remote corners of the world. Africa 
and the Middle East are the new frontiers where the greatest improve-
ment in living standards is likely in the coming decades.

In the realm of economics, globalization refers to restructuring markets 
from local and national venues to global networks when it makes sense. 
More open trade of goods and services across borders is the most obvious 
economic benchmark of globalization. Capital flows are an increasingly 
globalized phenomenon. Labor flows, immigration, and rapidly increas-
ing international travel are other signs of increasing globalization.

The potential of technology to improve human living conditions 
is so powerful that it is increasingly pushing up against constraints 
imposed largely in the realm of governance, which generally creates 
the main impediments to achieving faster global growth and end-
ing global poverty. By artificially restricting economic activity, like 
trade, labor mobility, investment, and universal property rights, the 
nationalistic orientation of governance throws sand into the gears of 
globalization. The power of technology and the possibility of eradicat-
ing poverty much more quickly than ever before seemed possible are 
accelerating forces for a freer and more globalized governance struc-
ture, with fewer national impediments to progress.

From an investment themes perspective, globalization is a powerful 
force for change. The wind is blowing in its direction despite crosscur-
rents. This is largely because the potential payoffs are so huge for the 
mass of humanity and because the winds of technological change are 
strongly reinforcing the winds of globalization.

Environment

As the rich world moved from the industrial to the postindustrial stage 
of development, attention naturally turned to the environmental con-
sequences of industrialization. If you are hungry, the first thing you 
think about is eating. Once the immediate basics are taken care of, time 
horizons lengthen and concerns about environmental degradation 
and eventual resource exhaustion start to receive more attention.

In a remarkably prescient and ambitious book, The Next 200 Years: A 
Scenario for America and the World, futurologists at the Hudson Institute 
laid out a vision of the long-term forces for change from their 1970s 
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vantage point. Not surprisingly, their framework is largely built around 
the forces for long-term change that we identify in this chapter. Here 
is an excerpt from the synopsis on the cover of this book: “In this pro-
vocative work, master strategist and futurologist Herman Kahn and his 
associates at the prestigious Hudson Institute confront the issue of the 
second half of the twentieth century: whether technological and eco-
nomic growth tends to destroy mankind or to improve the prospects for 
peace and prosperity. The population explosion, coupled with economic 
growth, could prove catastrophic within a century, or so say the proph-
ets of doom; therefore, economic growth must be severely limited.”

Indeed, in its initial phases, the environmental movement was, and 
to a certain extent still is, driven by an antigrowth zeitgeist. Books such 
as Limits to Growth argued that environmental stewardship required 
severe brakes on economic development, which in its extreme version 
would have sentenced the overwhelming majority of the world’s peo-
ple to permanent poverty and hunger, while the privileged few in the 
much-less-rich world of the time enjoyed cleaner air and water and 
nicer natural landscapes.

The Next 200 Years is a direct rebuttal to the intellectual fallacies of 
the Limits to Growth viewpoint, which had its peak cachet in the mid-
’70s. To do this, Kahn and his associates took the secular tailwinds we 
discuss here and projected them out into the future with remarkable 
prescience, given the actual unfolding of events over the past 40 years. 
Fortunately, most of their more optimistic predictions have proven 
much more accurate than the more Malthusian views that were popu-
lar at the time, as embodied in Limits to Growth.

By looking at the secular tailwinds, Kahn and his associates accu-
rately foresaw the slowdown in global population growth before over-
population created the Malthusian nightmare many people feared 
at the time. Their optimistic projections on gross domestic product 
(GDP) growth and the rise from poverty of the world’s masses have 
also proven surprisingly accurate over the past 40 years. Their predic-
tion of slower growth in the rich world, as people’s preferences shift 
from the material to leisure and other more postindustrial activities, 
are still underappreciated in a world in which a GDP growth fetish 
causes gloomy interpretations of the fact that as people get richer, 
they want to spend less time working. So, for example, a lower labor 
force participation rate and more part-time workers are regarded as 
structural deficiencies in the economy rather than an expression of 
preference for more leisure time in a much richer society.
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In a much richer world, there are also more time and resources to 
address higher-order concerns like the environment. There is unprec-
edented and rapidly increasing wealth to devote to social and philan-
thropic causes as well. It is quite possible that eventually the private 
voluntary association of individuals and corporations will replace ossi-
fied and dysfunctional government bureaucracies to solve the ever-
changing problems of the future, as is already evident in the rapid 
proliferation and success of nongovernment organizations (NGOs) 
devoted to fixing world problems.

The futurologists at the Hudson Institute in 1976 accurately predicted 
that environmental progress would occur alongside rapid economic 
development, as it has on balance over the past 40 years in countries that 
could afford to address the issue. The growing capacity to analyze bigger 
volumes of information is an important component of effective envi-
ronmental modeling and policy, and the ability to mitigate any damag-
ing consequences of rising global living standards seems to be a positive 
side effect of accelerating technological progress. Richer societies devote 
more resources to maintaining a positive environment, which means 
the global economy will evolve in the direction of a bigger environmen-
tal maintenance sector, with more opportunities for investors.

Governance

In contrast to technological progress, which transcends human nature 
as a sort of divine revelation, governance is more a reflection of human 
foibles. Most of the impediments to progress are self-imposed by the 
general failure to agree on needed reforms or by adopting counter-
productive policies. Also, in many places governance is the coercive 
imposition of the will of the few on the many, which often proves 
disastrous and is almost always self-serving.

By governance we mean more than government. Government is a 
public reflection of private-sector culture and mores. The rules of society 
are both formal and informal, involving habit and prejudice as much as 
law. While these are necessary for a civilized, well-functioning society, 
they often serve as a mind-closing trap that prevents and deliberately 
blocks innovation and progress. This is the opposite of how knowledge 
and technology advance. Thinking outside the box creates innovations. 
Staying in the box is what governance is too often about.

Governance in its broad cultural sense has been evolving from the 
localized and tribal to the national during the past two centuries of 
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industrialization. It is increasingly clear that globalization will ultimately 
force transcendence in governance from the national to the interna-
tional level. This change is obviously difficult. International cooperation 
is slow and grudging on many issues. Even regional governance is still in 
the struggling stage, as the European Union (EU) clearly illustrates.

Nevertheless, a person looking at the area of modern-day Europe 
two centuries ago, or at the African continent and many other parts of 
the world, would find the world of today unrecognizable in terms of 
governance in all its dimensions. It seems fair to say that two centuries 
from now, the broad idea of governance—the rules, taboos, and habits 
of society and the boundaries of states—will be quite different from 
what we see today.

Technological change is forcing the trend toward globalized gov-
ernance. The Internet allows an international vetting of moral issues 
that influence governance, people’s view of what is right and what is 
not, and when something is so outrageous that they won’t stand for 
it. Globalization involves an opening of minds to all that’s out there. 
It is reshaping politics. While only in its infancy, global governance is 
already starting to coalesce in the new technology.

The US experience with cultural assimilation shows that there seems 
to be a human tendency to gravitate around universal preferences that 
will homogenize cultures to a greater extent. As a result, it seems like 
a safe bet that cultural, tribal, and regional differences will continue 
to diminish or be assimilated, as they are in the US melting pot. For 
investors, this means more markets will become unprecedentedly 
massive, as we are already seeing in many arenas.

If a private company can’t keep up with change, it fails. Unfortunately, 
that’s not as true about governments, especially those that rule by 
force. For the intolerant, the pressure to stop the progress of cultural 
assimilation is intensifying and fueling an ever-growing terrorist 
threat. The challenge for open societies is to minimize the coercive 
elements of the international governance structure that will evolve 
over the coming centuries.

Demographics

Governance is heavily influenced by demographics, as the Republican 
Party found out in the 2012 election. The pattern and speed of eco-
nomic growth are also heavily shaped by demographics. Demographics 
affect the strain on the environment. In fact, a major reason why 
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the analysis in The Next 200 Years was so much more accurate than 
that in Limits to Growth was a proper appreciation of global demo-
graphic trends and how they change at various stages of economic 
development. The fears of overpopulation driving the Limits to Growth 
view were based on an ignorance of very fundamental demographic 
analysis.

Likewise today, rapidly changing demographics are wrong-footing 
many economic prognosticators. As discussed above, national gov-
ernance throws sand into the gears of economic efficiency and rising 
living standards when it creates barriers to free flows of labor, capi-
tal, goods, and services. Similarly, what appears to be a demographic 
problem for a nation often disappears in an open world economy. 
Demographics are skewed toward the aged in the rich world. They are 
skewed toward the young in much of the poorer developing world. 
This creates problems for funding entitlements in the rich world. It 
also leaves the poor world short of capital, which tends to have accu-
mulated in older societies over the life cycle of population bulges such 
as the postwar baby boom. In the United States, for example, the retir-
ing baby boomers make up about a third of the adult population and 
control about 70 percent of all wealth. This is a major source of per-
ceived inequality. However, rather than being caused by an intrinsi-
cally unfair economic system, it is largely due to demographics. Older 
people need more wealth to support themselves in retirement.

Young societies need capital to enhance productivity and raise the 
living standard of laborers. Old societies need to live off capital, rather 
than labor income, to a much greater extent. This complementary 
mix provides a natural solution to demographic imbalances at the 
national level as saving-and-investment imbalances within countries 
can disappear when distributed globally. They disappear in economies 
that are open to each other, and globalization makes this possible. 
Immigration can also help resolve demographic imbalances.

In the next century, assuming, as seems likely, that living standards 
rise sufficiently in the poorer regions of the world, the global popula-
tion will stabilize and age. Technology is likely to continue extending 
the human life span. More and more labor will be done by machines 
with increasingly broad intelligence and capabilities. As a result, lei-
sure activities, which have already grown enormously in the rich world 
since the 1950s, will take more and more of the global population’s 
time. It should then not be surprising that stocks of companies associ-
ated with travel, leisure, and an aging population have been some of 
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the best performing. In fact, given all the tailwinds supporting it, this 
trend is most likely still in its infancy.

An older, slower growing, more internationalized population, a 
more interconnected global economy, and increased labor mobility 
are creating new problems for governments still struggling to solve the 
issues of the past. Whether the private sector can continue to success-
fully advance living standards into the future is likely to increasingly 
depend on more effective governance. Unfortunately, the strains on 
governance are only likely to intensify in the immediate future given 
the accelerating pace of change and the sluggishness of government 
response. In the past, when these pressures have built to a breaking 
point, it has taken a crisis to resolve the natural tension between gov-
ernance and progress. This tension is likely to remain the main risk to 
the “triumph of the optimists” in the years ahead.

Demography is destiny

The dominant narrative about the jobs market after the financial crisis 
focused on the large number of workers who were too discouraged to 
keep looking for work and therefore dropped out of the labor force. 
On both the political left and right, the declining share of the work-
ing population was presented as a major economic problem. From 
the vantage point of the right, declining labor force participation was 
spun as a negative consequence of President Barack Obama’s policies. 
On the left, it was incorporated into the “hard-times-for-the-working-
class” narrative to justify more government support to address rising 
inequality. Yet, neither narrative stands up to the facts.

The basic problem with the dominant narrative spun around eco-
nomic news is its myopia. It inserts statistics into the present-day focus 
without any historical perspective or insight into the trends driving 
the economy into the future. Instead, there is an exaggerated overem-
phasis on the present. Whatever the topic “du jour” is, the economic 
facts are twisted to fit that current context.

The focus on inequality is a good example of the bias filtering eco-
nomic data analysis. Inequality is definitely worth considering, but 
an alarmist discussion of the subject has crowded out more insight-
ful analyses. There is more to the economy than rising inequality. In 
fact, standards of living are now rising rapidly for most of the world’s 
population. Still, as political polarization has intensified in recent 
years, data interpretation has often had a strong political bias around 
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an agenda. One lesson every good trader or money manager eventu-
ally learns is that political bias can be dangerous to one’s “economic 
health.” Objectivity in interpreting events and economic forecasting 
requires leaving one’s biases out of the analysis.

But let’s come back to the exaggeratedly pessimistic participation-
rate interpretation. From 10 percent in October 2009 the unemploy-
ment rate fell steadily to less than 6 percent by late 2014. Throughout 
this process, the dominant narrative focused not on the declining 
number of unemployed, but rather on the fact that this decline was 
accompanied by a falling share of the population that was working. 
The judgment rendered on this growing number of people outside the 
workforce was intensely negative, as if there was something wrong 
with the economy, causing people to leave the labor force. This nega-
tive economic view influenced many would-be investors to avoid 
equities just when the returns were greatest.

Despite the handwringing, the weight of the evidence strongly sug-
gested the economy was healing and profits were growing. As discussed 
below, demographics account for most of the decline in the labor force 
participation rate since 2006.1 Also, more people are choosing to leave 
the labor force because they can. This is the result of the highest living 
standard in history, a living standard that makes it possible to work 
less. This is the wave of the future. Those who understood that the 
declining participation rate was not a sign of weakening US economic 
fundamentals, but rather the result of structural trends were less likely 
to miss the boat on one of the biggest equity bull markets in history.

What’s really going on?

First, while the number of discouraged workers leaving the labor force 
was unusually high immediately after the financial crisis, that was not 
surprising given the fact that it was the worst labor market recession 
since the early 1930s. However, as the unemployment rate fell from 
10 percent, the number of discouraged workers declined as well. In 
fact, just about every metric of labor market health improved steadily 
as policy uncertainty declined and the recovery progressed. Still, the 
false negative spin persisted in an effort to create the impression of 
no improvement. Even after all the jobs lost during the recession had 

1 This is corroborated by various research papers, including the Federal Reserve Bank 
of Philadelphia’s “On the Causes of Declines in the Labor Force Participation Rate,” 
Shigeru Fujita, February 2014.

  

 



204 Applied Financial Macroeconomics and Investment Strategy

been recovered (over 8 million), there was still a hard-core narrative 
of negativity that latched onto the declining labor force share of the 
population as its linchpin for credibility.

Instead, the US economy did what history shows it always does: it 
self-organized according to the new incentive structure and available 
mix of labor and capital. Over the long haul, as we saw in chapter 1, it 
creates jobs according to how many people are available and want to 
work. This is the labor market variant of Say’s Law. The supply of labor 
creates its own demand. This assumes policy avoids deflationary col-
lapses, as it has since the 1930s debacle. This means that for the long 
run, the relevant question is never where will the future jobs come 
from. It’s how many people will want to work.

The key to labor supply

Because the US economy has always been able to create jobs according 
to how many people are available to work, cyclical setbacks notwith-
standing, the issue of labor force participation is best analyzed from 
the supply side rather than the demand side. The false narrative, how-
ever, has tried to twist a supply-side issue into a demand-side problem. 
That’s why it has been contradicted by the evidence and proven false. 
Labor force participation is mainly a supply-side issue that boils down 
to who wants to work and how much. The secular tailwinds of change 
are reshaping the answer to these questions, causing much confusion 
in the process.

Before my grandfather got to high school, his father died and he 
had to quit school to help support the family. In the early twentieth 
century, this was not unusual. In fact, at the turn of the nineteenth 
century, almost everyone worked by the time they were ten years old 
and few went to school after that. School breaks during the summer 
originated so children would be available during the peak farm work 
season. In a largely agricultural society, all hands were needed to sur-
vive. As industrialization moved people off farms and into cities, this 
began to change slowly. Going to school was a financial sacrifice for 
families that still depended on child labor.

In 1870, only about 2 percent of the population graduated from 
high school. It wasn’t until my parents graduated from high school 
right before World War II that the high school graduation rate reached 
50 percent in the United States. After rising from 2 percent to 50 per-
cent in 80 years, the US high school graduation rate eventually peaked 
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in the late 1960s at about 77 percent, and then began a long decline 
that has recently reversed. The rate passed 80 percent in 2012, and is 
on course to hit 90 percent by 2020.

Compulsory education has been a widespread phenomenon for less 
than two centuries in the United States. Initially, it was aimed at gram-
mar school and later extended to high school. Now, more people are 
going to school for longer and postponing their participation in the 
labor force. Many young people don’t get serious about a career until 
they are well into their 20s. Going to college has become a practical 
necessity for many careers. That was not true before World War II, 
when only a small minority of the elite could attend college. The 
GI Bill brought college to the masses after World War II. For most 
Americans, college became a part of their educational experience only 
during the last two generations.

The main point here is that a high early-age labor force participa-
tion rate was necessary when people used to live hand to mouth in a 
way most Americans cannot imagine today. Leisure time, including to 
study, was a rare commodity. It has become progressively more abun-
dant over the past century, however, as living standards have risen and 
the necessity to work has declined. This has also created pressure and 
a strong trend for a more integrated life-work experience, with more 
jobs that satisfy individual preferences about how to spend time.

These long-standing trends have not stopped. If anything, the neces-
sity to work is becoming less and less pressing for more and more peo-
ple. Formal work in the measured labor force is becoming an option 
to weigh against the alternatives. The labor force participation rate for 
men, for example, has dropped from almost 90 percent in 1948 to less 
than 70 percent in recent years. In many poor countries, it’s still close 
to 90 percent. Obviously, as income surpasses certain levels, the neces-
sity to work diminishes because of accumulated wealth. After all, one 
of the main goals of humanity is to have income security so that work 
is more by choice and less by necessity. As more people achieve that 
status, they can work less.

There are several strands to this basic theme worth making explicit. 
For prime-age males, the world has transitioned to reduce the burden 
of being the primary earner. As a result of increasing work opportu-
nities for women, female participation soared from about 33 percent 
after World War II to a peak of about 60 percent by 2000, when it also 
began to decline. The option for men to take care of the home while 
the spouse worked became more feasible. Retiring early relative to 
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increased life expectancy also reduced labor force participation rates 
for men.

The decline in female participation since 2000 partly reflects the 
same factors driving prime-age male participation lower. The oppor-
tunity costs of a second person in a household taking a job have risen 
as childcare costs, tax disincentives, and other factors have made the 
net gain to a second income much less attractive for middle- and, 
especially, lower-income families. In addition, as per-capita incomes 
have risen, the need for both partners to take a job has diminished. As 
discussed above, in the younger-age cohort, more people have opted 
to postpone work in order to attend college as the payoff to a college 
education for lifetime earnings increases. This has caused a dramatic 
reduction in labor force participation for the college-age population 
over the past 30 years.

US per-capita income on an inflation-adjusted basis has roughly 
quadrupled since 1950. The marginal benefit from an extra dollar of 
income compared to an extra hour of leisure or an hour taking care 
of business at home becomes less attractive at some point. Add in the 
progressivity of taxes and loss of benefits, like the extended tax credit 
for lower-income taxpayers, and the need to work and the return to 
work have shifted in favor of not working, or working less.

Nowhere is this more evident than in the baby boom generation, 
which, as noted above, accounts for about a third of the US adult 
population, as well as for the bulk of the country’s wealth. Most of the 
decline in the labor force participation rate since 2001, when the first 
baby boomers began to turn 55, reflects retiring baby boomers. That’s 
because the participation rate for those over 55 (at about 40 percent) 
is half that of the prime-age population (81 percent) and diminishes 
rapidly after the age of 60. For example, while up from 11 percent in 
1985, the participation rate for those 65 and over is only 18 percent. 
With substantial peak life-cycle wealth, many baby boomers are freer 
to work as a choice rather than a necessity. For many, a part-time job 
in an area of interest combined with income from savings and Social 
Security is a preferable choice to a full-time job. Tax policy penalizes 
Social Security benefits for those who earn too much, creating a disin-
centive to keep working, especially full time.

Thus, the long uptrend in the labor force participation rate from 
about 1965 until 1995 was driven by a young population bulge com-
ing of age and joining the labor force with an unprecedented rise in 
participation by baby boom women. Various factors have exhausted 
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that trend. By far, the biggest one is an aging population moving into 
retirement.

All of these factors behind the declining share of the population in 
the workforce reflect aging and personal choices of potential workers, 
given their financial need to work and the incentives that policymak-
ers have created between working, working less, and not working. For 
many prime-working-age people, the marginal gains from working 
have fallen relative to the costs of taking a job. This is particularly 
true for married couples who may be deciding whether one or both 
should work. Given the much higher living standards possible today 
without working, it’s not surprising that more people choose to do 
other things. The safety nets in most of the developed world provide 
a fallback position that surpasses the living standards that the vast 
majority of Americans faced when children routinely began working 
before the age of ten in the nineteenth century. These safety nets also 
surpass the average living standard in much of the developing world. 
That’s why immigrants from those countries will do the work that 
Americans refuse. Allowing more immigration would help raise the 
labor force participation rate.

Should we worry about who pays for baby boomers’ retirement?

Because of the intrinsically pessimistic cast of the commentary around 
economic issues, topics are often framed in a way that overlooks the 
substantive trends behind the data. We just presented an alternative 
view of the declining share of the population participating in the labor 
force. Unlike the mainstream view, which stretches the facts to present 
this trend in a negative light, we saw that the facts are to the contrary. 
In a richer society, with much-extended childhoods and life spans that 
are double those of a century ago, people can afford to spend much 
more time not working. This is a wonderful result of the progress that 
economic growth has brought to the developed world.

The same negative bias has permeated the discussion of the so-called 
burden that aged populations put on the smaller younger-age cohorts. 
This gloomy cast is most easily developed in a scenario in which reti-
rees depend mainly on government pensions, like the Social Security 
system in the United States. The rising dependency ratio is then used 
to paint scary scenarios in which each younger worker is supporting 
increasingly more senior citizens because the pay-as-you-go financing 
scheme underlying Social Security is presumed to be the main source 
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of retirement income. That, however, is an incomplete view of how 
retirement actually works in the United States.

In reality, Social Security is only a part of most people’s retirement 
income. As mentioned earlier, the baby boomers make up a third of 
the adult population and control double that percentage of the coun-
try’s wealth. That wealth generates a return, and will play a bigger role 
in most retirement plans than Social Security, which has become only 
a fallback for most people because it has been politicized rather than 
invested in an actuarially sound fashion like private wealth. When we 
consider that there has never been as large and as wealthy a genera-
tion in history as the US baby boomers, it helps to put the exclusive 
focus on the less significant Social Security system in perspective.

The wealth held by retirees is the main source of their retirement 
income. This is obvious. Nevertheless, the fact that a huge segment of 
the population is leaving the workforce to live on capital income has 
escaped the attention of commentators who bemoan the decline in 
the labor force participation rates and the related decline in the share 
of corporate income going to workers. As we described earlier, profit 
margins shifted higher starting in about 2001, when the first baby 
boomers began to turn 55 years old, the age when people start to leave 
the labor force. The share of employee compensation has naturally 
dropped off, and the share of profits has naturally risen with the baby 
boomers’ massive wealth accumulation, retirement, and consequent 
dependence on capital income.

In contrast, the mainstream interpretation of higher profit margins 
is that workers are falling behind, and income inequality is a grow-
ing threat to be worried about. The problem with this view is that it 
overlooks the fact that profits and interest paid (nonlabor income) are 
a source of income for retirees. Those not working must rely on either 
transfer payments from the government, like Social Security checks, or 
the profits and interest generated by their savings accumulated over 
a lifetime of work. Because of demographics, it is inevitable that an 
ever-growing share of GDP will be generated by capital rather than 
labor as more and more of the population ages and leaves the work-
force. Those who have not saved will keep working or depend on the 
government. For the rest, having saved allows them to collect interest 
on bonds and dividends on equities. As a result of the life cycle and 
decades of prosperity, wealth is highly concentrated at the top of the 
age pyramid. This is one of the main sources of perceived inequality in 
the distribution of wealth, but in this case it is a good thing. It allows 



Investing for Long-Term Change 209

the old to retire with dignity. After all, that is the main purpose of sav-
ing and wealth accumulation during one’s working years.

All this is the natural result of a self-organizing free economy. As 
fewer people work and more rely on capital income, the economy is 
naturally transitioning to more capital and less labor input. There is no 
top-down Wizard of Oz directing this transition. It happens spontane-
ously as market signals redirect the allocation of available resources 
toward relatively more capital and relatively less labor. It is the result 
of the self-organizing gestalt process that drives the economy.

Artificial intelligence

Artificial intelligence is playing an important role in enabling this 
trend as it progresses, and is able to do more and more tasks previ-
ously accomplished by workers. Since 2000, a number of occupations 
have seen total employment levels drop by 25 percent or more as a 
result, including typists, telephone operators, proofreaders, telemar-
keters, travel agents, bookkeepers, and office assistants. Although the 
activities that all of these jobs entail have grown dramatically, they 
can increasingly be done by intelligent machines rather than people.

This is part of a long-standing shift in the nature of jobs caused 
by technological change. A couple of centuries ago, most Americans 
worked on farms. Today, only about 2 percent do. Yet, that 2 percent 
produces much more food than ever before, enough to feed the other 
98 percent of the population and still make the United States the big-
gest exporter of agricultural products in the world.

Many of those earlier farmers left the farm to take factory jobs as 
the economy industrialized. By the 1940s, manufacturing accounted 
for about a third of all jobs. Since then, as in agriculture before it, that 
share has steadily declined to only about 10 percent. In both cases, 
technology made each worker more productive and reduced the need 
for such a large share of the workforce to produce the needed output.

In the postindustrial age, technology and artificial intelligence are 
progressing and taking over more and more jobs. This process of job 
destruction from technological progress has created angst ever since 
the Luddites in the early days of industrialization. Nevertheless, the 
pattern is always the same. Higher productivity raises incomes and 
creates the demand for new goods and services that are the basis for 
the new jobs. Since 2000, for example, the following occupations have 
grown by 25 percent or more: computer system managers, physical 
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therapists, software engineers, financial advisers and analysts, regis-
tered nurses, financial managers, physicians and surgeons, and law-
yers. Clearly, these high-growth professions reflect the trends in the 
economy and the population discussed here.

First, an aging population of retirees living off capital income 
requires more financial advisers, lawyers, and financial managers. It 
also requires more physical therapists, doctors, and nurses. The com-
puter system management and software engineers are the “farmers” of 
the twenty-first century as they create increasingly productive systems 
to satisfy more demand with less labor. These new jobs that are grow-
ing rapidly generally require more education and provide higher pay 
than the jobs that are being replaced by machines. That’s why college 
degrees are held by an ever-growing share of the employed.

Finally, as artificial intelligence takes on more and more of the 
responsibilities workers have had in the past, it serves the useful func-
tion of getting more done just when there are fewer young people 
coming into the labor market compared to the masses of long-living 
retirees. Rather than causing a problem, more technology is exactly 
what’s needed today to free up more people to enjoy a leisurely life. 
Fortunately, we don’t have to wait for central planners to meet demand 
and supply. “Mr. Market” already has, as the billions of data bits puls-
ing through the economy have organized a new gestalt that produces 
more GDP with less labor and more capital. You may not see it now, 
but it is happening and it will become increasingly apparent. Investors 
who adapt their strategies around these economic trends will survive. 
Those who don’t, or who fall prey to the negative narrative twisted to 
constantly find problems in the way the economy is self-organizing, 
eventually go the way of the dodo bird.

Saving myths

Another area in which the conventional wisdom paints a misleading 
and needlessly worrisome picture is the image of the United States as 
a profligate debtor nation. Persistent current account deficits, high 
fiscal deficits, low personal saving, and excessive debt owed to foreign-
ers are all part of the underlying view that the United States borrows 
too much and saves too little. This contributes to a view among some 
investors that it is just a matter of time until financial Armageddon, 
causing many to be fearful of investing as a result. In the meantime, 
the United States continues as the biggest, richest economy on the 
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planet, and investment returns continue to accumulate to those who 
have a deeper understanding of what’s going on.

As with the labor-market confusion, the conventional wisdom 
about saving reflects an absence of appreciation for the self- organizing 
nature of the US economy and its unique characteristics. People save 
according to their preferences for consuming now or later. They organ-
ize their finances accordingly. Similarly, businesses borrow and invest 
according to their assessment of the profitability of financing projects 
for future production. None of this gets discussed in the handwringing 
that projects the US economy as an overconsuming nation of dead-
beats. In this view, the pundits instead offer all kinds of “solutions” to 
force “better” saving behavior from the top down on the presumption 
that their fundamental premise—that there is a saving problem—is 
correct. It’s not. Just as the labor market takes care of itself over time, 
so does the savings rate.

The global savings glut

Just as globalization has reshaped the labor market, income inequality, 
the value of tangible assets, and most other markets, it has also changed 
the nature of saving and investment. In a free-floating dollar market 
with increasingly open world capital markets, saving and investment 
have taken on an increasingly global dimension. From less than $1 tril-
lion in 1980, US assets held abroad and US liabilities owed to non-US 
investors have exploded to more than $20 trillion (Exhibit 7.2). At the 
same time, the gap between these assets and liabilities has been grow-
ing and is now in the vicinity of roughly $5 trillion. That is, the United 
States has a negative net worth on its international balance sheet of 
several trillion dollars. Ever since the late 1980s, this increasing indebt-
edness has been a focus for worrywarts predicting an eventual collapse 
in the dollar.

Without globalized markets, saving and investment are constrained 
to balance within national borders. However, as markets open up for 
both trade and capital flows across borders, the balancing occurs on 
a global, rather than a national, basis. This has caused a new pattern 
of trade and investment flows to emerge over the past 30 years. The 
United States has been able to deploy its high-productivity, state-of-
the-art technology in direct investments all over the world. This com-
parative advantage garners it high returns especially in underdeveloped 
economies, where living standards have the most catching up to do.
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This outflow of investment combines with a chronic trade deficit 
to create a big financing gap that requires foreign investors to recycle 
dollars back into the United States. These flows, however, allow inves-
tors from all over the world to buy US assets, like Treasuries and real 
estate, that are especially attractive to residents of countries in which 
political and foreign exchange instability make it riskier to put all 
one’s eggs in a domestic asset basket.

Rapid growth in the developing world over the past 20 years has 
created a rising middle class with a vast pool of savings that didn’t 
exist when these people were still living in subsistence poverty. Not 
only have incomes risen fast but saving rates are also higher in emerg-
ing markets for various reasons. Government health care, education, 
and retirement benefits are generally much less comprehensive in poor 
countries, if they exist at all. Overall economic conditions are more 
variable and less predictable in the early stages of development, and 
credit availability is more limited. For a whole host of these and other 
reasons, emerging market economies tend to have higher saving rates.

Thus, as the mix of global GDP has shifted dramatically over the 
past 20 or so years, the global saving rate has risen, reflecting the 

Exhibit 7.2 Cross-Border Investing Explodes with Globalization
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higher saving rates in fast-growing emerging markets, like China, 
where export-led growth policies helped create a particularly massive 
accumulation of savings. Initially, developed economies absorbed this 
savings, with countries like the United States, the United Kingdom, 
Spain, and Ireland, for example, enjoying consumer housing booms 
financed by foreign capital inflows from this rising pool of emerging-
market savings. After the financial crisis, that dynamic ended, and 
countries like China are now struggling to deploy their huge savings 
pools domestically to maintain growth.

Without the extra demand from US and other developed-market 
consumers, the global savings glut is weighing more heavily on world 
growth and interest rates. Inflation is also being weighed down globally 
as a result. Nominal GDP at the global level is growing much more 
slowly, as inflation has generally come down to lower levels around the 
world, not just in the United States and other developed markets.

In a world with deficient demand growth because of excess savings, 
it’s trade-surplus countries like Germany—which now has the biggest 
surplus in the world—that are the problem. Yet, there is a tendency to 
“blame” deficit countries for consuming too much and to laud surplus 
countries as prudent savers. Because saving is regarded as virtuous and 
borrowing is not, the focus remains on the wrong issue and the source 
of the problem remains unaddressed. The problem is everybody can-
not run a surplus at the same time. On a global basis, trade has to 
balance. One country’s surplus is another country’s deficit. The pro-
growth cure is more domestic demand growth in the surplus econo-
mies, not excessive austerity in the deficit countries.

In the United States, the primary source of the net debt position is 
the cumulating current account deficits, which generally run at about 
3 percent of GDP each year. These persistent trade deficits began in the 
1980s. Back then, the US deficit was the flip side of large German and 
Japanese surpluses. Interestingly, however, the United States has been 
able to run persistent trade deficits during this time without suffer-
ing the supposed ill-effects that arise from a growing net debtor pos-
ition. The reasons for this suggest that the international debtor position 
of the United States is an advantage rather than the disadvantage that 
the conventional wisdom associates with persistent current account 
deficits. This is especially true in a world with a global savings glut.

The supposed problem with a continual US current account deficit 
and the associated buildup of liabilities owed to the rest of the world 
is the assumed drain on national income each year to service the debt 
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owed to foreigners. At some point this drain on national income is 
presumed to be a debilitating restraint on domestic consumption and 
economic growth. The problem with this view is that instead of a net 
income outflow to service the net debtor position, the United States 
enjoys a persistent net income inflow, with the yield on its roughly 
$23 trillion assets held abroad more than offsetting what it has to pay 
the holders of its roughly $28 trillion in liabilities. As can be seen in 
Exhibit 7.3, the United States takes in about $200 billion more on its 
assets than it pays out on its liabilities.

The reason for this apparent paradox is that the mix of US assets 
held abroad versus the mix of its obligations to the rest of the world 
works in its favor. US investors own more direct investments and equi-
ties in foreign markets than foreign investors own in the United States 
(roughly 50 percent versus 30 percent, respectively). On the other 
hand, foreigners hold about 70 percent of their US investments in 
Treasuries, other bonds, and bank deposits, compared with about a 
50 percent share of US investments in liquid and fixed-income non-US 
assets. The return on this riskier US-held asset mix is naturally higher 

Exhibit 7.3 The United States Is “Paid to Borrow” because the World Needs Its 
High-Quality Assets

U.S. Net Income on Its International Balance Sheet
(annualized)

0

50

100

150

200

250

300

1975 1980 1985 1990 1995 2000 2005 2010 2015

Billion $

Source: Bureau of Economic Analysis, Federal Reserve Board/Haver Analytics.

Data as of 2014 Q1.

 



Investing for Long-Term Change 215

than the lower-risk mix of assets that foreign investors hold in the 
United States. Basically, the United States provides safe haven assets to 
the rest of the world because of its longer history of political and cur-
rency stability compared to most of the rest of the world. Switzerland 
just isn’t big enough to satisfy this demand. With about a third of the 
world’s financial assets, the United States is the biggest global finan-
cial market for safe, high-quality assets.

Still, US Treasuries outstanding represent only 11 percent of global 
private financial wealth, which was estimated by the Boston Consulting 
Group at $152 trillion for 2013. Their share is about 10 percent if another 
$6.6 trillion estimated in sovereign wealth funds are also considered, 
and just 8 percent of the global private and public financial wealth if 
only the amount of publicly held Treasuries is used in the calculation.

In addition, as the world’s reserve currency used in most interna-
tional transactions, the dollar supply needs to grow in line with the 
global economy. A 3-percent current account deficit seems to be nec-
essary to increase the global dollar supply and prevent the greenback 
from constantly appreciating. When the US trade deficit gets too small 
and the dollar appreciates, problems start to emerge in other parts of 
the world.

For example, this was evident in the 1990s, when the US fiscal deficit 
evaporated and the US trade deficit was not providing enough green-
backs to the global economy. A succession of emerging-market cri-
ses, starting in Mexico and eventually enveloping Asia, was the result. 
The big Asian surpluses that accumulated from 2002 to 2007 were 
a response to that crisis, as countries like China pursued export-led 
growth to accumulate massive dollar foreign-exchange reserves and 
make it unlikely that such a currency crisis would happen again.

During that period of reserve accumulation, there was a growing 
surfeit of global savings as surplus countries such as China recycled 
their excess savings to countries like the United States, where lax 
housing finance practices encouraged excessive demand. As noted 
above, the evidence of an excess of global saving versus consump-
tion was reflected in a generally falling inflation trend and declining 
interest rates. The solution was to bolster domestic demand in surplus 
countries like China and rein in lax lending practices in places like 
the United States. That’s the pattern of the global recovery since the 
financial crisis. Unfortunately, because of its difficulties in forming a 
banking and fiscal union, Europe has been unable to rebalance favo-
rably for world growth. Deficit countries on the periphery have been 
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forced into depressions as Germany still pursues its record surpluses 
but now from outside of Europe.

In any event, the US net debtor position has sparked a lot of needless 
concern over the past 30 years based on preconceptions from another 
era, when chronic trade deficits were destabilizing in a less globalized, 
gold standard world. Those concerns have proven misplaced as the 
multitude of US investors investing abroad consistently generates bet-
ter returns than entities such as the US government borrowing from 
abroad have to pay.

That’s largely a function of the fact that the United States attracts 
foreign capital looking for less risk, and therefore lower returns. 
Treasuries are the premier example of this. The US investor has plenty 
of relatively safe investments at home. He seeks higher-risk, higher-
return investments all over the world, especially in emerging markets. 
In contrast, emerging-market investors come to the United States in 
search of lower risk, higher-quality investments than they can find at 
home. As noted above, publicly held Treasuries represent just about 
8 percent of global financial assets. Foreigners own $6 trillion of them 
(47 percent of publicly held Treasuries), which represents only about 
6 percent of the financial wealth overseas. However, a large chunk of 
$4 trillion of Treasuries is held in official accounts, leaving only $2 tril-
lion available for overseas private account holdings. This accounts for 
just about 2 percent of estimated overseas private financial wealth.

In sum, in the fixed-exchange-rate gold settlement era there was 
stronger pressure to balance trade on a country-by-country basis. This 
constrained flows of capital and goods compared to a world in which 
there are fewer limits on persistent trade deficits and capital is more 
free-flowing. This is especially true for the United States, which has 
the world’s largest financial markets and provides the world’s premier 
reserve currency. In essence, the United States functions as a shock 
absorber for the global balance of payments. By running a persistent 
trade deficit, the United States provides the global dollar supply that 
greases the wheels of international commerce.

In addition to the seigniorage benefits of providing the world’s 
reserve currency, it turns out the United States also benefits from a 
positive income flow that the rest of the world pays it to supply low-
yielding safe-haven assets. As global wealth grows, the downward pres-
sure on Treasury yields could become even more intense if US fiscal 
deficits aren’t sufficient to provide an adequate supply of Treasuries 
to an ever-hungry population of global investors, especially those in 
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increasingly unstable regions of the world. In fact, if global govern-
ance continues to deteriorate, the US safe haven will become increas-
ingly valuable to foreign investors, just as it is to the flood of would-be 
immigrants clamoring to get inside its gates.

Fiscal follies

While fiscal policy was applied with great success during the 2008–
2009 financial emergency, it has been losing its constructive role over 
recent years because of political polarization. Instead of the proactive 
macroeconomic policy tool described in textbooks, it has become 
more of a destabilizing afterthought to the intense partisanship that 
has enveloped Washington, DC.

Budget brinksmanship caused US government debt to lose its AAA 
rating for the first time in August 2011. In their downgrade statement,2 
Standard & Poor’s (S&P) said, “The downgrade reflects our view that the 
effectiveness, stability, and predictability of American policymaking 
and political institutions have weakened at a time of ongoing fiscal and 
economic challenges.” After that, recurrent showdowns undermined 
thoughtful macroeconomic application of fiscal policy. Increasingly, 
the markets regarded erratic fiscal policy as a risk to be weighed rather 
than a supportive instrument for economic progress. Similarly, at the 
state- and local level—which rivals the federal government in its GDP 
contribution—budget problems, often driven by politics, caused the 
recovery from the financial crisis to face unusually strong headwinds as 
contractionary fiscal policies weighed on the nascent expansion.

As we noted earlier, every business cycle is the same, except for 
what’s different. The recovery that began in June 2009 was different in 
several respects. Housing, which generally leads recoveries, was miss-
ing in action because of the debacle and collapse suffered in the prior 
expansion and subsequent recession. This was particularly hard on 
state- and local government finances, which are closely tied to the 
residential real estate cycle because of the property tax base and the 
ancillary business activity around local construction. The job losses 
associated with the housing depression weighed heavily on income 
tax revenues. Long story short, both federal and state- and local fiscal 
policies were a protracted drag on the expansion that began after the 
financial crisis rather than the helpful supports suggested in economic 

2 www.standardandpoors.com/ratings/articles/en/us/?assetID=1245316529563, 
August 5, 2011.
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theory. Private-sector real GDP averaged 3.1 percent annual growth in 
the first five years of the post-financial crisis expansion. Government 
GDP shrank at a 1.4 percent annual rate.

Premature austerity between 2011 and 2014 at the federal level was 
a direct result of the political battles, which generally resolved them-
selves by cutting spending and raising taxes, the worst combination for 
a budding recovery and a major reason why the expansion was slug-
gish on a number of fronts. On the plus side, however, this combina-
tion caused the deficit to come down much faster than the consensus 
expected, considerably relieving market angst about the sustainability 
of the US fiscal situation.

Going forward, the stalemate is likely to continue. The problem is 
that most of the budget is now committed to entitlement spending, 
with other government activities increasingly under the budget ax. 
With the senior share (age 65+) of the adult population projected to 
grow from about 25 percent in 2015 to about 37 percent in 2039, the 
key to fiscal stabilization is concentrated in making healthcare and 
other entitlement programs more efficient and sustainable. The politi-
cal polarization is focused around how to pay for this as an increas-
ing share of the population receives benefits and pays no income 
taxes, while the bulk of taxes is falling on a narrowing slice of the 
high-income population. This is shaping up to be one of the classic 
problems faced by populist democracies, in which the majority votes 
itself more and more benefits until the taxpayers funding them move 
their wealth and income elsewhere and there is no more to take from. 
This is already happening at the state level, where high tax states with 
unfunded public sector postretirement programs are losing popula-
tion to the faster-growing, low-tax states with sound finances.

How much is too much deficit?

While politics have become dysfunctional from a fiscal policy point of 
view, the stalemate brought the deficit down much faster than profes-
sional forecasters anticipated. From about 10 percent of GDP during 
the crisis, the deficit declined to about a fourth of that by the end of 
2014 and looks to remain manageable for the rest of the decade. After 
about 2025, entitlements will move it progressively higher according 
to Congressional Budget Office (CBO) projections, which need to be 
taken with a grain of salt, however, given all the moving parts and the 
lengthy time horizon. For example, negative surprises such as wars 
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could derail the sanguine outlook over the next decade. On the other 
hand, faster growth or a more enlightened fiscal and immigration pol-
icy would go a long way toward solving the future deficit problem.

In any case, the key to what’s sustainable in terms of government 
debt is the nominal GDP growth rate. Our presumption in this book 
has been that the US economy needs a nominal GDP growth trend of 
about 4 percent to sustain its underlying debt structure (both private 
and public) while growing at a real trend-like 2- to 3-percent annual 
pace. The Federal Reserve’s reflationary monetary policy appears to 
have restored that trend. In a 4-percent, or better, nominal growth 
environment, an economy can sustain deficits of that magnitude rela-
tive to nominal GDP on an indefinite basis (as the share of debt to 
GDP remains stable), particularly when interest rates are much lower 
than that 4 percent level. From that point of view, deficits don’t appear 
to be an issue until the middle of the next decade.

In addition to the domestic sustainability of US government debt, 
there is also the issue of how much US debt can be absorbed by finan-
cial markets. As we saw in the previous section, if anything, the greater 
risk seems to be an inadequately small supply of Treasuries compared 
to the rapidly growing level of global wealth and the role of the United 
States as the world’s financial safe haven despite its political dysfunc-
tion. It turns out that political dysfunction is relative, and that gov-
ernance is deteriorating faster and with more ill-effects in many other 
parts of the world than in the United States.

Because of the likely growing demand for US Treasuries as global 
wealth rises, it is more likely that the United States will reach its 
domestic capacity to service debt before the international demand 
becomes a constraint on issuance. As we saw earlier, Treasuries are 
still a small proportion of private-sector holdings internationally com-
pared to their role in the overall global financial market. As developed 
economies have reined in deficits since the financial crisis in response 
to debt-sustainability concerns, the supply of high-quality sovereign 
debt has grown more slowly, putting severe downward pressure on 
interest rates. Extraordinarily low US, Japanese and German govern-
ment debt interest rates reflect at least in part the imbalance between 
the supplies and the voracious demand for high-quality sovereign 
paper around the world.

As long as debt grows largely in line with nominal GDP, there is 
little danger of a US sovereign debt crisis. The problem that arises in 
countries like Greece, where a severe debt crisis erupted in 2011–2012, 
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is that investors begin to doubt the ability of the country to service its 
growing debt burden. Particularly important in the Greek case is that 
its debt is denominated in euros, which the Greek government cannot 
print. As the country’s debt grew to the point at which it was obvious 
it could not make good on it, cheap foreign credit vanished, inter-
est rates exploded way beyond its nominal GDP growth rate, and the 
economy collapsed in a depression. Punitive interest rates reflecting 
high probabilities of default make it difficult to keep rolling over gov-
ernment debt. This scenario is much less likely in the United States, 
not least because it can print its own currency to fund its debt. Still, 
if politicians ran deficits that required more money printing than 
the Federal Reserve deemed consistent with its inflation target, debt 
strains would emerge in the United States as well. If Congress took 
away the Fed’s independence and forced it to print money, inflation 
would substitute for outright default.

All in all, debt problems are much harder to deal with if there is no 
growth in the economy, as Europe has been learning since the finan-
cial crisis. The economic dynamism of the United States, its stronger 
demographics, and better management of monetary policy should 
keep nominal growth from collapsing as it has in countries struggling 
with excessive debt payments in weak economies.

Also, while the US government has not shown as much fiscal pru-
dence over the years as most would prefer, it has not been nearly as 
imprudent as critics believe, at least as far as debt accumulation to 
date. While painful in the short run, the fact that deficits were cut to 
more sustainable levels following large increases between 2008 and 
2010 has greatly improved the country’s fiscal outlook.

That said, from a longer-term perspective, the promise of substantial 
entitlements without explicit funding remains an important issue that 
must be addressed over the next decade in order to put US govern-
ment finances on a sound footing beyond 2025.

Personal saving rate much higher than the  
mainstream believes

Another saving myth that feeds the dim view of the US economy is the 
notion that the personal saving rate has declined to unhealthy levels, 
leaving households vulnerable for the future and incapable of higher 
spending. Given the disproportionate 70 percent share of consumer 
spending in the US economy, this worry often caused investors to 
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doubt return opportunities in risk assets that ultimately proved lucra-
tive. This misunderstanding is an artifact of the way the saving rate is 
computed for the national income and product accounts (NIPA). Over 
the years, and more exactly since 1982, the discrepancy between the 
NIPA definition of saving and the financial reality for consumers has 
grown wider (Exhibit 7.4), with the NIPA measure increasingly under-
estimating the actual saving rate.

It turns out that a growing share of taxed income since 1982 is not 
part of personal income as measured in NIPA accounts. This includes 
certain taxable pensions, some contributions to social insurance pro-
grams, some small business income, and other miscellaneous income 
categories. Another large and growing chunk of income excluded from 
the NIPA measure of personal income is capital gains on the sale of 
assets. The problem is not that capital gains are not considered income 
but rather that, like the other excluded forms of income, they are part 
of the adjusted gross income that the Internal Revenue Service (IRS) 
taxes. In other words, to compute disposable income and the saving 
rate, NIPA accounting subtracts taxes paid on capital gains from the 
current income (such as salary) even though it doesn’t include capital 

Exhibit 7.4 Reported Saving Measure Shows Worrisome Decline. However, 
Accounting for Excluded but Taxed Income Shows Remarkable Stability
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gains in its measure of income. This accounting mismatch causes the 
personal saving rate to be massively and increasingly understated.

As seen in Exhibit 7.4, if we add back the income excluded from 
the official NIPA saving rate, the alternative resultant saving measure 
shows a relatively flat or slightly rising trend since the 1960s, fluctuat-
ing around 15 percent in recent years, in stark contrast to the NIPA 
measure, which trended down from its 8 to 10 percent range in the 
early 1980s to between about 2 percent and 5 percent in recent years.

The depressed NIPA measure is the “saving rate” that generates all the 
judgmental media commentary about the US household saving situ-
ation. In years when it was close to zero, bleak pictures were painted 
of profligate US consumers who needed to save more and spend less. 
As noted above, this perceived inadequacy has cast persistent doubt 
about the health of the US economy and the investment outlook.

However, based on more consistent accounting of taxable income 
and taxes paid, the alternative measure discussed here shows that 
households seem to be saving at a fairly steady rate of about 15 per-
cent on average. This refutes the consumer saving crisis narrative, and 
is more consistent with the strongly positive trend in household net 
worth and consumer spending, cyclical hiccups notwithstanding. This 
is one of many examples of how superficial analysis results in mislead-
ing conclusions in the public discourse.

To avoid an expanded accounting discussion of the various excluded 
forms of income, we will focus on a capital gains example to illustrate 
the point. Suppose Sally earns a salary of a $100,000. In addition, she has 
a nice gain in her stock portfolio and decides to take a $30,000 capital 
gain. For simplicity, let’s assume her tax rate is the same on her salary 
income and her capital gains, say 20 percent. Finally, let’s assume that 
she likes to save 30 percent of her after-tax income. Exhibit 7.5 shows 
the difference between NIPA and cash flow accounting from Sally’s point 
of view. She saved $31,200 after paying $26,000 to the IRS and spending 
$72,800. That’s a 30-percent saving rate on her after-tax income.

Because NIPA accounting only counts the personal income earned 
in the production of goods and services counted in GDP, it does not 
recognize capital gains as income. However, NIPA subtracts the taxes 
paid on capital gains from the current income earned in the produc-
tion of GDP to calculate disposable income and the saving rate. After 
subtracting her spending, Sally now shows a mere $1,200 in saving, 
or less than 2 percent of her NIPA measure of disposable income. Sally 
feels good she saved so much. The pundits, however, see the paltry less 
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than 2-percent reported saving rate and pontificate about her saving 
problem.

Thus, as Exhibit 7.4 shows, saving behavior has been much stead-
ier and stronger than the official measure suggests. As noted above, 
in addition to capital gains, several other sources of taxable income 
excluded from NIPA personal income have been growing as a share of 
taxable income so that the resultant official NIPA measure of dispos-
able income has been shrinking, increasingly depressing the reported 
saving rate. People spend some of this “phantom income” that NIPA 
accounts exclude to pay taxes on it. As the example shows and as 
Exhibit 7.5 makes clear, the reported saving rate is not an indication 
of what most people consider saving. The more consistent measure 
shows a much healthier consumer saving situation. But, of course, 
good news does not sell.

The paradox of inequality

Another area in which the dominant narrative paints a misleading 
picture by focusing on a circumscribed nationalistic perspective rather 
than a global perspective is the subject of income and wealth inequal-
ity. The fact that income inequality has risen in the rich world over 
the past 20 or 30 years is the launch pad for a host of proposed top-
down solutions usually overseen by the government to correct a per-
ceived problem. Often, however, the proposals are far more likely to 
damage the economy than help it. For example, in his book, Capital 
in the Twenty-First Century, Thomas Piketty calls for an 80-percent tax 
on incomes over $250,000 and a 2-percent annual tax on net worth 
to slow the growth of wealth inequality. In contrast, the eminent 

Exhibit 7.5 Two Ways to Calculate Sally’s Saving Rate

NIPA Accounting Cash Flow Accounting

(+) Wages & Salary $100,000 $100,000

(+) Capital Gains $30,000 $30,000

(–) Tax $26,000 $26,000

(=) Disposable Income $74,000 $104,000

(–) Outlays $72,800 $72,800

(=) Personal Saving $1,200 $31,200

Saving Rate (%)=Saving/
Disposable Income

2% 30%
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economist Angus Deaton lays out a more optimistic vision despite, 
or even because, of inequality in his book, The Great Escape: Health, 
Wealth, and the Origin of Inequality. Essentially, the book describes 
many dimensions of improvement in most people’s lives today com-
pared to the past. According to Deaton, “people know that their lives 
are better and they will tell you as much.”3

As we have pointed out several times in this book, more people are 
escaping subsistence poverty than at any other time in history as the 
poor developing economies aspire to meet the much higher living 
standards in the developed world, and as technology and globalization 
make it increasingly possible. For example, according to Hal Varian, 
the chief economist for Google: “one easy way to forecast the future 
is to predict that what rich people have now, middle class people will 
have in five years, and poor people will have in ten years. It worked 
for radio, T.V., dishwashers, mobile phones, flat screen T.V., and many 
other pieces of technology.”4

So despite inequality, things are rapidly getting better for more peo-
ple than ever. What accounts for this big disconnect between rapidly 
improving living standards around the world and the bleak prognosis 
offered by the inequality fixation? There are two basic aspects to the 
issue. First, what is really happening with inequality? Second, what 
are its consequences and do they warrant radical policy measures?

It turns out that from a global perspective, the evidence suggests that 
inequality is not rising but rather diminishing because of faster growth 
in the poorer developing economies, especially in Asia. If incomes are 
growing faster in poorer countries than richer countries, there is a 
catching-up taking place that is likely to continue to help converge 
living standards across countries over time. That is what globaliza-
tion does. Contrary to the prevailing opinion, it is a strong force that 
reduces inequality. While this should be obvious, it has been ignored. 
Again, good news is hard to sell.

This fact has been verified in research by Christoph Lakner, a con-
sultant at the World Bank, and Branko Milanovic, senior scholar at the 
Luxembourg Income Study Center. They find that while income inequal-
ity has become more severe at the national level for most countries, it has 
been falling for the world as a whole for the past 20 years because devel-
oping economies have experienced more consistent economic growth.

3 The Great Escape, March/April 2014 CATO Policy Report.
4 Hal R. Varian, “Beyond Big Data,” Business Economics, Volume 49(1), January 2014, 

pp. 27–31.
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We call this result the “paradox of inequality” as global inequal-
ity can fall even if inequality rises in each individual country. That’s 
because faster income growth at the lowest levels lifting people out 
of subsistence poverty in poor countries is a more powerful force for 
reducing inequality than the income shifts in richer countries.

Indeed, if we just look inside one country, like the United States, we 
see rising inequality. As we’ve already discussed, this is a reflection of 
the more intense labor market competition in a global market versus 
a protected national one. Globalization and accelerating technologi-
cal change divide the relative labor market worth of the US popula-
tion more acutely. The top benefits, while the bottom gets hurt. Even 
in China, inequality has risen during the past 20 years of declining 
global inequality. The rapid growth and urbanization of the coastal 
regions during the export-led boom raised incomes faster than in 
the interior regions. While inequality is a growing concern in China, 
the country made a major contribution to reducing world inequal-
ity simply because many of its people left rural subsistence poverty 
for much higher incomes in factories as economic policy encouraged 
rapid industrialization. Its upper-income echelons did even better. 
China already has more billionaires and millionaires than any country 
except the United States. Better infrastructure and measures to stimu-
late services and small business in general, rather than just large gov-
ernment-sponsored enterprises, would go a long way toward raising 
incomes at the lower end of the distribution at a faster rate, narrowing 
inequality to a greater extent. In fact, the second aspect of inequality 
refers to what are the consequences and what policy measures would 
help address the negative effects of rising inequality.

First, as the Deaton book makes clear, inequality has not stopped 
human progress. To the contrary, more people’s lives are improving 
at a faster pace. As the Varian statement about the “toys of the rich” 
becoming the “toys of the poor” within a decade illustrates, accel-
erating technological change is making this happen faster than ever 
before. Second, rather than government solutions to reduce inequal-
ity, what we increasingly see is government dysfunction keeping the 
poor from advancing even faster, and thus contributing to growing, 
rather than declining, inequality within national borders. Private cap-
ital is bringing “the toys of the rich” to the poor because it is profitable 
to do so. Also, because of the rapid acceleration in technology, the gap 
between the efficiency of corporate activity and the inefficiency of 
government activity is getting wider. Companies that cannot adapt, 
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fail, and as a result, global corporations have shown an amazing resil-
ience that governments can only dream of.

The various debacles in US government programs in recent years, 
including the implementation of the Affordable Care Act, the admin-
istration of Veteran Hospitals and the IRS administration problems, 
highlight the difference between a well-functioning corporate sector 
and the malfunctioning government sector. The incentives system 
works in markets much better than in politics and government, where 
the incentives are often quite perverse. What’s more, experience both 
here and abroad shows that the bigger the government, the harder it 
becomes to manage and the more dysfunctional and counterproduc-
tive it becomes. The private sector on the other hand, has the incen-
tive to be as lean, productive, and successful as it can be in delivering 
the goods to rich and poor alike, creating wealth at an unprecedented 
pace in the process.

As that wealth creates billionaires, those billionaires are increas-
ingly funding NGOs and foundations to solve the world’s problems. 
Donations from all income groups are increasingly directed to address 
issues that people care about but that governments have neglected 
despite ambitious promises and great expectations. This work is done 
on a voluntary basis, according to what people see as major problems. 
It does not require a heavy coercive hand from the state, and because 
it bypasses slow-moving bureaucracies, it often achieves results faster 
and more cheaply. Ideally, this model will become an increasing source 
of support to address the problems of the day. It has the added advan-
tage that it can easily move on to the next problem after solving the 
first one, eliminating the difficulty that governments have with end-
ing bureaucratic structures after a job is done.

As capital takes an increasing share of income because of the demo-
graphic and technological forces we described earlier, it is critical that 
more people own capital to augment the diminishing labor share of 
income. One approach advocated by the Piketty book is forced gov-
ernment redistribution from the rich to the poor. Government-run 
pension systems set up on a pay-as-you-go basis, like social security, 
and run according to prevailing political winds are defended by those 
who resist changing the status quo.

An alternative approach would facilitate mass ownership of capital 
to tie the rising returns to capital directly to a widespread ownership 
base. That essentially is what 401K saving for retirement allows: mil-
lions of people with direct ownership of all the US corporations. That 
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is also what more actuarially sound public pension funds in countries 
like Chile and Norway do. Bypassing politics and letting people or pub-
lic funds invest directly to take advantage of the rising share of income 
going to capital addresses the issue of rising profits and reduced labor 
share of income. Unfortunately, the idea of privatizing Social Security 
has been politically taboo based on scare tactics that point to the big 
one-off crashes in stock prices to obscure the fact that equities con-
sistently provide high-single-digit returns over long stretches of time. 
That would be a sensible solution to improving government finances, 
while letting the masses share in the rising share of capital income. 
It’s ironic that the Left is the main opponent of policy that incentiv-
izes mass ownership of capital. After all, equalizing mass ownership of 
property and capital has presumably been its ultimate objective.

Exhibit 7.6 summarizes some of the long-term themes that fly in the 
face of the conventional wisdom. Strategic asset allocation can benefit 
from recognizing the positive and avoiding the negative implications 
of these trends, as well as from seeing through the misleading narra-
tives that, more often than not, prove detrimental to one’s financial 
well-being.

Exhibit 7.6 Ten Key Long-Term Investment Insights

(1)  Lower real and nominal interest rates, more in line with 1950s and early 
1960s levels (Chapter 3 and 4)

(2)  Higher profit margins than during the 1965–2005 period (Chapter 4 and 5) due 
to:

• Lower inflation and interest rates

• Aging population dependent on asset returns rather than labor income

• Increased automation and machine intelligence

(3) Lower credit spreads more in line with the 1950s and early 1960s (Chapter 4)

(4)  Higher PEs from lower risk-free real rate and lower equity risk premium 
(Chapter 4 and 5)

(5) Higher share of dividends in total return (Chapter 5)

(6) Dividends back above or closer to the Treasury yield (Chapter 5)

(7)  Unprecedented wealth accumulation, demographics and high incomes 
reduce labor-force participation rate (Chapter 6 and 7)

• Leisure rises in relative value

• Environmental protection rises in relative value

• Extended childhood and education rise in relative value

• Booming high-end and aspirational markets

Continued
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(8)  Income inequality falls at global level while rising nationally (the paradox of 
inequality, Chapter 7).

• A rising emerging market (EM) middle class

• A slower growing developed-market middle class

• Life getting better for rich and poor

(9) Globalization rebalances national imbalances (Chapter 7).

•  Aging developed markets (DMs) provide capital to younger emerging 
markets (EMs)

• Capital-income funds retirement for aging DMs

•  Rich-world investment helps raise productivity and labor income for rising 
EM middle class

• Immigration helps demographic rebalancing

(10) U.S. provides model for globalized economy

• Resilient market economy

• Provides world’s primary reserve currency

• Main safe haven for global investors

• Most diverse population of major economies

• Diasporas from most cultures provide testing ground for global brands

•  Diversity of people living peacefully under one governance structure and 
rule of law

• Melting pot assimilates cultures much as globalization does

Exhibit 7.6 Continued
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8
Lessons Learned from the  
Financial Crisis

The financial crisis of late 2008 and early 2009 was easily the worst 
systemic economic event that the United States has experienced since 
the early 1930s. The extraordinary measures taken to prevent it from 
becoming another Great Depression were largely successful. Many 
observers have disputed this on the basis that the claim that aggressive 
monetary and fiscal measures stopped something much worse relies 
on a counterfactual argument that can never be proven. It is certainly 
possible that a less aggressive intervention might have prevented the 
disaster many feared. It is less plausible to assert that a completely 
hands-off response that allowed the panic to subside on its own would 
have rendered a better outcome. It’s the difference between putting 
out a house fire and letting the neighborhood burn down. Anyone 
who understands what happened in the early 1930s could clearly see 
that.

The roots of the crisis were many and deep. The Financial Crisis 
Inquiry Commission established by Congress to investigate the causes 
of the crisis focused on the more immediate sources of instability that 
generally involved all the players in the economy: the private finan-
cial sector that sliced, diced, and bundled the mortgage loans; regu-
lators, who were seen as too lax, public housing policies; politicians 
who pressured regulators; ratings agencies; and, of course, individuals 
who borrowed irresponsibly to purchase homes at inflated prices with-
out any prospects of paying back the loans. In essence, everyone was 
counting on home prices “that only rise and never fall.”

The role of housing and housing finance was, however, the clearly 
dominant factor that was different in the business expansion that 
began late in 2001. Its size and scope drove the expansion. Yet, it did 

  

 



230 Applied Financial Macroeconomics and Investment Strategy

not rise out of the ashes of the 2001 recession or the 1992–2001 busi-
ness cycle. Its roots were deeper. Indeed, in some crucial respects, The 
Great Financial Crisis was the culmination of a long-term trend toward 
progressively higher leverage in the US economy that arose out of the 
ashes of the Great Depression, exacerbated after 1992 by increasingly 
aggressive government policies that encouraged home buying based 
on ever-declining lending standards coupled with a widespread per-
ception that home prices never really go down.

Secular roots of the crisis

After the Great Depression and World War II, Americans were very 
underleveraged. The debt-deflation process of a severe balance sheet 
recession had left them scarred and averse to the use of debt. Too 
many people knew someone who had been ruined in the 1930s by the 
plunge in asset prices and the drop in product prices and wages that 
made debts bigger and bigger in real terms, causing bankruptcies and 
widespread unemployment. Debt was a dirty word.

This all began to change after World War II when the soldiers came 
home to resume their peacetime roles. Home buying was encouraged 
under the GI Bill home loan program established in 1944 near the end 
of the war. Over the next 60 years, the government adopted a number 
of other programs and tax measures that were aimed at encouraging 
homeownership. Up until 1950, just under half of Americans owned 
a home. At the peak of the housing bubble, the homeownership rate 
peaked just shy of 70 percent. After the crisis, it was back to about 
65 percent, which was about where it was when the long housing 
expansion had started in 1994 with especially aggressive public policy 
focused on expanding home ownership for low-income families.

In the 1950s, fear of debt began to subside. In each successive business 
cycle until the 2008 financial crisis, households went into the next expan-
sion with more leverage than they had at the start of the prior expansion 
(Exhibit 8.1). In the early 1950s, Americans owed about 8 cents for every 
dollar of their net worth. By 2007, this had more than tripled to about 
25 cents. Household debt rose from about 30 percent of gross domestic 
product (GDP) to over 90 percent during this period. The vast majority of 
this debt was mortgage debt secured by a principal residence.

Naturally, this could not have happened without an ever-increasing 
supply of credit provided by a financial sector that itself was progres-
sively more leveraged. In fact, while leverage in the nonfinancial sector 

  



Lessons Learned from the Financial Crisis 231

generally tripled over the postwar period, it rose by a factor of more than 
ten in the financial sector, from less than 10 percent of GDP to over 
100 percent of GDP (Exhibit 8.2). The financial sector’s share of all debt 
outstanding rose from about 5 percent to just over 30 percent by 2008.

One reason the nonfinancial corporate sector weathered the finan-
cial crisis better than households, small businesses, financial firms, 
and governments was its lesser dependence on real estate, including 
relatively little real estate debt. The junk bond boom in the 1980s 
spurred a secular peak in nonfinancial corporate leverage that was cor-
rected in the 1990s. As a result, most of these companies went into the 
2008 crisis without excessive levels of debt on their balance sheets as 
well as with high cash balances. The recovery from the crisis was espe-
cially strong, in relative terms, for nonfinancial corporate America, 
and its earnings and equities enjoyed one of their best recoveries in 
history. This sharp contrast in performance with the highly leveraged 
sectors vulnerable to residential real estate prices further illustrates the 

Exhibit 8.1 Household Leverage Rose through Every Business Cycle until the 
Financial Crisis
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special role that housing and housing finance excesses played in the 
financial crisis and recession of 2008–2009.

During the 60-year period of progressively rising leverage in the 
household and financial sectors there was an ongoing erosion of 
credit standards. Twenty-year mortgages became thirty-year mort-
gages. Down payments fell from 20 percent to 10 percent to 5 percent 
and eventually to “nothing down.” Car loan maturities extended from 
three years to five years. Income verification standards were dropped 
as various forms of “nontraditional” mortgages (NTMs) proliferated. 
These were long-run changes that made it possible for households 
to keep leveraging to ever higher levels and helped raise the home-
ownership rate from less than 50 percent in 1950 to about 64 percent 
between 1980 and 1992. Then, a series of aggressive government ini-
tiatives went into effect with the purpose of putting home ownership 
within reach of low- and middle-income families.

Exhibit 8.2 Financial Sector Debt Outstanding Rose More than Ten Times Faster 
than GDP in the Six Decades to the Financial Crisis
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The dissenting minority of the Financial Crisis Inquiry Commission 
characterized the shift in mortgage underwriting standards that began 
in the early 1990s in the following way: “Initiated by Congress in 
1992 and pressed by HUD in both the Clinton and George W. Bush 
Administrations, the U.S. government’s housing policy sought to 
increase home ownership in the United States through an intensive 
effort to reduce mortgage underwriting standards. In pursuit of this 
policy, HUD used (i) the affordable housing requirements imposed by 
Congress in 1992 on the government-sponsored enterprises (GSEs) 
Fannie Mae and Freddie Mac, (ii) its control over the policies of the 
Federal Housing Administration (FHA), and (iii) a “Best Practices 
Initiative” for subprime lenders and mortgage banks, to encourage 
greater subprime and other high risk mortgage lending.” 1 A key sec-
tion of the dissenting view is focused on HUD’s key role in the growth 
of subprime and other high-risk mortgage lending.

The dissenting view from the Commission’s minority focuses on 
the role of these government policies in increasing home ownership 
rates through relaxing mortgage standards. The majority view mini-
mizes the role of government policies and instead puts more blame 
on regulators, like the Fed, and private financial institutions. There 
can be little doubt that there was plenty of blame to go around. The 
Commission’s inquiry makes that clear. Also, it is hard to dispute the 
fact that, as both views carefully document, “nontraditional” mort-
gages played a big role in the housing debacle.

It’s also clear that a lack of transparency about the holdings of sub-
prime and other NTMs at various institutions, especially at Fannie 
Mae and Freddy Mac, was an important factor that made accurate risk 
assessments next to impossible before the crisis exploded. About half 
of the roughly $10 trillion in residential mortgages outstanding during 
the housing boom was held by these two privately owned institutions 
whose debt was owned all over the world under the long-held assump-
tion that it would be backed by the US government, as it ultimately 
was. This incredible conflict of interest, whereby a private enterprise 
was for decades implicitly backed by taxpayers, had been constantly 
challenged by regulators and even presidents to no avail. Fannie and 
Freddie were the two biggest financial contributors to congressional 
political campaigns during the housing boom years, and as a result 

1 Financial Crisis Inquiry Commission, The Financial Crisis Inquiry Report, Dissenting 
Statement, p. 444. www.gpo.gov/fdsys/pkg/GPO-FCIC/pdf/GPO-FCIC.pdf.
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remained impervious to the badly needed reforms to address the con-
flict of interest and massive moral hazard created by these privatized 
institutions with implicit taxpayer backing. Every president since 
Ronald Reagan had been pushed back by Congress when attempt-
ing to address this issue. The “crony capitalism” implicit in this mas-
sive conflict of interest was largely overlooked by the Financial Crisis 
Inquiry Commission, which after all, was appointed by Congress.

Former Treasury Secretary Timothy Geithner, for example, says the 
following about this issue in his comprehensive account of the finan-
cial crisis and its aftermath: “For example, during the Clinton years, 
they (Rubin, Summers, and Greenspan) all pushed for stricter regula-
tion of the mortgage giants Fannie Mae and Freddie Mac, the govern-
ment-sponsored enterprises (GSEs) that were exploiting their implicit 
federal backstop to load up on low-priced leverage. Fannie and Freddie 
had immense bipartisan influence in Congress, so reform didn’t hap-
pen, but it should have.”2

What’s more, as we have already mentioned, the GSEs were much 
more leveraged than the most leveraged investment banks when the 
crisis hit. Sovereign purchasers, like the Chinese government, had 
bought billions of dollars of GSE paper, assuming that the Federal gov-
ernment was backing it. This was arguably the biggest single source of 
moral hazard in the financial system, allowing the poorly underwrit-
ten credit in NTMs to reach the scale that it did. Ultimately, the mar-
kets, ratings agencies, and mortgage originators did not worry about 
defaults because the credit risk could easily be put on GSE balance 
sheets where it essentially became a US government liability.

According to the dissenting report quoted above, “The fact that the 
credit risk of two-thirds of all NTMs in the financial system was held 
by the government or entities acting under government control dem-
onstrates the central role of the government’s policies in the develop-
ment of the 1997–2007 housing bubble, the mortgage meltdown that 
occurred when the bubble deflated, and the financial crisis and reces-
sion that ensued.”3

The heavy exposure of the GSEs to subprime credit was only revealed 
in retrospect because of the narrow and misleading definition of “sub-
prime” that they used in accounting statements prior to the crisis. 

2 Timothy F. Geithner, Stress Test, Reflections on the Financial Crisis (Random House, 
2014) p. 85.

3 Financial Crisis Inquiry Commission, The Financial Crisis Inquiry Report, Dissenting 
Statement p. 456, www.gpo.gov/fdsys/pkg/GPO-FCIC/pdf/GPO-FCIC.pdf.
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Only when they went into conservatorship in September 2008 was 
the full extent of their exposure revealed. Treasury Secretary Henry 
Paulson said the following when the government took them over: “I 
attribute the need for today’s action primarily to the inherent conflict 
and flawed business model embedded in the GSE structure, and to the 
ongoing housing correction.”4

It’s understandable that the (Democratic) majority report of the 
Financial Crisis Inquiry Commission put the blame outside of govern-
ment policies. It’s also not surprising that the dissenters (Republicans) 
emphasized the role of government housing policy and implicitly the 
“crony capitalism” that made possible such an egregious deterioration 
in credit standards, abuse of government power, and misallocation of 
financial resources. Their debate, however, mainly boils down to who 
gets the most blame. There is little doubt that the systemic crisis was 
the result of a systematic, across-the-board breakdown in standards, 
through all segments of society.

Although it’s clear that poorly underwritten credit on housing col-
lateral was the primary cause of the bubble and its bursting, many 
critics blame the Fed’s low interest-rate policy for the housing debacle. 
However, as we explained in our discussion of the basis for monetary 
policy, that policy was appropriate for meeting the Fed’s inflation man-
date. Poor credit standards had nothing to do with low interest rates. 
They were the culmination of a 60-year period of loosening credit 
standards that had its last gasp when the government sought to regu-
late and incentivize a massive unsustainable flood of subprime credit. 
It’s not a coincidence that the crisis occurred in the financial sector, 
which is the most regulated part of the US economy. That regulatory 
control made it ripe for political interference, which unfortunately had 
a chilling effect on the dedicated civil servants charged with enforcing 
the safety and soundness of the financial system, as the statements 
quoted above from Treasury Secretaries Paulson and Geithner suggest. 
When a “party” like the housing bubble “party” between 2004 and 
2007, or the technology stock bubble “party” in the late 1990s is going 
strong, the human, and therefore political tendency, is to sit back and 
“enjoy the ride.” It’s hard to stop it before it self-destructs, as the regu-
lators who were pushed back when they attempted to rein in “Fanny” 
and “Freddie” found out.

4 US Department of the Treasury, Statement by Secretary Henry M. Paulson, Jr. on Treasury 
and Federal Housing Finance Agency Action to Protect Financial Markets and Taxpayers, 
September 7, 2008, www.treasury.gov/press-center/press-releases/Pages/hp1129.aspx.
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House of Debt

In their book House of Debt, Atif Mian and Amir Sufi, professors at 
Princeton University and the University of Chicago, respectively, 
document the concentration of new mortgage credit growth in low-
income zip codes across the country during the housing bubble. They 
also summarize the research, showing much higher monetization 
rates of home equity by more highly leveraged, low-income borrow-
ers as home prices soared during the last years of the boom, turning 
homes into ATM machines.

This newfound money paid for new cars, recreational vehicles, 
vacations, and extensive home improvements among other things. 
Research has also found the most extreme mortgage credit growth in 
cities with more inelastic housing supply, that is, where housing sup-
ply is constrained by geographic constraints that reduce the available 
land for new building. San Francisco or New York City would be “ine-
lastic” cities, while Indianapolis or Dallas would be examples of more 
“elastic” cities in which available land would be less of a constraint 
on new building. Comparing high and low credit score borrowers in 
“elastic” and “inelastic” markets, studies find that the highest mort-
gage credit growth occurred in “inelastic” cities by low credit score bor-
rowers. In “inelastic” cities, home prices in low-income zip codes rose 
100 percent between 2002 and 2006, twice as much as home prices in 
high-income zip codes, as easy credit to low-income borrowers caused 
housing inflation on a grand scale.

House price growth was much more muted, as one would expect, 
in “elastic” cities, and the differential between house price increases 
in low-income and high-income zip codes was much narrower 
than in “inelastic” cities. Nevertheless, the growth of credit was 
highest in low-income zip codes in both kinds of cities, just much 
higher in “inelastic” cities, in which bigger price gains provided more 
borrowing potential. The authors focus on the higher leverage and 
heightened vulnerability of low-income borrowers as an explanation 
for the sharp fall in consumer demand during the crisis. The reliance 
on home equity credit to buy cars and other big-ticket items came to 
an abrupt standstill.

Ultimately, Mian and Sufi make a case for mortgage mitigation as a 
superior approach to bank bailouts in addressing such a crisis because 
it is a much more targeted approach for dealing with the underly-
ing problem, which was a collapse in demand as an unprecedented 
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number of low-income borrowers went upside down on their mort-
gages. While more aggressive mortgage relief would have helped, 
efforts toward this goal were severely hampered by the complicated 
way in which securitization sliced and diced mortgages. Identifying 
the borrower was straightforward. Tracing and identifying the end 
lender through a chain of intermediation was not, as legal issues rose 
exponentially with the number of parties involved. Unfortunately, 
mortgage relief efforts never got much traction because of this com-
plication. As a result, a large swath of borrowers got stuck with high 
underwater mortgages that either required foreclosures, short selling, 
or a resurgence in home prices to cover debts and selling fees.

House of Debt refers to a plethora of research that clearly documents 
the role of mortgage lending to lower-income borrowers as the over-
whelming source of the mortgage growth leading up to the crisis. As 
Exhibit 8.1 illustrates, this turned out to be the last gasp of the 60-year 
trend of rising leverage and deteriorating credit standards. How much 
of the blame for this final push toward excessive leverage goes to gov-
ernment-mandated polices that encouraged such lending practices 
and put regulatory pressure for lending to low-income neighborhoods 
because of the Community Reinvestment Act (CRA) and other gov-
ernment mandates will remain a highly politicized debate. The fact 
that poorly underwritten lending in low-income zip codes ultimately 
caused the bubble and its bursting cannot be disputed.

In any case, by 2014, the home ownership rate was back where it 
had started before the housing bubble, and lenders had a new mantra: 
if you want a loan, you have to show you can pay it back. This basic 
lending principle was forgotten in the thicket of increasingly sophis-
ticated financial engineering and well-intended government policies, 
with disastrous consequences for the economy, financial institutions, 
and government finances. Once again, people were forced to accept 
that there are no shortcuts to prosperity.

Prescription for disaster: rising leverage and falling  
nominal GDP growth

While rising leverage increases risk and eventually creates a crisis 
when it goes too far, the macroeconomic backdrop can influence what 
those limits to leverage are. As we saw with the difference between 
the European and US responses to the crisis, pro-growth policies make 
deleveraging much less painful by supporting stronger cash flows 
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throughout the economy to more easily service debt. Reflating US 
nominal GDP growth back above 4 percent created a more sustainable 
recovery by reducing the deleveraging headwinds from the financial 
crisis. Nominal GDP growth governs the growth of cash flows through 
the economy. Wage and salary growth is constrained by nominal GDP. 
In the early 1980s, when inflation was over 10 percent, wages and 
salaries grew commensurately. Such high growth cannot happen to 
personal income when inflation and nominal GDP growth are close to 
zero. Household income growth came down from double-digit levels 
in the early 1980s to barely positive by the financial crisis. This meant 
that the growth in income to pay back debt, for example, mortgage 
debt, increasingly fell short of the levels necessary until a default crisis 
eventually ensued.

Similarly, for the business sector, falling nominal GDP growth 
governs sales growth. During the early 1980s, sales growth was still 
positive during the recession because of high inflation. As inflation 
and nominal GDP growth trended lower over the past 30 years, sales 
growth slowed in line with wages, salaries, and personal income. Low 
inflation means low nominal sales growth, which is one reason why 
pessimism about business conditions has been so pervasive. Businesses 
look at nominal cash flow or sales growth as an important metric of 
performance. When sales were growing 10 percent in the early 1980s, 
it seemed better than when sales were growing just 2 percent in 2009. 
Real sales, or volumes, were weak in both cases, but money illusion 
helped mask the weak conditions when inflation was high. Revenues 
have to be considered against costs, and costs were basically eating 
the revenue gains in the high-inflation environment. For example, 
labor costs were also growing at double-digit rates in the early 1980s. 
While everybody felt better with double-digit gains in revenues and 
incomes, it was largely an illusion of revenues, incomes, and costs 
being elevated by high inflation.

In a low-inflation environment, people feel like the economy is 
worse because revenues and incomes are growing just 4 percent, for 
example, when inflation is averaging around 2 percent. Real growth, 
however, is still near potential around 2 percent and 3 percent, allow-
ing for the unemployment rate to average around its so-called “nat-
ural rate.” Job growth can be “normal” in both environments.

The long period of household debt growth that was much faster 
than nominal GDP growth after 1980 meant the cash flows to ser-
vice debt (household incomes, tax revenues, corporate cash flows) 
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were generally declining relative to the amount of debt. The lower 
interest rates that accompanied the disinflation trend helped resolve 
this strain for a while. Eventually, however, interest rates hit rock bot-
tom, and the strains required reducing principal as well as the interest 
component of debt service. One way to reduce debt service is default. 
Mortgage default has accounted for the preponderance of debt reduc-
tion since the crisis, especially within the segment of lower-income 
households that became most overextended during the surge in 
NTMs. Loan growth has moderated as well, and is now more in line 
with nominal GDP.

Just as a 2-percent inflation target seems to be an “appropriate” goal 
for monetary policy, a 4-percent minimum goal for nominal GDP 
seems to be about right for the economy to realize its potential. With 
real growth of 2 percent or 3 percent and inflation of about 2 percent, 
credit can grow sustainably (i.e., in line with wages and the economy) 
at a 4- or 5-percent pace, and interest rates will fluctuate in the “new 
normal” range as described earlier.

Federal Reserve policy successfully achieved the 4-percent nominal 
GDP threshold with its extraordinary measures after the financial cri-
sis. In contrast, weak money supply growth, deflating bank balance 
sheets, and fiscal austerity kept Europe on the edge of recession, allow-
ing debt-deflation forces to fester as nominal growth remained closer 
to zero on the Continent. This is what happened in Japan during its 
lost decades. Not surprisingly, the effects of bad macroeconomic poli-
cies are evident in German Bund yields, which have plunged “Japanese 
style” toward zero as the market rightly senses that debt in Europe is 
too high to be serviced by the cash flows generated in a flat nomi-
nal GDP environment. This is a screaming signal of too-tight policy. 
Unfortunately, politics rather than economics has driven monetary 
and fiscal policy in Europe since the crisis started.

The 60-year trend of rising leverage on US financial institution and 
household balance sheets began to collide with the secular decline in 
inflation that started with Paul Volcker in the early 1980s. Nominal 
GDP growth reached double-digit levels during the late 1970s and 
early 1980s. From there it progressively declined, reaching the lowest 
levels since the 1930s during the financial crisis (Exhibit 8.3). Since 
then, aggressive monetary policy has reflated nominal growth to a 
4-percent-plus trend. As seen in Exhibit 8.3., household debt out-
standing continued to grow faster than nominal GDP until the finan-
cial crisis, when the US experienced its first balance sheet recession 
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since the Great Depression. It was inevitable that the rising lever-
age trend would collide with the falling nominal GDP growth trend 
at some point. In many respects, the former was responsible for the 
latter.

During the first few years after the 2007–2009 recession, house-
holds continued to shrink their debt for the first time since the 1930s. 
Fortunately, pro-growth macropolicies supported an orderly delever-
aging process instead of aggravating it as in Europe. Europe provides 
the counterfactual to what would have happened in the United States 
without macropolicy support for nominal GDP growth. As already 
discussed, a minimum 4-percent nominal GDP growth rate seems to 
be necessary to generate adequate income flows to service the high 
outstanding debt burden in the United States. In Europe, 2 percent, or 
less, nominal GDP growth seems insufficient and results in the chronic 
stagnation and high deflation risk that also characterized Japan before 
Abenomics.

Exhibit 8.3 Household Debt Growth Outpaced Economic Growth for 30 Years 
before the Crisis
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“What’s different this time?” The impact of the credit  
crisis on the business cycle

The secular deterioration in the quality of household and financial 
institutions’ balance sheets, aided and abetted by public policies 
aimed at boosting homeownership, set the fundamental backdrop for 
the business cycle that began in late 2001, shortly after the 9/11 ter-
rorist attacks. We have already noted that the 2001 recession was rela-
tively muted for consumption and residential real estate, which barely 
flinched when the tech bubble burst. The big wealth losses were borne 
by the higher-income households that hold the preponderance of 
stock market wealth. Stock holdings are generally much less leveraged 
than real estate, in which the secular trend toward higher and higher 
leverage made the 2008–2009 financial crisis and recession much 
more severe. As we saw, the concentration of borrowing and home 
price declines was particularly devastating for low-income households 
that had been using growing housing wealth as a piggy bank, includ-
ing for the purchase of big-ticket items like cars, that kept the expan-
sion going. In contrast, the recession that followed the bursting of 
the tech bubble was much less severe and more concentrated in the 
nonfinancial business sector, in which extremely high valuations and 
overinvestment in technology companies were the primary source of 
excesses.

The housing stimulus that drove the 2002–2007 expansion really 
started in the mid-1990s, so housing had a longer-than-normal run 
through two business cycles as the massive growth in borrowing by 
previously unqualified borrowers cumulated for over a decade before 
falling under its own weight. The ever-growing US trade deficit 
during this time reflected a rising inflow of capital from emerging 
markets, like China, with big trade surpluses and a desire to accu-
mulate foreign exchange reserves to preclude a repeat of the late-
1990s problems during the Asian currency crisis. These countries 
purchased US Treasuries and GSE securities en masse with dollars 
earned from their burgeoning trade surpluses. This made more and 
more housing finance available in an increasingly destabilizing circle 
of lending and borrowing to weaker and weaker mortgage credits 
that were magically being transformed into the full faith and credit 
of the United States. At least that’s what foreign lenders believed in 
order to pick up a few extra basis points of return over Treasuries by 
investing in GSE debt. At their peak in mid-2008, foreign central 
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bank holdings of GSE debt reached about $1 trillion. Since then, that 
number has plummeted.

Despite financial crisis, the business cycle followed  
the usual pattern

While the once-in-a-century nature of the financial crisis played out 
in many special ways, reflecting the culmination of a debt super cycle, 
the business cycle patterns we have discussed in this book and their 
impact on asset values mostly played out in a normal fashion both 
before and after the crisis.

For example, the run-up to the late 2007 recession involved most 
of the cyclical patterns we have discussed. The recession only began 
once the Fed had tightened to the point at which the yield curve was 
inverted. That tightening was the response to a normal cyclical pickup 
in wages that was associated with a tight labor market and price infla-
tion above the Fed’s 2-percent target. Credit spreads had bottomed 
and began to deteriorate in a normal cyclical fashion as the economy 
started to lose momentum. The general stock market peaked ahead of 
the recession, while “late-cycle” assets like materials stocks and com-
modities continued to rise during the early stage of the recession.

In fact, until Lehman Brothers failed, there were some signs begin-
ning to suggest that the recession would be over by early 2009, includ-
ing aggressive cuts in the federal funds rate and a much steeper yield 
curve. Arguably, the collapse of Lehman caused the recession to go 
on for an extra six months and necessitated a much more aggressive 
response from fiscal and monetary policy to contain the chaos that 
ensued.

Similarly, once the pieces fell into place after the crisis, normal cyc-
lical patterns emerged as the recovery began in mid-2009. Inventories 
were liquidated beyond what the weakness in demand justified. Too 
many people were laid off. Hiring and restocking became necessary 
once it was clear to businesses that sales were holding up sufficiently 
to adopt a more positive posture.

Monetary policy had to improvise because interest rates were already 
close to rock bottom. Quantitative easing provided the kind of extra 
accommodation that is typical early in an expansion. It required sev-
eral rounds, but ultimately by 2014 it was clear that the economy 
was moving into a midcycle phase. Damage to housing and govern-
ment finances created headwinds that stretched out the recovery. 
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Premature fiscal tightening also was a drag on the recovery, especially 
in 2012–2013, when budget showdowns caused a sharp contraction 
in the deficit and a surge in policy uncertainty that dampened busi-
ness expansion and hiring plans. Fortunately, the Fed’s extraordinary 
measures were sufficient to offset much of the fiscal drag, and the 
positive side effect was more sustainable federal finances.

The basic point is the extraordinary circumstances of the financial 
crisis did shape the recovery and subsequent expansion, yet in most 
respects cyclical patterns played out as they generally do. This is just 
one more example of the truism “every business cycle is the same 
except for what’s different.” The financial crisis was certainly differ-
ent from every business cycle since the 1930s. Nevertheless, the usual 
cyclical patterns we have discussed in this book were to a large extent 
evident both before and after the crisis, providing yet again a useful 
roadmap to tactical asset allocation.

Many money managers lost their bearings in the midst of the finan-
cial crisis and its aftermath, as the extraordinary government policies 
to address the crisis fed the misleading view that disaster was looming. 
Instead, the waters were calmed and a fairly recognizable pattern of 
business cycle expansion emerged thanks to astute navigation from 
policymakers. Nevertheless, naysayers persisted for longer than usual 
as the fog lifted.

The more severe the panic and the more intense the crisis, the more 
likely it is to hear cries that “this time is different and the old rules 
don’t apply anymore.” Following that tack leaves a strategist rudder-
less. Just as rough seas incite panic, turbulent financial markets often 
cause investors to abandon the principles that good money manage-
ment requires. Eventually, the seas calm, and this becomes apparent. 
Just as the tides and weather patterns provide guidance for sailors, the 
business cycle persists through all kinds of structural and policy envi-
ronments. Dismissing cyclical patterns because “this time is different” 
is generally a recipe for disaster. In contrast, recognizing how cyclical 
patterns are altered or exaggerated by special events, like the financial 
crisis or an inadequate policy response to extreme financial market 
stress, is a powerful advantage for tactical asset allocation.

The patterns of business cycles that have persisted over centuries pro-
vide insights into the inner workings of the macroeconomy. In a free 
market economy, predictable human responses to incentives and the 
ongoing benefits from rationalizing the allocation of resources create 
an ever-evolving gestalt of self-organization that policy can influence 
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for better or worse. The resilience of the US economy through the 
various storms of the past stands out as truly remarkable. The business 
cycle can test the limits of that resilience. Yet, while downturns are 
always painful, they help pave the way to the future by eliminating 
the obsolete and inefficient. The result has been an ever-rising living 
standard for more and more people around the world.
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